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Introduction

A natural, but slowly emerging program. In his PhD thesis prepared under the supervision of Graham Higman and defended in 1965 [123], and in the article that followed [124], F.A. Garside (1915–1988) solved the Conjugacy Problem of Artin’s braid group $B_n$ by introducing a submonoid $B_n^+$ of $B_n$ and a distinguished element $\Delta_n$ of $B_n^+$ that he called fundamental and showing that every element of $B_n$ can be expressed as a fraction of the form $\Delta_n^m g$ with $m$ an integer and $g$ an element of $B_n^+$. Moreover, he proved that any two elements of the monoid $B_n^+$ admit a least common multiple, thus extending to the non-Abelian groups $B_n$ some of the standard tools available in a torsion-free Abelian group $\mathbb{Z}^n$.

In the beginning of the 1970’s, it was soon realized by E. Brieskorn and K. Saito [36] using an algebraic approach and by P. Deligne [101] using a more geometric approach that Garside’s results extend to all generalized braid groups associated with finite Coxeter groups, that is, all Artin (or, better, Artin–Tits) groups of spherical type.

The next step forward was the possibility of defining, for every element of the braid monoid $B_n^+$ (and, more generally, of every spherical Artin–Tits monoid) a distinguished decomposition involving the divisors of the fundamental element $\Delta_n$: the point is that, if $g$ is an element of $B_n^+$, then there exists a (unique) greatest common divisor $g_1$ for $g$ and $\Delta_n$ and, moreover $g \neq 1$ implies $g_1 \neq 1$: then $g_1$ is a distinguished fragment of $g$ (the “head” of $g$); repeating the operation with $g'$ determined by $g = g_1 g'$, we extract the head $g_2$ of $g'$ and, iterating, we end up with an expression $g_1 \cdots g_p$ of $g$ in terms of divisors of $\Delta_n$. Although F. Garside was very close to such a decomposition when he proved that greatest common divisors exist in $B_n^+$, the result does not appear in his work explicitly, and it seems that the first instances of such distinguished decompositions, or normal forms, go back to the 1980’s in independent work by S. Adjan [2], M. El Rifi and H. Morton [116], and W. Thurston (circulated notes [223], later appearing as Chapter IX in the book [118] by D. Epstein et al.). The normal form was soon used to improve Garside’s solution of the Conjugacy Problem [116] and, extended from the monoid to the group, to serve as a paradigmatic example in the then emerging theory of automatic groups of J. Cannon, W. Thurston, and others. Sometimes called the greedy normal form—or Garside normal form, or Thurston normal form—it became a standard tool in the investigation of braids and Artin–Tits monoids and groups from a viewpoint of geometric group theory and of theory of representations, essential in particular in D. Krammer’s algebraic proof of the linearity of braid groups [160, 161].

In the beginning of the 1990’s, it was realized by one of us that some ideas from F. Garside’s approach to braid monoids can be applied in a different context to analyze a certain “geometry monoid” $M_{LD}$ that appears in the study of the so-called left-selfdistributivity law $x(yz) = (xy)(xz)$. In particular, the criterion used by F. Garside to establish that the braid monoid $B_n^+$ is left-cancellative (that is, $gh = gh'$ implies $h = h'$) can be adapted to $M_{LD}$ and a normal form reminiscent of the greedy normal form exists—with the main difference that the pieces of the normal decompositions are not the divisors of some unique element similar to the Garside braid $\Delta_n$, but they are divisors of ele-
ments $\Delta_T$ that depend on some object $T$ (actually a tree) attached to the element one wishes to decompose. The approach led to results about the exotic left-selfdistributivity law [73] and, more unexpectedly, about braids and their orderability when it turned out that the monoid $M_{LD}$ naturally projects to the (infinite) braid monoid $B_{\infty}$ [72, 75, 77].

At the end of the 1990’s, following a suggestion by L. Paris, the idea arose of listing the abstract properties of the monoid $B_n^+$ and the fundamental braid $\Delta_n$ that make the algebraic theory of $B_n$ possible. This resulted in the notions of a Garside monoid and a Garside element [99]. In a sense, this is just reverse engineering, and establishing the existence of derived normal decompositions with the expected properties essentially means checking that nothing has been forgotten in the definition. However, it soon appeared that a number of new examples are eligible, and, specially after some cleaning of the definitions was completed [80], that the new framework is really more general than the original braid framework. One benefit of the approach is that extending the results often resulted in discovering new improved arguments no longer relying on superfluous assumptions or specific properties. This program turned out to be rather successful and it led to many developments by a number of different authors [8, 11, 12, 18, 19, 20, 57, 56, 68, 121, 128, 137, 138, 170, 169, 178, 196, 208]. Today the study of Garside monoids is still far from complete, and many questions remain open.

However, in the meanwhile, it soon appeared that, although efficient, the framework of Garside monoids as stabilized in the 1990s is far from optimal. Essentially, several assumptions, in particular Noetherianity conditions, are superfluous and they just discard further natural examples. Also, excluding nontrivial invertible elements appears as an artificial limiting assumption. More importantly, one of us (DK) in a 2005 preprint subsequently published as [163] and two of us (FD, JM) [109], as well as David Bessis in an independent research [10], realized that normal forms similar to those involved in Garside monoids can be developed and usefully applied in a context of categories, leading to what they naturally called Garside categories. By the way, similar structures are already implicit in the 1976 paper [103] by P. Deligne and G. Lusztig, as well as in the above mentioned monoid $M_{LD}$ [75, 77], and in EG’s PhD thesis [133].

It was therefore time around 2007 for the development of a new, unifying framework that would include all the previously defined notions, remove all unneeded assumptions, and allow for optimized arguments. This program was developed in particular during a series of workshops and meetings between 2007 and 2012, and it resulted in the current text. As the above description suggests, the emphasis is put on the normal form and its mechanism, and the framework is that of a general category with only one assumption, namely left-cancellativity. Then the central notion is that of a Garside family, defined to be any family that gives rise to a normal form of the expected type. Then, of course, every Garside element $\Delta$ in a Garside monoid provides an example of a Garside family, namely the set of all divisors of $\Delta$, but many more Garside families may exist—and they do, as we shall see in the text. Note that, in a sense, our current generalization is the ultimate one since, by definition, no further extension may preserve the existence of a greedy normal form. However, different approaches might be developed, either by relaxing the definition of a greedy decomposition (see the Notes at the end of Chapter [11]) or, more radically, by putting the emphasis on other aspects of Garside groups rather than on normal forms. Typically, several authors, including J. Crisp, J. McCammond and one
of us (DK) proposed to view a Garside group mainly as a group acting on a lattice in which certain intervals of the form \([1, \Delta]\) play a distinguished role, thus paving the way for other types of extensions.

Our hope—and our claim—is that the new framework so constructed is quite satisfactory. By this, we mean that most of the properties previously established in more particular contexts can be extended to larger contexts. It is not true that all properties of, say, Garside monoids extend to arbitrary categories equipped with a Garside family but, in most cases, addressing the question in an extended framework helps improving the arguments and really capturing the essential features. Typically, almost all known properties of Garside monoids do extend to categories that admit what we call a bounded Garside family, and the proofs cover for free all previously considered notions of Garside categories.

It is clear that a number future developments will continue to involve particular types of monoids or categories only: we do not claim that our approach is universal... However, we would be happy if the new framework—and the associated terminology—could become a useful reference for further works.

About this text. The aim of the current text is to give a state-of-the-art presentation of this approach. Finding a proper name turned out to be not so obvious. On the one hand, “Garside calculus” would be a natural title, as the greedy normal form and its variations are central in this text: although algorithmic questions are not emphasized, most constructions are effective and the mechanism of the normal form is indeed a sort of calculus. On the other hand, many results, in particular those of structural nature, exploit the normal form but are not reducible to it, making a title like “Garside structures” or “Garside theory” more appropriate. But such a title is certainly too ambitious for what we can offer: no genuine structure theory or no exhaustive classification of, say, Garside families is to be expected at the moment. What we do here is to develop a framework that, we think and hope, can become a good base for a still-to-come theory. Another option could have been “Garside categories”, but it will be soon observed that no notion with that name is introduced here: in view of the subsequent developments, a reasonable meaning could be “a cancellative category that admits a Garside map”, but a number of variations are still possible, and any particular choice could become quickly obsolete—as is, in some sense, the notion of a Garside group. Finally, we hope that our current title, “Foundations of Garside Theory”, reflects the current content in a proper way: the current text is an invitation for further research, and does not aim at being exhaustive—reporting about all previous results involving Garside structures would already be very difficult—but concentrates on what seems to be the core of the subject.

The text in divided into two parts. Part A is devoted to general results and offers a careful treatment of the bases. Here complete proofs are given, and the results are illustrated with a few basic examples. By contrast, Part B consists of essentially independent chapters explaining further examples or families of examples that are in general more elaborate. Here some proofs are omitted, and the discussion is centered around what can be called the Garside aspects in the considered structures.

Our general scheme will be to start from an analysis of normal decompositions and then to introduce Garside families as the framework guaranteeing the existence of nor-
mal decompositions. Then the three main questions we shall address and a chart of the corresponding chapters looks as follows:

- **How** do Garside structures work? (mechanism of normal decomposition)
  - Chapter III (domino rules, geometric aspects)
  - Chapter VII (compatibility with subcategories)
  - Chapter VIII (connection with conjugacy)

- **When** do Garside structures exist? (existence of normal decomposition)
  - Chapter IV (recognizing Garside families)
  - Chapter VI (recognizing Garside germs)
  - Chapter V (recognizing Garside maps)

- **Why** consider Garside structures? (examples and applications)
  - Chapter I (basic examples)
  - Chapter IX (braid groups)
  - Chapter X (Deligne–Luzstig varieties)
  - Chapter XI (selfdistributivity)
  - Chapter XII (ordered groups)
  - Chapter XIII (Yang–Baxter equation)
  - Chapter XIV (four more examples)

Above, and in various places, we use “Garside structure” as a generic and informal way to refer to the various objects occurring with the name “Garside”: Garside families, Garside groups, Garside maps, *etc*.

**The chapters.** To make further reference easy, each chapter in Part A begins with a summary of the main results. At the end of each chapter, exercises are proposed, and a note section provides historical references, comments, and questions for further research.

Chapter I is introductory and lists a few examples. The chapter starts with classical examples of Garside monoids, such as free Abelian monoids or classical and dual braid monoids, and it continues with some examples of structures that are not Garside monoids but nevertheless possess a normal form similar to that of Garside monoids, thus providing a motivation for the construction of a new, extended framework.

Chapter II is another introductory chapter in which we fix some terminology and basic results about categories and derived notions, in particular connected with divisibility relations that play an important rôle in the sequel. A few general results about Noetherian categories and groupoids of fractions are established. The final section describes a general method called reversing for investigating a presented category. As the question is not central in our current approach (and although it owes much to F.A. Garside’s methods), some proofs of this section are deferred to an appendix at the end of the book.

Chapter III is the one where the theory really starts. Here the notion of a normal decomposition is introduced, as well as the notion of a Garside family, abstractly introduced as a family that guarantees the existence of an associated normal form. The mechanism of the normal form is analyzed, both in the case of a category (“positive case”) and in the
case of its enveloping groupoid (“signed case”): some simple diagrammatic patterns, the domino rules, are crucial, and their local character directly implies various geometric consequences, in particular a form of automaticity and the Grid Property, a strong convexity statement.

Chapter [IV] is devoted to obtaining concrete characterizations of Garside families, hence, in other words, conditions that guarantee the existence of normal decompositions. In this chapter, one establishes external characterizations, meaning that we start with a category $C$ and look for conditions ensuring that a given subfamily $S$ of $C$ is a Garside family. Various answers are given, in a general context first, and then in particular contexts where some conditions come for free: typically, if the ambient category $C$ is Noetherian and admits unique least common right-multiples, then a subfamily $S$ of $C$ is a Garside family if and only if it generates $C$ is closed under least common right-multiple and right-divisor.

In Chapter [V] we investigate particular Garside families that are called bounded. Essentially, a Garside family $S$ is bounded is there exists a map $\Delta$ (an element in the case of a monoid) such that $S$ consists of the divisors of $\Delta$ (in some convenient sense). Not all Garside families are bounded, and, contrary to the existence of a Garside family, the existence of a bounded Garside family is not guaranteed in every category. Here we show that a bounded Garside family is sufficient to prove most of the results previously established for a Garside monoid, including the construction of $\Delta$-normal decompositions, a variant of the symmetric normal decompositions used in groupoids of fractions.

Chapter [VI] provides what can be called internal (or intrinsic) characterizations of Garside families: here we start with a family $S$ equipped with a partial product, and we wonder whether there exists a category $C$ in which $S$ embeds as a Garside family. The good news is that such characterizations do exist, meaning that, when the conditions are satisfied, all properties of the generated category can be read inside the initial family $S$. This local approach turns to be useful to construct examples and, in particular, it can be used to construct a sort of unfolded, torsion-free version of convenient groups, typically braid groups starting from Coxeter groups.

Chapter [VII] is devoted to subcategories. Here one investigates natural questions such as the following: if $S$ is a Garside family in a category $C$ and $C_1$ is a subcategory of $C$, then is $S \cap C_1$ a Garside family in $C_1$ and, if so, what is the connection between the associated normal decompositions? Of particular interest are the results involving subgerms, which provide a possibility of reading inside a given Garside family $S$ the potential properties of the subcategories generated by the subfamilies of $S$.

In Chapter [VIII] we address conjugacy, first in the case of a category equipped with an arbitrary Garside family, and then, mainly, in the case of a category equipped with a bounded Garside family. Here again, most of the results previously established for Garside monoids can be extended, including the cycling, decycling, and sliding transformations which provide a decidability result for the Conjugacy Problem whenever convenient finiteness assumptions are satisfied. We also extend the geometric methods of Bestvina to describe periodic elements in this context.

Part B begins with Chapter [IX] devoted to (generalized) braid groups. Here we show how both the reversing approach of Chapter [III] and the germ approach of Chapter [V] can be applied to construct and analyze the classical and dual Artin–Tits monoids. We also
mention the braid groups associated with complex reflection groups, as well as several exotic Garside structures on $B_n$. The applications of Garside structures in the context of braid groups are too many to be described exhaustively, and we just list some of them in the Notes section.

Chapter X is a direct continuation of Chapter IX. It reports about the use of Garside-type methods in the study of Deligne–Lusztig varieties, an ongoing program that aims at establishing by a direct proof some of the consequences of the Broué Conjectures about finite reductive groups. Several questions in this approach directly involve conjugacy in generalized braid groups, and the results of Chapter VIII are then crucial.

Chapter XI is an introduction to the Garside structure hidden in the above mentioned algebraic law $x(yz) = (xy)(xz)$, a typical example where a categorical framework is needed (or, at the least, the framework of Garside monoids is not sufficient). Here a promising contribution of the Garside approach is a natural program possibly leading to the so-called Embedding Conjecture, a deep structural result so far resisting all attempts.

In Chapter XII we develop an approach to ordered groups based on divisibility properties and Garside elements, resulting in the construction of groups with the property that the associated space of orderings contains isolated points, which answers one of the natural questions of the area. Braid groups are typical examples, but considering what we call triangular presentations leads to a number of different examples.

Chapter XIII is a self-contained introduction to set-theoretic solutions of the Yang–Baxter equation and the associated structure groups, an important family of Garside groups. The exposition is centered on the connection between the RC-law $(xy)(xz) = (yx)(yz)$ and the right-complement operation on the one hand, and what is called the geometric $I$-structure on the other hand. Here the Garside approach both provides a specially efficient framework and leads to new results.

In Chapter XIV we present four unrelated topics involving interesting Garside families: divided categories and decompositions categories with two applications, then an extension of the framework of Chapter XIII to more general RC-systems, then what is called the braid group of $\mathbb{Z}_n$, a sort of analog of Artin’s braid group in which permutations of $\{1, \ldots, n\}$ are replaced with linear orderings of $\mathbb{Z}_n$, and, finally, an introduction to groupoids of cell decompositions that arise when the mapping class group approach to braid groups is extended by introducing sort of roots of the generators $\sigma_i$.

The final Appendix contains the postponed proofs of some technical statements from Chapter XII for which no complete reference exists in literature.

Exercises are proposed at the end of most chapters. Solutions to some of them, as well as a few proofs from the main text that are skipped in the book, can be found at the address

\[ \text{www.math.unicaen.fr/~garside/Addenda.pdf} \]

as well as in arXiv:1412.5299.
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About notation

We use

- \( \mathbb{N} \): set of all nonnegative integers
- \( \mathbb{Z} \): set of all integers
- \( \mathbb{Q} \): set of all rational numbers
- \( \mathbb{R} \): set of all real numbers
- \( \mathbb{C} \): set of all complex numbers

As much as possible, different letters are used for different types of objects, according to the following list:

- \( \mathcal{C} \): category
- \( \mathcal{S}, \mathcal{X} \): generic subfamily of a category
- \( A \): atom family in a category
- \( x, y, z \): generic object of a category
- \( f, g, h \): generic element (morphism) in a category, a monoid, or a group
- \( a, b, c, d, e \): special element in a category (atom, endomorphism, etc.)
- \( \epsilon \): invertible element in a category
- \( r, s, t \): element of a distinguished subfamily (generating, Garside, ...)
- \( i, j, k \): integer variable (indices of sequences)
- \( l, m, n, p, q \): integer parameter (fixed, for instance, length of a sequence)
- \( a, b, c \): constant element of a category or a monoid for concrete examples (a special notation to distinguish from variables)
- \( u, v, w \): path (or word)
- \( \alpha, \beta, \gamma \): binary address (in terms and binary trees)
- \( \phi, \psi, \pi \): functor
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Part A

General theory
Chapter I

Some examples

Our aim in this text is to unify and better understand a number of a priori unrelated examples and situations occurring in various frameworks. Before developing a general approach, we describe here some basic examples, in particular the seminal example of braids as analyzed by F.A. Garside in the 1960’s, but also several other ones. These examples will be often referred to in the sequel. Our description is informal: most proofs are skipped, the emphasis being put on the features that will be developed in the subsequent chapters.

The chapter is organized as follows. We begin in Section 1 with some examples that can be called classical, in that they all have been considered previously and are the initial examples from which earlier unifications grew. In Section 2 we present the now more or less standard notion of a Garside monoid and a Garside group, as it emerged around the end of the 1990’s. Finally, in Subsection 3 we mention other examples which do not enter the framework of Garside monoids and nevertheless enjoy similar properties: as can be expected, such examples will be typical candidates for the extended approach that will be developed subsequently.

1 Classical examples

This section contains a quick introduction to three of the most well known examples of Garside structures, namely the standard (Artin) braid monoids and the dual (Birman–Ko–Lee) braid monoids, and, to start with an even more basic structure, free Abelian monoids.

1.1 Free Abelian monoids

Our first example, free Abelian monoids, is particularly simple, but it is fundamental as it serves as a paradigm for the sequel: our goal will be to obtain for more complicated structures a counterpart to a number of results that are trivial in the case of free Abelian monoids.

Reference Structure #1 (free Abelian group and monoid).

- For $n \geq 1$, an element $g$ of $\mathbb{Z}^n$ is viewed as a map from $\{1, \ldots, n\}$ to $\mathbb{Z}$, and its $k$th entry is denoted by $g(k)$.
- For $f, g$ in $\mathbb{Z}^n$, we define $fg$ by $f(g)(k) = f(k) + g(k)$ for each $k$ (we use a multiplicative notation for coherence with other examples).
• Put $\mathbb{N}^n = \{g \in \mathbb{Z}^n \mid \forall k \ (g(k) \geq 0)\}$.
• For $i \leq n$, define $a_i$ in $\mathbb{Z}^n$ by $a_i(k) = 1$ for $k = i$, and 0 otherwise.
• Define $\Delta_n$ in $\mathbb{Z}^n$ by $\Delta_n(k) = 1$ for every $k$.
• Put $S_n = \{s \in \mathbb{Z}^n \mid \forall k \ (s(k) \in \{0, 1\})\}$.

Then $\mathbb{Z}^n$ equipped with the above-defined product is a free Abelian group admitting $\{a_1, \ldots, a_n\}$ as a basis, that is, it is an Abelian group and, if $G$ is any Abelian group and $f$ is any map of $\{a_1, \ldots, a_n\}$ to $G$, there exists a (unique) way of extending $f$ into a homomorphism of $\mathbb{Z}^n$ to $G$—so, in particular, every Abelian group generated by at most $n$ elements is a quotient of $\mathbb{Z}^n$. The group $\mathbb{Z}^n$ is generated by $a_1, \ldots, a_n$ and presented by the relations $a_i a_j = a_j a_i$ for all $i, j$. As for $\mathbb{N}^n$, it is the submonoid of the group $\mathbb{Z}^n$ generated by $\{a_1, \ldots, a_n\}$, and it is a free Abelian monoid based on $\{a_1, \ldots, a_n\}$.

Now, here is an (easy) result about the group $\mathbb{Z}^n$. For $f, g$ in $\mathbb{N}^n$, say that $f \leq g$ holds if we have $f(i) \leq g(i)$ for every $i$ in $\{1, \ldots, n\}$. Note that $S_n$ is $\{s \in \mathbb{N}^n \mid s \leq \Delta_n\}$. Then we have

**Proposition 1.1 (normal decomposition).** Every element of $\mathbb{Z}^n$ admits a unique decomposition of the form $\Delta_n^d s_1 \cdots s_p$ with $d$ in $\mathbb{Z}$ and $s_1, \ldots, s_p$ in $S_n$ satisfying $s_1 \neq \Delta_n$, $s_p \neq 1$, and, for every $i < p$,

$$\forall g \in \mathbb{N}^n \setminus \{1\} \ (g \leq s_{i+1} \Rightarrow s_i g \notin \Delta_n).$$

Condition (1.2) is a maximality statement: it says that, in the sequence $(s_1, \ldots, s_p)$, it is impossible to extract a nontrivial fragment $g$ from an entry $s_{i+1}$ and incorporate it into the previous entry $s_i$ without going beyond $\Delta_n$. So each entry $s_i$ is in a sense maximal with respect to the entry that lies at its right.

A direct proof of Proposition 1.1 is easy. However, we can derive the result from the following order property.

**Lemma 1.3.** The relation $\leq$ of Proposition 1.1 is a lattice order on $\mathbb{N}^n$, and $S_n$ is a finite sublattice with $2^n$ elements.

We recall that a lattice order is a partial order in which every pair of elements admits a greatest lower bound and a lowest upper bound. The diagram on the right displays the lattice made of the eight elements that are smaller than $\Delta_3$ in the monoid $\mathbb{N}^3$, here a cube (a, b, c stand for $a_1, a_2, a_3$).

Once Lemma 1.3 is available, Proposition 1.1 easily follows: indeed, starting from $g$, if $g$ is not 1, there exists a maximal element $s_1$ of $S_n$ that satisfies $s_1 \leq g$. The latter relation implies the existence of $g'$ satisfying $g = s_1 g'$. If $g'$ is not 1, we iterate the process with $g'$, finding $s_2$ and $g''$, etc. The sequence $(s_1, s_2, \ldots)$ so obtained then satisfies the maximality condition of (1.2).

**Example 1.4.** Assume $n = 3$, and write $a, b, c$ for $a_1, a_2, a_3$. With this notation $\Delta_3$ (hereafter written $\Delta$) is $abc$, and $S_3$ has eight elements, namely 1, a, b, c, ab, bc, ca,
and $\Delta$. The Hasse diagram of the poset $(S_3, \leq)$ is the cube displayed on the right of Lemma 1.3.

Let $g = a^3bc^2$—that is, $g = (3, 1, 2)$. The maximal element of $S_3$ that lies below $g$ is $\Delta$, and we have $g = \Delta \cdot a^2c$. The maximal element of $S_3$ that lies below $a^2c$ is $ac$, and we have $a^2c = ac \cdot a$. The latter element lies below $\Delta$. So the decomposition of $g$ provided by Proposition 1.1 is $\Delta \cdot ac \cdot a$, see Figure 1.

Figure 1. The free Abelian monoid $\mathbb{N}^3$; the cube $\{g \in \mathbb{N}^3 : g \leq \Delta\}$ is in dark grey; among the many possible ways to go from 1 to $a^3bc^2$, the distinguished decomposition of Proposition 1.1 consists in choosing at each step the largest possible element below $\Delta$ that lies below the considered element, that is, to remain in the light grey domain.

1.2 Braid groups and monoids

Our second reference structure involves braids. As already mentioned, this fundamental example is the basis we shall build on.

Reference Structure #2 (braids).—

• For $n \geq 1$, denote by $B_n$ the group of all $n$-strand braids.

• For $1 \leq i \leq n-1$, denote by $\sigma_i$ the braid that corresponds to a crossing of the $i+1$st strand over the $i$th strand.

• Denote by $B_n^+$ the submonoid of $B_n$ generated by $\sigma_1, ..., \sigma_{n-1}$; its elements are called positive braids.

• Denote by $\Delta_n$ the isotopy class of the geometric braid corresponding to a positive half-turn of the $n$ strands.

Here are some explanations. We refer to standard textbooks about braids [17, 103, 155] for details and proofs. See also the Notes at the end of this chapter and Section XIV.4 for alternative approaches that are not needed now.

Let $D_n$ denote the disk of $\mathbb{R}^2$ with diameter $(0, 0), (n + 1, 0)$. An $n$-strand geometric braid is a collection of $n$ disjoint curves living in the cylinder $D_n \times [0, 1]$, connecting
the \( n \) points \((i, 0, 0), 1 \leq i \leq n,\) to the \( n \) points \((i, 0, 1), 1 \leq i \leq n,\) and such that the intersection with each plane \( z = z_0, 0 \leq z_0 \leq 1,\) consists of \( n \) points exactly.

Two \( n \)-strand geometric braids \( \beta, \beta' \) are said to be isotopic if there exists a continuous family of geometric braids \( (\beta_t)_{t \in [0, 1]} \) with \( \beta_0 = \beta \) and \( \beta_1 = \beta' \)—or, equivalently, if there exists a homeomorphism of the cylinder \( D_n \times [0, 1] \) into itself that is the identity on the boundary and that deforms \( \beta \) to \( \beta' \).

There exists a natural product on geometric braids: if \( \beta_1, \beta_2 \) are \( n \)-strand geometric braids, squeezing the image of \( \beta_1 \) into the cylinder \( D_n \times [0, 1/2] \) and the image of \( \beta_2 \) into \( D_n \times [1/2, 1] \) yields a new, well-defined geometric braid. This product induces a well defined product on isotopy classes, and gives to the family of all classes the structure of a group: the class of the geometric braid consisting on \( n \) straight line segments is the neutral element, and the inverse of the class of a geometric braid is the class of its reflection in the plane \( z = 1/2 \).

An \( n \)-strand braid diagram is a planar diagram obtained by concatenating one over the other finitely many diagrams of the type

\[
\sigma_i : \begin{array}{c}
1 \\
\vdots \\
\sigma_i \\
\vdots \\
i+1 \\
\vdots \\
n
\end{array}
\]

\[
\text{and } \sigma_i^{-1} : \begin{array}{c}
1 \\
\vdots \\
\sigma_i^{-1} \\
\vdots \\
i+1 \\
\vdots \\
n
\end{array}
\]

with \( 1 \leq i \leq n-1.\) An \( n \)-strand braid diagram is encoded in a word in the alphabet \( \{\sigma_1, \sigma_1^{-1}, \ldots, \sigma_{n-1}, \sigma_{n-1}^{-1}\}.\) Provided the ‘front–back’ information is translated into the segment breaks of the \( \sigma_i \)-diagrams, projection on the plane \( y = 0 \) induces a surjective map of the isotopy classes of the family of all \( n \)-strand geometric braids onto the family of all \( n \)-strand braid diagrams: every \( n \)-strand geometric braid is isotopic to one whose projection is an \( n \)-strand braid diagram. The situation is summarized in the picture below, in which we see a general 4-strand geometric braid, an isotopic normalized version, the corresponding 4-strand braid diagram, and its decomposition in terms of the elementary diagrams \( \sigma_i \) and \( \sigma_i^{-1},\) here encoded in the braid word \( \sigma_1 \sigma_3 \sigma_2^{-1} \sigma_4^{-1} \sigma_2: \)

E. Artin proved in [4] that, conversely, two \( n \)-strand braid diagrams are the projection of isotopic geometric braids if and only if they are connected by a finite sequence of transformations of the following types:

- replacing \( \sigma_i \sigma_j \) with \( \sigma_j \sigma_i \) for some \( i, j \) satisfying \(|i - j| \geq 2,\)
- replacing $\sigma_i \sigma_j \sigma_i$ with $\sigma_j \sigma_i \sigma_i$ for some $i, j$ satisfying $|i - j| = 1$,
- deleting or inserting some factor $\sigma_i \sigma_i^{-1}$ or $\sigma_i^{-1} \sigma_i$,
in which case the braid diagrams—and the braid words that encode them—are called equivalent. Geometrically, these relations correspond to the following three types of braid diagrams equivalence:

\[
\begin{align*}
\sigma_1 \sigma_3 & \equiv \sigma_3 \sigma_1 \\
\sigma_1 \sigma_1^{-1} & \equiv \varepsilon \equiv \sigma_1^{-1} \sigma_1
\end{align*}
\]

namely moving remote crossings (here $i = 1, j = 3$), moving adjacent crossings (here $i = 1, j = 2$), and removing/adding trivial factors ($\varepsilon$ stands for the empty word). Clearly the diagrams are projections of isotopic braids; Artin’s result says that, conversely, the projection of every isotopy can be decomposed into a finite sequence of transformations of the above types.

So the group $B_n$ is both the group of isotopy classes of $n$-strand geometric braids and the group of equivalence classes of $n$-strand braid diagrams. Its elements are called $n$-strand braids. By the above description, $B_n$ admits the presentation

\[
\langle \sigma_1, \ldots, \sigma_n \mid \sigma_i \sigma_j = \sigma_j \sigma_i \text{ for } |i - j| \geq 2, \sigma_i \sigma_j \sigma_i = \sigma_j \sigma_i \sigma_j \text{ for } |i - j| = 1 \rangle.
\]

It follows from the above description that the braids $\Delta_n$ are defined inductively by the relations

\[
\Delta_1 = 1, \quad \Delta_n = \Delta_{n-1} \sigma_n \sigma_{n-1} \ldots \sigma_2 \sigma_1 \text{ for } n \geq 2,
\]

on the shape of

\[
\begin{align*}
\Delta_1 & \\
\Delta_2 & \\
\Delta_3 & \\
\Delta_4 &
\end{align*}
\]

The submonoid $B_n^+$ of $B_n$ turns out to admit, as a monoid, the presentation (1.5). This is a nontrivial result, due to F.A. Garside in [124]: clearly, the relations of (1.5) hold in $B_n^+$ but, conversely, there might a priori exist equivalent positive braid diagrams whose equivalence cannot be established without introducing negative crossings $\sigma_i^{-1}$. What can be proved—see Chapter IX below—is that $B_n^+$ and the monoid $B_n^+$ that admits (1.5) as a presentation are isomorphic.
Every \( n \)-strand braid diagram naturally defines a permutation of \( \{1, \ldots, n\} \), namely the permutation that specifies from which position the strand that finishes at position \( i \) starts. This permutation is invariant under isotopy, and induces a (non-injective) surjective homomorphism from \( B_n \) onto the symmetric group \( S_n \). The braids whose permutation is the identity are called pure, and the group of all pure \( n \)-strand braids is denoted by \( PB_n \).

By definition, we then have an exact sequence
\[
1 \to PB_n \to B_n \to S_n \to 1.
\]  

Here is now a (significant) result about the braid group \( B_n \). For \( f, g \) in \( B_n^+ \), say that \( f \) left-divides \( g \), written \( f \preceq g \), if \( fg' = g \) holds for some \( g' \) lying in \( B_n^+ \), and write \( \text{Div}(g) \) for the family of all left-divisors of \( g \). Then we have

**Proposition 1.8 (normal decomposition).** Every \( n \)-strand braid admits a unique decomposition of the form \( \Delta_n s_1 \cdots s_p \) with \( d \) in \( \mathbb{Z} \) and \( s_1, \ldots, s_p \) in \( \text{Div}(\Delta_n) \) satisfying \( s_1 \neq \Delta_n \), \( s_p \neq 1 \), and, for every \( i \),
\[
\forall g \in B_n^+ \setminus \{1\} \ ( g \preceq s_{i+1} \Rightarrow s_i g \not\preceq \Delta_n ).
\]  

Note the formal similarity between Proposition 1.1 and Proposition 1.8. In particular, the coordinatewise order \( \leq \) of Proposition 1.1 is the left-divisibility relation of the monoid \( \mathbb{N}^n \), and Condition (1.9) is a copy of the maximality condition of (1.2): as the latter, it means that, at each step, one cannot extract a fragment of an entry and incorporate it in the previous entry without going out from the family of left-divisors of \( \Delta_n \).

Contrary to Proposition 1.1 about free Abelian groups, Proposition 1.8 about braid groups is not trivial, and it is even the key result in the algebraic investigation of braid groups. In particular, it is directly connected with the decidability of the Word and Conjugacy Problems for \( B_n \)—as will be seen in Chapters III and VIII.

However, although quite different both in difficulty and interest, Proposition 1.8 can be proved using an argument that is similar to that explained above for Proposition 1.1, namely investigating the submonoid \( B_n^+ \) generated by \( \sigma_1, \ldots, \sigma_{n-1} \) and establishing

**Lemma 1.10.** The left-divisibility relation on \( B_n^+ \) is a lattice order, and the family \( \text{Div}(\Delta_n) \) made by the left-divisors of \( \Delta_n \) is a finite sublattice with \( n! \) elements.

In the current case, the finite lattice \( (\text{Div}(\Delta_n), \preceq) \) turns out to be isomorphic to what is called the weak order on the symmetric group \( S_n \), see Figure 2. Geometrically, the elements of \( \text{Div}(\Delta_n) \) correspond to the braid diagrams in which all crossings are positive and any two strands cross at most once (‘simple braids’). It turns out that the restriction of the surjective map from \( B_n \) to \( S_n \) to the left-divisors of \( \Delta_n \) in \( B_n^+ \) is a bijection. Under this bijection, the braid 1 corresponds to the identity mapping, the braid \( \sigma_i \) corresponds to the transposition \((i, i+1)\), and the braid \( \Delta_n \) corresponds to the symmetry \( i \mapsto n+1-i \).

Once Lemma 1.10 is available, the distinguished decomposition of Proposition 1.8 can be obtained for an element \( g \) of \( B_n^+ \) by defining \( s_1 \) to be the greatest common left-divisor of \( g \) and \( \Delta_n \), that is, the greatest lower bound of \( g \) and \( \Delta_n \), and then using an induction.
As the left-divisors of $\Delta_n$ in $B^+_n$ correspond to the braid diagrams in which any two strands cross at most once, extracting the maximal left-divisor of a braid $g$ that lies in $\text{Div}(\Delta_n)$ amounts to pushing the crossings upwards as much as possible until every pair of adjacent strands that later cross have already crossed. The geometric meaning of Proposition 1.8 in $B^+_n$ is that this strategy leads to a unique well defined result.

**Example 1.11.** (See Figure 3) Consider $g = \sigma_2\sigma_3\sigma_2\sigma_1\sigma_3$ in $B^+_4$. Looking to the strands with repeated crossings leads to the decomposition $g = \sigma_2\sigma_3\sigma_2 \cdot \sigma_2\sigma_1\sigma_3 \cdot \sigma_3$. However, the fourth $\sigma_2$ crossing can be pushed upwards, becoming $\sigma_1$, and leading to the new decomposition $g = \sigma_2\sigma_3\sigma_2\sigma_1 \cdot \sigma_2\sigma_1\sigma_3 \cdot \sigma_3$. But then the second $\sigma_3$ crossing can be pushed in turn, leading to the optimal decomposition $g = \sigma_1\sigma_2\sigma_3\sigma_2\sigma_1 \cdot \sigma_2\sigma_1\sigma_3$. 

![Figure 2](image_url)  
**Figure 2.** The lattice $(\text{Div}(\Delta_4), \prec)$ made by the 24 left-divisors of the braid $\Delta_4$ in the monoid $B^+_4$: a copy of the permutahedron associated with the symmetric group $S_4$, equipped with the weak order; topologically, this is a 2-sphere tessellated by hexagons and squares which correspond to the relations of $\{1, 3\}$.

![Figure 3](image_url)  
**Figure 3.** Normalization of the braid $\sigma_2\sigma_4\sigma_2^2\sigma_1\sigma_2\sigma_3^2$ by pushing the crossings upwards in order to maximize the first simple factors and minimize the number of simple factors: here we start with three simple factors, and finish with two only.
1.3 Dual braid monoids

Here is a third example, whose specificity is to involve the same group as Reference Structure 2, but with a different generating family.

Reference Structure #3 (dual braids).—

- For $n \geq 1$, denote by $B_n$ the group of $n$-strand braids.
- For $1 \leq i < j \leq n$, denote by $a_{i,j}$ the braid that corresponds to a crossing of the $j$th strand over the $i$th strand, and under all possible intermediate strands.
- Denote by $B_n^+$ the submonoid of $B_n$ generated by all $a_{i,j}$ with $1 \leq i < j \leq n$.
- Put $\Delta_n = a_{1,2} \cdots a_{n-1,n}$.

A precise definition is $a_{i,j} = \sigma_i \cdots \sigma_{j-2} \sigma_{j-1} \sigma_{j-2} \cdots \sigma_i^{-1}$, corresponding to the diagram

\[ a_{i,j} : \]

Note that $a_{i,i+1}$ coincides with $\sigma_i$: the braids $a_{i,j}$ make a redundant family of generators for the group $B_n$. For $n \geq 3$, the braid $a_{1,3}$ does not belong to the monoid $B_n^+$, and, therefore, the monoid $B_n^{+*}$, which is called the $n$-strand dual braid monoid properly includes the braid monoid $B_n$ (Reference Structure 2, page 5).

The family of all braids $a_{i,j}$ enjoys nice invariance properties with respect to cyclic permutations of the indices, which are better visualized when braid diagrams are represented on a cylinder and $a_{i,j}$ is associated with the chord that connects the vertices $i$ and $j$ in a circle with $n$ marked vertices, as suggested below:

In terms of the $a_{i,j}$, the braids group $B_n$ is presented by the relations

\[(1.12) \quad a_{i,j} a_{i',j'} = a_{i',j'} a_{i,j} \quad \text{for} \ [i,j] \ \text{and} \ [i',j'] \ \text{disjoint or nested},\]

\[(1.13) \quad a_{i,j} a_{j,k} = a_{j,k} a_{i,k} = a_{i,k} a_{i,j} \quad \text{for} \ 1 \leq i < j < k \leq n.\]

In the chord representation, relations of type (1.12) say that the generators associated with non-intersecting chords commute: for instance, in the above picture, we see that $a_{1,4}$
and $a_{5,6}$ commute. On the other hand, relations of type (1.13) say that, for each chord triangle, the product of two adjacent edges taken clockwise does not depend on the edges: in the above picture, the triangle $(1, 2, 4)$ gives $a_{1,2}a_{2,4} = a_{2,4}a_{1,4} = a_{1,4}a_{1,2}$.

The following result should not be a surprise. Here again, we use $\preceq$ for the left-divisibility relation of the considered monoid, here $B_{n}^+$, for $f, g$ in $B_{n}^+$, we say that $f \preceq g$ holds if $fg' = g$ holds for some $g'$ belonging to $B_{n}^+$. Note that the restriction of this relation to $B_{n}^+$ is not the left-divisibility relation of $B_{n}^+$ as, here, the quotient-element is only required to belong to $B_{n}^+$.

Proposition 1.14 (normal decomposition). Every element of $B_{n}$ admits a unique decomposition of the form $\Delta_{n}^{s_1} \cdots s_p$ with $d$ in $\mathbb{Z}$ and $s_1, \ldots, s_p$ in $\text{Div}(\Delta_{n})$ satisfying $s_1 \neq \Delta_{n}$, $s_p \neq 1$, and, for every $i$,

(1.15) \quad \forall g \in B_{n}^+ \setminus \{1\} \quad (g \preceq s_{i+1} \Rightarrow s_i g \not\preceq \Delta_{n}).$

Proposition 1.14 is entirely similar to Propositions 1.1 and 1.8, and its proof is directly connected with the following counterpart of Lemma 1.10.

Lemma 1.16. The left-divisibility relation on $B_{n}^+$ is a lattice order, and the family $\text{Div}(\Delta_{n})$ made by the left-divisors of $\Delta_{n}$ is a finite sublattice with $\frac{1}{n+1} \binom{2n}{n}$ elements.

In the current case, the finite lattice $\langle \text{Div}(\Delta_{4}), \preceq \rangle$, whose size is the 4th Catalan number, turns out to be isomorphic to lattice of so-called non-crossing partitions of $\{1, \ldots, n\}$ ordered by inclusion, see Figure 4.

As can be expected, going from Lemma 1.16 to Proposition 1.14 is similar to going from Lemma 1.10 to Proposition 1.8.

Figure 4. The lattice $\langle \text{Div}(\Delta_{4}), \preceq \rangle$ made by the left-divisors of the braid $\Delta_{4}$ in the monoid $B_{4}^+$: a copy of the inclusion lattice of the 14 non-crossing partitions of $\{1, \ldots, 4\}$.
2 Garside monoids and groups

The previous examples share many properties, and it is natural to extract the common basic features that enable one to unify the developments. The notions of a Garside group and a Garside monoid emerged in this way.

2.1 The notion of a Garside monoid

We introduced above the notion of a left-divisor in a monoid; right-divisors are defined symmetrically: an element \( f \) is said to be a right-divisor of \( g \) in the monoid \( M \) if there exists \( g' \) in \( M \) satisfying \( g = g'f \). Under mild assumptions, the left-divisibility relation is a partial ordering, and, when is exists, a corresponding least common upper bound (resp. greatest common lower bound) is usually called a least common right-multiple, or right-lcm (resp. a greatest common left-divisor, or left-gcd). Left-lcms and right-gcds are defined similarly from the right-divisibility relation.

**Definition 2.1 (Garside monoid).** A Garside monoid is a pair \( (M, \Delta) \) where \( M \) is a monoid and

- \( M \) is left- and right-cancellative,
- there exists \( \lambda : M \to \mathbb{N} \) satisfying \( \lambda(fg) \geq \lambda(f) + \lambda(g) \) and \( g \neq 1 \Rightarrow \lambda(g) \neq 0 \),
- any two elements of \( M \) have a left- and a right-lcm and a left- and a right-gcd,
- \( \Delta \) is a Garside element of \( M \), this meaning that the left- and right-divisors of \( \Delta \) coincide and generate \( M \),
- the family of all divisors of \( \Delta \) in \( M \) is finite.

We also fix a terminology for the following variant sometimes used:

**Definition 2.2 (quasi-Garside monoid).** A quasi-Garside monoid is a pair \( (M, \Delta) \) that satisfies the conditions of Definition 2.1, except possibly the last one (finiteness of the number of divisors of \( \Delta \)).

We recall that a group \( G \) is said to be a group of left-fractions for a monoid \( M \) if \( M \) is included in \( G \) and every element of \( G \) can be expressed as \( f^{-1}g \) with \( f, g \in M \).

**Definition 2.3 (Garside and quasi-Garside group).** A group \( G \) is said to be a Garside group (resp. quasi-Garside group) if there exists a Garside (resp. quasi-Garside) monoid \( (M, \Delta) \) such that \( G \) is a group of left-fractions for \( M \).

In the above context, the terminology “(quasi)-Garside monoid” is frequently used for the monoid alone. Then we mean that \( M \) is a (quasi)-Garside monoid if there exists an element \( \Delta \) of \( M \) such that \( (M, \Delta) \) is a (quasi)-Garside monoid. In this context, it is also common to say that \( (M, \Delta) \) provides a Garside structure for the considered group.

Always using \( \preceq \) for the left-divisibility relation, one can show

**Proposition 2.4 (normal decomposition).** Assume that \( G \) is a Garside group, group of fractions for the Garside monoid \( (M, \Delta) \). Then every element of \( G \) admits a unique
decomposition of the form $\Delta^d s_1 \cdots s_p$, with $d \in \mathbb{Z}$ and $s_1, \ldots, s_p$ in $\text{Div}(\Delta)$ satisfying $s_1 \neq \Delta$, $s_p \neq 1$, and, for every $i$,

\begin{equation}
\forall g \in M \setminus \{1\} \ (g \preceq s_{i+1} \Rightarrow s_i g \not\preceq \Delta).
\end{equation}

Proof (sketch). The first, easy step is to go from elements of the group $G$ to elements of the monoid $M$. To this aim, one observes that $M$ is invariant under conjugation by $\Delta$ as, for every $g$ in $M$, there exists $g'$ in $M$ satisfying $\Delta g = g' \Delta$. From there, one deduces that every element of the monoid $M$ is a right (and left) divisor of the element $\Delta^d$ for $d$ large enough. This implies that every element $g$ of $G$ can be expressed as $\Delta^d g'$ with $d$ in $\mathbb{Z}$ and $g'$ in $M$. Taking $d$ maximal provides the expected uniqueness result.

From that point on, the problem is to show the existence and uniqueness of a convenient decomposition for the elements of $M$. So let $g$ belong to $M$. If $g$ is $1$, the empty sequence provides the expected decomposition. Otherwise, as, by assumption, $(\text{Div}(\Delta), \preceq)$ is a lattice, the elements $g$ and $\Delta$ admit a greatest lower bound, that is, a greatest common left-divisor, say $s_1$. We write $g = s_1 g'$, and, if $g'$ is not $1$, we iterate the process and write $g'$ as $s_2 g''$ with $s_2$ the greatest common left-divisor of $g'$ and $\Delta$, etc. As the left-divisors of $\Delta$ generate $M$, the element $s_1$ cannot be $1$, which implies $\lambda(g') < \lambda(g)$, where $\lambda$ is the function of $M$ to $\mathbb{N}$ whose existence is assumed in the definition of a (quasi)-Garside monoid. This guarantees the termination of the induction after finitely many steps. The maximality of the choice of $s_1, s_2, \ldots$ implies (2.5), and the existence of the expected decomposition follows.

As for uniqueness, there is a subtle point, which is crucial for applications, in particular in terms of the existence of an automatic structure. Indeed, Condition (2.5) is a local condition in that it only involves two adjacent entries $s_i, s_{i+1}$ at a time, whereas the greatest common divisor relation used in the construction is a global condition which involves $g, g', \ldots$, whence all of the entries $s_i$ at a time. It is easy to show that, if $s_1, s_2$ satisfy (2.5), then $s_1$ must be the greatest common divisor of $s_1 s_2$ and $\Delta$. However, it is not obvious that, if $(s_1, s_2)$ and $(s_2, s_3)$ satisfy (2.5), then $s_1$ must be the greatest common divisor of $s_1 s_2 s_3$ and $\Delta$. Proving this requires to use most of the properties of the Garside element $\Delta$, in particular the assumption that the left- and right-divisors of $\Delta$ coincide and the assumption that any two left-divisors of $\Delta$ admit a least upper bound with respect to left-divisibility. Typically, the following grouping property

\begin{equation}
\text{If } s_1, s_2, s_3 \text{ lies in } \text{Div}(\Delta) \text{ and } (s_1, s_2) \text{ and } (s_2, s_3) \text{ satisfy (2.5), then } (s_1, s_2 s_3) \text{ satisfies (2.5) as well.}
\end{equation}

holds whenever $\Delta$ is a Garside element in a Garside monoid, and it is crucial.

The framework of Garside groups successfully unifies the examples we have considered so far. Indeed, it is easy to check that, for every $n$, the free Abelian group $\mathbb{Z}^n$ has the structure of a Garside group with the respect to the Garside monoid $(\mathbb{N}^n, \Delta_n)$. Similarly, one can check—and this is essentially what F.A. Garside did in [123][124]—that the braid group $B_n$ has the structure of a Garside group with the respect to the Garside monoid $(B_n^+, \Delta_n)$. Finally, one can check—and this is essentially what J. Birman, K.Y. Ko, and S.J. Lee did in [21]—that the braid group $B_n$ has the structure of a Garside group with the respect to the Garside monoid $(B_n^+, \Delta_n)$. For $n \geq 3$, the monoids $B_n^+$
and \(B_n^{m+} \) are not isomorphic and, therefore, the braid group \(B_n \) is an example of a group that admits two genuinely different Garside structures in the sense that they involve different monoids—we shall see that, if \((M, \Delta)\) is a Garside monoid, then so is \((M, \Delta^m)\) for every positive \(m\), so, for a given group, a Garside structure is (almost) never unique when it exists.

### 2.2 More examples

A number of Garside monoids have been described in literature, and a number of them will be mentioned in the sequel of this text. For further reference, we introduce here two more examples. The first one is a Garside group.

**Example 2.7 (torus-type groups).** For \(n \geq 1\) and \(p_1, \ldots, p_n \geq 2\), denote by \(T_{p_1, \ldots, p_n}\) (or simply \(T\)) the group generated by \(n\) elements \(a_1, \ldots, a_n\) with defining relations

\[
a_1^{p_1} = a_2^{p_2} = \cdots = a_n^{p_n}.
\]

Denote by \(T_{p_1, \ldots, p_n}^+\) the submonoid of \(T\) generated by \(a_1, \ldots, a_n\), and define \(\Delta\) to be the element \(a_1^{p_1}\) of \(T\). Then \((T_{p_1, \ldots, p_n}, \Delta)\) is a Garside monoid. The lattice of divisors of \(\Delta\) is especially simple: it consists of \(n\) chains of respective lengths \(p_1, \ldots, p_n\) connecting the minimal element 1 to the maximal element \(\Delta\). Calling such monoids and groups “of torus type” is natural owing to the fact that the group \(T_{p_1, p_2}\) is the fundamental group of the complement of a \((p_1, p_2)\)-torus knot.

The second one is a quasi-Garside group in which the Garside element has infinitely many divisors.

**Example 2.8 (Hurwitz action on a free group).** For \(n \geq 1\), let \(F_n\) the free group based on \(n\) generators \(a_1, \ldots, a_n\). We define an action of the braid group \(B_n\) on \(F_n^n\) by

\[
(s_1, \ldots, s_n) \cdot \sigma_i = (s_1, \ldots, s_{i-1}, s_is_{i+1}s_i^{-1}, s_i, s_{i+2}, \ldots, s_n).
\]

Then denote by \(O_n\) the orbit of \((a_1, \ldots, a_n)\) under the action of \(B_n\), and put

\[
S_n = \{g \in F_n \mid \exists(s_1, \ldots, s_n) \in O_n \exists i \leq j \ (i \neq j \text{ and } g = s_is_j)\}.
\]

Now let \(F_n^+\) be the submonoid of \(F_n\) generated by \(S_n\), and let \(\Delta_n = a_1 \cdots a_n\). Then \((F_n^+, \Delta_n)\) is a quasi-Garside monoid and \(F_n\) is the associated group. In the case \(n = 2\), the orbit \(O_2\) looks like

\[
\cdots \xrightarrow{\sigma_1} (\text{Bab, Babab}) \xrightarrow{\sigma_1} (\text{b, Bab}) \xrightarrow{\sigma_1} (\text{a, b}) \xrightarrow{\sigma_1} (\text{abA, a}) \xrightarrow{\sigma_1} (\text{abaB, abA}) \xrightarrow{\sigma_1} \cdots
\]

where we use \(a\) and \(b\) for the generators of \(F_2\) and \(A, B\) for \(a^{-1}\) and \(b^{-1}\). The family \(S_2\) is a double infinite series

\[
\ldots, \text{ababABA, ababa, abA, a, b, Bab, BAbab, BAAbabab,} \ldots
\]
in which the product of any two adjacent entries is $ab$. For general $n$, one can interpret $F_n$ as the fundamental group of an $n$-punctured disk, with $a_i$ corresponding to a simple loop around the $i$th puncture. Fix a loop $\gamma$ with no self-intersection representing $\Delta_n$. Then the elements of $S_n$ are the isotopy classes that contain at least one loop with no self-intersection and whose interior is included in the interior of $\gamma$, see Figure 5. The action of $n$-strand braids on the $n$th power of $F_n$ is known as the Hurwitz action on $F_n$.

![Figure 5. Geometric interpretation of the quasi-Garside structure on a free group $F_3$ via the action on a $3$-punctured disk (see the final Notes of this chapter and Subsection XIV.4.1): (i) three loops realizing the base generators, here denoted by $a, b, c$, and a loop $\gamma$ realizing the element $\Delta_3$; (ii) a loop realizing the element $ab\alpha c$: it has no self-intersection and its interior is included in the interior of $\gamma$, hence $ab\alpha c$ belongs to $S_3$; (iii) no loop realizing $\alpha$, that is, $a^{-1}$, has its interior included in the interior of $\gamma$, so $\alpha$ does not belong to $S_3$; (iv) every loop realizing $a^2$ has a self-intersection, so $a^2$ does not belong to $S_3$.]

**Remark 2.10.** Let us note here for further reference that the Hurwitz action of the $n$-strand braid group $B_n$ on the $n$th power of a free group as introduced in (2.9) can be defined by the same formula for the $n$th power of any group $G$.

We refer to [99] for more examples.

### 3 Why a further extension?

We now describe four more examples showing that distinguished decompositions similar to those of Proposition 2.4 may exist in cases that do not enter the framework of Garside groups and monoids.

#### 3.1 Infinite braids

First, easy examples arise when we consider certain monoids of infinite type, that is, which do not admit a finite generating family, but are closed to, typically direct limits of finite type monoids.

For instance, let $I$ be an arbitrary set and let $\mathbb{Z}^{(I)}$ denote the free Abelian group consisting of all $I$-indexed sequences of integers with finite support, that is, all sequences $g$ such that $g(k) \neq 0$ may hold for finitely many indices $k$ only. In this case, the definition
of the Garside element $\Delta_n$ makes no longer sense. However, put
\[ S_I = \{ g \in \mathbb{Z}^{(I)} | \forall k \in I \ (g(k) \in \{0, 1\}) \}. \]
For $I = \{1, \ldots, n\}$, the set $S_I$ coincides with the divisors of $\Delta_n$. Now, in all cases, the decomposition result of Proposition 1.1 remains true with $S_I$ replacing $\text{Div}(\Delta_n)$.

Here is a similar example involving braids.

**Reference Structure #4 (infinite braids).**

- Denote by $B_\infty$ the group of all braids on infinitely many strands indexed by positive integers (see precise definition below).
- For $i \geq 1$, denote by $\sigma_i$ the braid that corresponds to a crossing of the $i+1$st strand over the $i$th strand.
- Denote by $B^+_\infty$ the submonoid of $B_\infty$ generated by all $\sigma_i$'s with $i \geq 1$.
- Put $S_\infty = \bigcup_{n \geq 1} \text{Div}(\Delta_n)$, where $\Delta_n$ is the $n$-strand braid introduced in Reference Structure 2.

To make the above definitions precise, we observe that, for every $n$, the identity map of $\{\sigma_1, \ldots, \sigma_{n-1}\}$ extends into a homomorphism $\iota_{n,n+1}$ of $B_n$ to $B_{n+1}$: geometrically, this amounts to adding one unbraided strand at the right of an $n$-strand braid diagram. Then $B_\infty$ is the direct limit of the system so obtained. As $\iota_{n,n+1}$ is easily seen to be injective, we can identify $B_n$ with its image in $B_{n+1}$. Up to this identification, $B_\infty$ is simply the increasing union of all braid groups $B_n$ and, similarly, $B^+_\infty$ is the union of all braid monoids $B^+_n$.

In this context, the definition of $S_\infty$ is unambiguous as $\Delta_n$ always divides $\Delta_{n+1}$ and the equality $\text{Div}(\Delta_n) = \text{Div}(\Delta_{n+1}) \cap B^+_n$ holds for every $n$.

It is easy to see that the monoid $B^+_\infty$ contains no Garside element. Indeed, $B^+_\infty$ admits no finite generating family since the crossings occurring in a finite subfamily of $B^+_\infty$ can only involve finitely many strands, whereas $B^+_\infty$ contains elements representing crossings of strands with an arbitrarily large index. Hence it is impossible that the divisors of an element of $B^+_\infty$ generate the monoid, one of the requirements in the definition of a Garside element. So, we cannot expect a full counterpart to Proposition 1.8. However, we have

**Proposition 3.1 (normal decomposition).** Every braid in $B^+_\infty$ admits a unique decomposition of the form $s_1 \cdots s_p$ with $s_1, \ldots, s_p$ in $S_\infty$ satisfying $s_p \neq 1$, and, for every $i$,
\begin{equation}
\forall g \in S_\infty \setminus \{1\} \ (g \leq s_{i+1} \Rightarrow s_i g \notin S_\infty).
\end{equation}

So, here again, the results remain valid provided we replace the family of divisors of the Garside element with a larger family. These easy observations lead us to addressing the question of finding the most general properties a subfamily $S$ of a monoid has to satisfy in order to guarantee the existence and uniqueness of a distinguished decomposition such as the one of Proposition 2.4. Being the family of all divisors of a Garside element is a sufficient condition, but the examples of $\mathbb{Z}^{(I)}$ with infinite $I$ and of $B_\infty$ show this is not a necessary condition.
3.2 The Klein bottle group

Another easy but interesting example is provided by the fundamental group of the Klein bottle, hereafter called the Klein bottle group.

Reference Structure #5 (Klein bottle monoid).

- Put $K = \mathbb{Z} \times \mathbb{Z}$, where the second copy of $\mathbb{Z}$ acts nontrivially on the first copy, that is, $(0, 1)$ acts by mapping $x$ to $(-x, 0)$ for every $x$.
- Put $a = (0, 1)$ and $b = (1, 0)$, and let $K^+$ be the submonoid of $K$ generated by $a$ and $b$.
- Put $\Delta = a^2$, and $S = \{g \in K \mid 1 \leq g \leq \Delta\}$, where $f \preceq g$ is declared to hold if there exists $g'$ in $K^+$ satisfying $fg' = g$.
- Call a word of $\{a, b\}^*$ canonical if it is of the form $a^pb^q$ with $p, q \geq 0$ or $a^pb^qa$ with $p \geq 0$ and $q = 1$.
- For $w$ a word in $\{a, b\}^*$, we denote by $|w|_a$ (resp. $|w|_b$) the total number of occurrences of $a$ (resp. $b$) in $w$.

The group $K$ can be presented by $\langle a, b \mid ba = ab^{-1} \rangle$, or, equivalently, $\langle a, b \mid a = bab \rangle$. Every element of $K$ admits a unique expression of the form $a^pb^q$, with the explicit multiplication

$$a^p b^q \cdot a^p b^q = a^{p+2} b^{q+2}.$$

We claim that $K^+$ admits the presentation $\langle a, b \mid a = bab \rangle$. Indeed, call the words of the form $a^pb^q$ or $a^pb^qa$ canonical. Then the explicit formulas

\[
\begin{align*}
    a^p b^q \cdot a &= \begin{cases} 
        a^{p+1} & \text{for } q = 0, \\
        a^{p} b^q a & \text{for } q > 0,
    \end{cases} \\
    a^p b^q a \cdot a &= a^q b^{q+2}, \\
    a^p b^q a \cdot b &= \begin{cases} 
        a^{p+1} & \text{for } q = 1, \\
        a^{p} b^{q-1} a & \text{for } q > 1.
    \end{cases}
\end{align*}
\]

show that every word of $\{a, b\}^*$ is equivalent to a canonical word modulo the relation $a = bab$. On the other hand, canonical words receive pairwise distinct evaluations in the group $K$, and, therefore, the relation $a = bab$ forces no equivalence between such words. Hence the monoid $\langle a, b \mid a = bab \rangle$ is isomorphic to $K^+$, and every element of $K^+$ has a unique canonical expression.

Note that, as $K^+$ admits a presentation involving the unique relation $a = bab$, whose left and right terms contain one letter each, the parameter $|w|_a$ on $\{a, b\}^*$ induces a well-defined function on $K^+$. For $g$ in $K^+$, we shall naturally denote by $|g|_a$ the common value of $|w|_a$ for all words $w$ representing $g$.

The left-divisibility relation of $K^+$ is a linear order: for any two elements $f, g$, at least one of $f \preceq g, g \prec f$ holds. Indeed, the above formulas show that $f \preceq g$ holds if and only if, in Figure 4, the vertex associated with $f$ lies below the vertex associated with $g$ (that is, $|f|_a < |g|_a$ holds), or they lie on the same row and, if $|f|_a$ is odd (resp. even), $f$ lies on the left (resp. on the right of) $g$. 
Some examples

Symmetrically, the formulas

\[ a \cdot a^p b^q = a^{p+1} b^q, \quad b \cdot a^p b^q = \begin{cases} a^{p+1} b^q & \text{for } p \text{ even}, \\ a^{p-1} b^q & \text{for } p \text{ odd and } q = 0, \\ a^p b^{q-1} & \text{for } p \text{ odd and } q \geq 1, \end{cases} \]

\[ a \cdot a^p b^q a = a^{p+1} b^q a, \quad b \cdot a^p b^q a = \begin{cases} a^{p+1} b^q a & \text{for } p \text{ even}, \\ a^p b^{q-1} a & \text{for } p \text{ odd} \end{cases} \]

imply that the right-divisibility relation of \( K^+ \) is also a linear order: \( f \preceq g \) holds if and only if, in Figure 6 (the vertex associated with) \( f \) lies below (the vertex associated with) \( g \), or they lie on the same row and \( f \) lies on the left of \( g \). Thus left- and right-divisibility agree on even rows, and disagree on odd rows.

Figure 6. Cayley graph of the Klein bottle monoid \( K^+ \) embedded in the Klein bottle group \( K \) (in grey). Simple arrows correspond to right-multiplication by \( b \), double arrows to right-multiplication by \( a \). We can see that left-divisibility is a linear ordering. Left-multiplication by \( b \) always corresponds to a horizontal right-oriented translation, whereas left-multiplication by \( a \) corresponds to a vertical bottom-up translation followed by a symmetry with respect to the vertical axis through 1.

The Klein bottle monoid cannot provide a Garside monoid: a generating subset of \( K^+ \) must contain at least one element \( g \) satisfying \( |g|_a = 1 \), and every such element has infinitely many left-divisors and, moreover, infinitely many left-divisors making an increasing sequence for left-divisibility. However, checking the following result is easy.

**Proposition 3.3 (normal decomposition).** Every element of \( K \) admits a unique decomposition of the form \( \Delta^d s_1 \cdots s_p \) with \( d \) in \( \mathbb{Z} \) and \( s_1, \ldots, s_p \) in \( \text{Div}(\Delta) \) satisfying \( s_1 \neq \Delta \), \( s_p \neq 1 \), and, for every \( i \),

\[ \forall g \in K^+ \setminus \{1\} \left( g \preceq s_{i+1} \Rightarrow s_i g \not\preceq \Delta \right). \]

As can be expected, Proposition 3.3 can be connected with the fact that the left-divisibility relation on \( K^+ \) is a lattice order, actually a quite simple one as it is a linear order. So, in particular, the least upper bound of two elements is simply the larger.

Although very simple and rudimentary, the Klein bottle monoid will provide useful counter-examples as its divisibility relations satisfy none of the Noetherianity conditions that are valid in classical examples.
3.3 Wreathed free Abelian groups

Here is again an example of a monoid that cannot be a Garside monoid as it contains nontrivial invertible elements.

REFERENCE STRUCTURE #6 (wreathed free Abelian group).

- For \( n \geq 1 \), define \( \mathbb{Z}_n \) to be the set of all pairs \((g, \pi)\) with \( g \) in \( \mathbb{Z}^n \) and \( \pi \) in the symmetric group \( S_n \); for \((s_1, \pi_1), (s_2, \pi_2)\) in \( \mathbb{Z}_n \), we define \((s_1, \pi_1)\ast(s_2, \pi_2) = (s_1(s_2\pi_1^{-1}), \pi_1\pi_2)\) — here the product of \( \mathbb{Z}_n \) is written multiplicatively, as in Reference Structure 1.
- Put \( a_i = ((0, \ldots, 1, \ldots, 0), \text{id}) \), one 1 in position \( i \), for \( 1 \leq i \leq n \); furthermore, we put \( a_i = ((0, \ldots, 0), (i, i+1)) \) for \( 1 \leq i < n \); we put \( \Delta_n = ((1, \ldots, 1), \text{id}) \).
- Denote by \( \mathbb{N}_n \) the set of all pairs \((g, \pi)\) in \( \mathbb{Z}_n \) satisfying \( \forall k \leq n \ (g(k) \geq 0) \).
- Denote by \( S_n \) the set of all pairs \((g, \pi)\) in \( \mathbb{N}_n \) satisfying \( \forall k \leq n \ (g(k) \in \{0,1\}) \).

Then \( \mathbb{Z}_n \) is a group, namely the wreath product \( \mathbb{Z} \wr S_n \), that is, the semidirect product of the free Abelian group \( \mathbb{Z}^n \) (Reference Structure 1) and the symmetric group \( S_n \), where the latter acts on the coordinates, that is, we have \( g(k) = g(\pi^{-1}(k)) \). As for \( \mathbb{N}_n \), it is the submonoid of \( \mathbb{Z}_n \) generated by the elements \( a_i \) and \( a_{i+1} \). The map \( \iota : \mathbb{Z}^n \to \mathbb{Z}_n \) defined by \( \iota(g) = (g, \text{id}) \) is an embedding, as well as its restriction to \( \mathbb{N}_n \), and we can identify \( \mathbb{Z}_n \) with its image in \( \mathbb{Z}_n \). The group \( \mathbb{Z}_n \) is generated by the elements \( a_i \) and \( a_{i+1} \), and it is presented by the relations

\[
\begin{align*}
  a_i a_j &= a_j a_i & \text{for all } i, j, \\
  a_i^2 &= 1, & a_i a_j &= a_j a_i & \text{for } |i-j| \geq 2, \\
  a_i a_j &= a_i a_j & a_i a_j &= a_j a_i & \text{for } |i-j| = 1, \\
  a_i &= a_i a_{i+1} a_i & a_i a_{i+1} &= a_i a_i,
\end{align*}
\]

which also make a monoid presentation of the monoid \( \mathbb{N}_n \).

For \((g, \pi), (g', \pi')\) in \( \mathbb{Z}_n \), let us write \((g, \pi) \leq (g', \pi')\) for \( \forall k \leq n \ (g(k) \leq g'(k)) \).

Here is one more decomposition result.

**Proposition 3.6 (normal decomposition).** Every element of the group \( \mathbb{Z}_n \) admits a unique decomposition of the form \( \Delta_n^a s_1 \ldots s_p \) with \( d \) in \( \mathbb{Z}_n \), \( s_1, \ldots, s_{p-1} \) in \( S_n \), and \( s_p \) in \( S_n \setminus S_n \), and, for every \( i \)

\[
\forall g \in \mathbb{N}_n \setminus \{1\} \ (g \leq s_{i+1} \Rightarrow s_i g \not\leq \Delta_n).
\]

It is almost immediate to deduce Proposition 3.6 from Proposition 1.1 using the equality \( \mathbb{Z}_n = \mathbb{Z}^n \rtimes S_n \). A direct verification is also possible, based on **Lemma 3.8.** The relation \( \preceq \) of Proposition 3.6 is a lattice preorder on \( \mathbb{N}_n \), and the set \( \{g \in \mathbb{N}_n \mid g \leq \Delta_n\} \) is a finite sublattice with \( 2^n n! \) elements.

By a lattice preorder, we mean a preorder, that is, a reflexive and transitive relation, such that any two elements admit a (non necessarily unique) greatest lower bound and a (no necessarily unique) lowest upper bound.
3.4 Ribbon categories

We conclude with one more example. This one is different from the previous ones as there is no group or monoid involved, but instead a groupoid and a category—see Chapter II for basic definitions.

Reference Structure #7 (braid ribbons).—

- For \( n \geq 2 \) and \( 1 \leq i, j < n \), denote by \( BR_n(i,j) \) the family of all braids of \( B_n \) that contain an \((i,j)\)-ribbon.
- For \( n \geq 2 \), denote by \( BR_n \) the groupoid of \( n \)-strand braid ribbons, whose object set is \{1, ..., n - 1\} and whose family of morphisms with source \( i \) and target \( j \) is \( BR_n(i,j) \).
- For \( n \geq 2 \), denote by \( BR_n^+ \) the subcategory of \( BR_n \) in which the morphisms are required to lie in \( B_n^+ \).
- For \( 1 \leq i < n \), denote by \( S_n(i) \) the family of all braids in \( B_n^+ \) that left-divide \( \Delta_n \) and contain an \((i,j)\)-ribbon for some \( j \).
- Denote by \( S_n \) the union of all families \( S_n(i) \) for \( i = 1, ..., n - 1 \).

We say that a geometric \( n \)-strand braid \( \beta \) contains a ribbon connecting \([i, i+1]\) to \([j, j+1]\), or simply an \((i,j)\)-ribbon, if there exists in the cylinder \( D_n \times [0, 1] \) a surface whose boundary consists of the strands of \( \beta \) that start at positions \( i \) and \( i + 1 \) plus the segments \([i, 0, 0],[i+1, 0, 0]\) and \([j, 0, 1],[j+1, 0, 1]\), and that intersects no strand of \( \beta \). A braid is said to contain an \((i,j)\)-ribbon if, among the geometric braids that represent it, at least one contains such a ribbon. For instance, we see on the picture

![Diagram of a braid containing a ribbon](https://via.placeholder.com/150)

that the braid \( \sigma_1 \sigma_2 \sigma_2^{-1} \sigma_1^{-1} \sigma_2 \) contains a \((1,2)\)-ribbon, but it contains no \((2,3)\)-ribbon, although the strand starting at position 2 finishes at position 3 and the strand starting at position 2+1 finishes at position 3+1: indeed, any surface whose boundary contains these strands is pierced by at least another strand and therefore provides no ribbon.

The braids \( \beta \) that contain an \((i,j)\)-ribbon turn out to coincide with the braids that satisfy \( \sigma_i \beta = \beta \sigma_j \). One direction is clear, namely that \( \sigma_i \beta = \beta \sigma_j \) holds when \( \beta \) contains an \((i,j)\)-ribbon. Indeed, it suffices to push the additional crossing \( \sigma_i \) through the ribbon to establish that \( \sigma_i \beta \) is isotopic to \( \beta \sigma_j \). The converse direction is more delicate. First, we observe that the braid \( \Delta_n \) contains an \((i, n-i)\)-ribbon for every \( i \), and, therefore, for every \( d \), an \( n \)-strand braid \( \beta \) contains an \((i,j)\)-ribbon if and only if the braid \( \Delta_n^d \beta \) contains one. For every \( \beta \) in \( B_n \), there exists an integer \( d \) such that \( \Delta_n^d \beta \) belongs to \( B_n^+ \).
So it suffices to prove that, if $\beta$ belongs to $B_n^+$ and $\sigma_i \beta = \beta \sigma_j$ holds, then $\beta$ contains an $(i,j)$-ribbon. This is proved using induction on the number of generators $\sigma_i$ occurring in a decomposition of $\beta$. So write $\beta = \sigma_k \beta'$. For $k = i$ and for $|k-i| \geq 2$, the braids $\sigma_i$ and $\sigma_k$ commute and we deduce $\sigma_i \beta' = \beta' \sigma_j$ by left-cancelling $\sigma_k$. For $|k-i| = 1$, we have $\sigma_i \sigma_j \beta' = \sigma_k \beta' \sigma_j$ by assumption, so we have a braid that is a right-multiple both of $\sigma_i$ and $\sigma_j$. It follows that it is a right-multiple of the least common right-multiple of $\sigma_i$ and $\sigma_j$, namely $\sigma_i \sigma_j \sigma_i$, which means that $\beta'$ is necessarily $\sigma_i \beta''$ for some $\beta''$, and we deduce $\sigma_i \beta'' = \beta'' \sigma_j$. So, in all cases, we found a shorter braid with the same property and we can apply the induction hypothesis.

As before, we shall use $\preceq$ for left-divisibility, now in the sense of the category $BR_n^+$. So, for $f, g$ morphisms of $BR_n^+$, we have $f \preceq g$ if there exists a morphism $g'$ of $BR_n^+$ that satisfies $fg' = g$. Then we have

**Proposition 3.9 (normal decomposition).** Every $n$-strand braid ribbon admits a unique decomposition of the form $\Delta_n^i s_1 \cdots s_p$ with $d \in \mathbb{Z}$ and $s_1, \ldots, s_p$ morphisms of $S_n$ satisfying $s_1 \neq \Delta_n, s_p \neq 1$, and, for every $i$,

$$\forall g \in BR_n^+ \setminus \{1\} \, (g \preceq s_{i+1} \Rightarrow s_i g \notin S_n).$$

As in the case of Proposition 1.8 the proof of Proposition 3.9 mainly relies on the following order property:

**Lemma 3.11.** For $n \geq 2$ and $1 \leq i < n$, the structure $(S_n(i), \preceq)$ is a lattice order.

By construction, the lattice $(S_n(i), \preceq)$ is embedded in the lattice $(\text{Div}(\Delta_n), \preceq)$ of Lemma 1.10. However, the inclusion is strict in general, as we only allow those braids that admit an $(i, j)$-ribbon for some $j$. For instance, $S_4(1)$, $S_4(2)$ and $S_4(3)$ have 12 elements, see Figure 7. Note that, if $f, g$ belong to $S_n(i)$ and $f \preceq g$ holds in $BR_n^+$, the braid $g'$ witnessing $fg' = g$ need not belong to $S_n(i)$ in general, except in the particular case when $f$ contains an $(i, i)$-ribbon.

**Example 3.12 (braid ribbons).** Let us consider the 4-strand braid $g = \sigma_2 \sigma_1 \sigma_2 \sigma_1 \sigma_2 \sigma_1 \sigma_3$ of Example 1.11 again. The braid $g$ contains an $(1, 3)$-ribbon, so it belongs to $BR_4(1)$ and admits a decomposition as in Proposition 3.9. This decomposition is not the decomposition $\sigma_1 \sigma_2 \sigma_1 \sigma_3 \cdot \sigma_2 \sigma_1 \sigma_3$ provided by Proposition 1.8 as the entries of the latter do not contain ribbons. The $S_4$-decomposition of $g$, which turns out to also have length two, is $\sigma_2 \sigma_1 \sigma_2 \sigma_1 \cdot \sigma_2 \sigma_1 \sigma_2 \sigma_1$. Note that the first entry lies in $S_4(1)$, whereas the second lies in $S_4(2)$.

The study of the ribbon category $BR_n$, and in particular Proposition 3.9, proves to be crucial to determine centralizers and normalizers in braid groups. Clearly, Propositions 3.1 and 3.9 are quite similar to Propositions 1.1, 1.8 or 1.14 although they do enter the framework of Garside groups. In particular, no group or monoid is involved in the case of ribbons, where introducing several objects to control composition is necessary.

Thus, the examples presented in this section show that the essential properties of Garside groups as stated in Section 2 extend to a larger class of structures and, in particular, that the assumptions that
Figure 7. The lattices $S_4(1)$ and $S_4(2)$, here embedded in the lattice $(\text{Div}(\Delta_4), \prec)$ of Figure 2: the missing braids contain no ribbon of the expected type. Note that the two lattices are isomorphic; they both contain two hexagonal faces, and six squares.

- the structure is finitely generated,
- the structure is Noetherian (existence of a map $\lambda$ as in Definition 2.1),
- the structure has no nontrivial invertible elements,
- the multiplication is defined everywhere

are not necessary. It is therefore natural to build a new, extended framework that is relevant for all examples at a time: this is our aim in this text. In one word, the idea will be to go to a category framework, and to introduce a general notion of Garside family to play the role of divisors of the element $\Delta$ of a Garside monoid. The nice point is that the extended theory is in many respects more simple and elegant than the old approach.

**Exercise**

**Exercise 1 (braids).** Let $B_n^+$ be the monoid presented by (1.5) (Reference Structure 2, page 5). Define a braid word to be a word on the alphabet $\{\sigma_1, \sigma_2, \ldots\}$, and let $\equiv^+$ be the braid word equivalence associated with the relations of (1.5). Inductively define a braid word $\Delta_n$ by $\Delta_1 = \varepsilon$ and $\Delta_n = \Delta_{n-1}\sigma_{n-1}\cdots\sigma_2\sigma_1$. (i) Using the relations of (1.5), show that, for every $n$ and every $i$ with $1 \leq i \leq n - 1$, there exists a braid word $w_{i,n}$ satisfying $\sigma_i w_{i,n} \equiv^+ \Delta_n$. (ii) Show that $\sigma_i \Delta_n \equiv^+ \Delta_n \sigma_{n-1}$ holds for $1 \leq i \leq n - 1$. (iii) Prove that, for every $\ell$ and every sequence $i_1, \ldots, i_\ell$ in $\{1, \ldots, n - 1\}$, there exists a word $w$ satisfying $\sigma_{i_1} \cdots \sigma_{i_\ell} w \equiv^+ \Delta_\ell$. (iv) Conclude that any two elements in $B_n^+$ admit a common right-multiple.
Notes

Sources and comments. The basic theory of braid groups goes back to E. Artin in [4], and its analysis in term of the braid monoid $B_n^+$ and the fundamental braid $\Delta_n$ is due to F.A. Garside in [123, 124]. The explicit description of the normal form and the geometric interpretation of its computation as illustrated in Figure 3 appears in ElRifai–Morton [118].

The introduction and analysis of the dual braid monoid $B_n^{\ast}$ goes back to Birman–Ko–Lee [21].

The notions of a Garside monoid and a Garside group were introduced by the first author and L. Paris in [99]. The initial definition was slightly more restricted than the one of Definition 2.1 in that it included the additional assumption that the Garside element be the least common multiple of the atoms. The current definition, which became classic in literature, appears in [80].

Torus-type groups are mentioned in [99]. The Garside structure connected with the Hurwitz action on a free group is due to D. Bessis in [11]. The description of the Klein bottle group belongs to folklore, and so does the wreath product of Reference Structure 6, page 19.

Categories of ribbons have been investigated by B. Brink and R.B. Howlett in [37], and by E. Godelle in [133, 134], later extended in [137] and [138].

Further geometric interpretations of braids. Braids will often appear in this text as a seminal example and, although this is needed neither in this introductory chapter nor in most of the subsequent algebraic developments, it will be useful to keep in mind a few further geometrical points involving braids that we briefly mention now—see also Subsection XIV.4.1.

First, a braid can be seen as a continuous function $f$ that attaches to each $t$ in $[0, 1]$ a set of $n$ distinct points of $D_n$, the intersection of the $n$ disjoint curves forming the braid with the slice $D_n \times \{t\}$ of the cylinder $D_n \times [0, 1]$. Further, this function $f$ satisfies $f(0) = f(1) = \{1, \ldots, n\}$. In other words, if $E_n(D_n)$ is the topological space of subsets of $D_n$ of cardinality $n$, a braid can be viewed as an element of the fundamental group $\pi_1(E_n(D_n), \{1, \ldots, n\})$.

There is a natural way to construct the space $E_n(D_n)$. First, since the complex plane can be contracted to the disk $D_n$, it is natural to replace $E_n(D_n)$ by the space $E_n(\mathbb{C})$ of subsets of $\mathbb{C}$ of cardinality $n$. A way of constructing $E_n(\mathbb{C})$ is by considering the space $X_{\text{reg}}^n$ of tuples of points $(x_1, \ldots, x_n)$ of $\mathbb{C}^n$ with distinct coordinates, and quotienting by the action of the symmetric group $\mathfrak{S}_n$. In other words, we set $X_{\text{reg}}^n = \mathbb{C}^n \setminus \bigcup_{i,j} H_{i,j}$ where $H_{i,j}$ is the hyperplane $x_i = x_j$. There is a natural action of $\mathfrak{S}_n$ on $\mathbb{C}^n$ by permuting the coordinates; then $H_{i,j}$ can be interpreted as the fixed points of the transpositions $(i, j)$ of $\mathfrak{S}_n$: thus $X_{\text{reg}}^n$ is the subspace of $\mathbb{C}^n$ where the action of $\mathfrak{S}_n$ is regular, that is the images of a point are all distinct. We thus have a regular covering $X_{\text{reg}}^n \to X_{\text{reg}}^n / \mathfrak{S}_n \simeq E_n(\mathbb{C})$ which gives rise to the exact sequence (1.7) where $PB_n$ appears here as $\pi_1(X_{\text{reg}}^n, x)$ and the morphism from $B_n$ to $\mathfrak{S}_n$ is the natural morphism mentioned in Reference Structure 2 page 5.
General results about Garside monoids and groups. The aim of this text is not to develop a complete theory of Garside monoids and Garside groups, but rather to show how to extend the framework. So we shall just briefly mention here a few general results about these structures that will not be developed in the sequel of this text. In some sense, the current work shows that studying Garside monoids and groups is not so crucial, since their definitions include superfluous conditions. However, even with these simplifying conditions, we are still very far from a complete classification, and few general results are known.

The examples provided by classical and dual Artin–Tits monoids (see Chapter IX) show that the family of all Garside monoids is quite large and, even in the case of Garside monoids with two generators, the many examples of Picantin [194] show that an exhaustive classification is difficult. Let us mention \( \langle a, b, c \mid acab = bca^2, bca^2c = cabc \rangle \), which is indeed a Garside monoid but, contrary to all more standard examples, has the property that the lattice of divisors of \( \Delta \), shown on the right, is not invariant under top-bottom symmetry. Another similar (but not homogeneous) example is \( \langle a, b, c \mid a^2 = bc, b^3 = ca \rangle \), whose group of fractions is the group of the \((3, 4)\)-torus knot.

The only case when a (sort of) more complete classification is known is the special case of Garside monoids admitting a presentation with \( n \) generators and \( \binom{n}{2} \) relations \( u = v \) with \( u \) and \( v \) of length two and at most one relation for each \( u \): as will be seen in Proposition XIII.2.34 (characterization), such Garside monoids are in one-to-one correspondence with the non-degenerate involutive set-theoretic solutions of the Yang–Baxter equation—which however is not a genuine description as a classification of the latter solutions is not known so far. See Question [38] and the discussion at the end of Chapter XIII for hypothetical extensions. Also see [204] for an extension of the above correspondence and a connection with lattice groups.

Some connections between Garside monoids and other families of monoids have been described: for instance, a connection with divisibility monoids [165] is described in Picantin [198]; in another direction, the relation with the factorable groups of C. Bödigheimer and B. Visy [24, 224] was addressed by V. Ozornova in [189]. In another direction, every torus knot group—or even every torus link group—is the group of fractions of various monoids, many of whom are Garside monoids, see Picantin [197]. Actually a knot group is a Garside group if and only if it is a torus knot group. This follows from a more general result from Picantin [193]:

**Proposition.** A one-relator group is a Garside group if and only if its center is not trivial.

The main general structural result about Garside monoids known so far is the following decomposition result, which extends the decomposition of an Artin–Tits group of spherical type in terms of irreducible ones. By definition, a Garside monoid is generated by atoms, which are elements that cannot be expressed as product of at least two non-invertible elements. Say that an element \( g \) is quasi-central if, writing \( A \) for the atom set,
we have $gA = Ag$. In a Garside monoid $(M, \Delta)$, the Garside element $\Delta$ is always quasi-central (and some power $\Delta^e$ is central). An Artin–Tits monoid of spherical type has an infinite cyclic center if and only if it is irreducible, that is, the associated Coxeter graph is connected (see Proposition IX.1.38).

**Proposition** (Picantin [195]). Every Garside monoid is an iterated Zappa-Szep product of Garside monoids with an infinite cyclic center.

We recall that a Zappa-Szep product (or bi-crossed product, or knit product) of groups or monoids [227] [218] is the natural extension of a semidirect product in which both groups (or monoids) act on one another, the semidirect product corresponding to the case when one action is trivial, and the direct product to the case when both actions are trivial. Thus the above result reduces the investigation of general Garside monoids and groups to those in which the quasi-center (family of all quasi-central elements) is infinite cyclic. The proof of [195] relies on associating with atoms $s$ the element $\Delta_s$ that is the least common right-multiple of all elements $s \backslash g$ for $g$ in the monoid, where $s \backslash g$ is the unique element $g'$ such that $sg'$ is the least common right-multiple of $s$ and $g$, and establishing that the elements $\Delta_s$ generate the quasi-center.

As mentioned above, there exists a number of Garside monoids with two generators. However, the associated groups of fractions turn out to be simple.

**Question 1.** Is every Garside group with two generators either an Artin–Tits group of dihedral type $\langle a, b \mid aba\cdots bab\cdots \rangle$ or a torus-type group $\langle a, b \mid a^p = b^q \rangle$?

At the moment, no example witnessing for a negative answer is known; a positive answer is conjectured in Picantin [194], but no proof is in view.

In another direction, it is known that the braid groups $B_n$ and, more generally, (almost) all Artin–Tits groups of spherical type are linear, that is, admit a faithful representation in the linear group of a finite-dimensional vector space. It is therefore natural to raise

**Question 2.** Is every Garside group linear?

A negative answer is likely, but it would be desirable to find combinatorial necessary conditions for a Garside group to be linear, more precisely, for it to have a faithful representation over a totally ordered field which realizes the Garside structure.
Chapter II
Preliminaries

The aim of this chapter is to provide some background for the subsequent developments. Section 1 contains a general introduction to basic notions involving categories, in particular category presentations. We should immediately insist that, in this text, a category is just viewed as a sort of conditional monoid, in which the product need not be defined everywhere: so, we shall use almost nothing from the theory of categories, but just the language of categories.

In Section 2, we define the left- and right-divisibility relations associated with a category, and discuss Noetherianity conditions possibly satisfied by these relations. Most results here are completely standard, as are those of Section 3, where we define the enveloping groupoid of a category and recall Ore’s classical theorem about the embedding of a category in a groupoid of fractions.

Finally, the aim of Section 4 is to provide practical criteria for establishing that a presented monoid or category is possibly cancellative and/or admits least common multiples. To this end, we develop a specific method called (right)-reversing, which is directly reminiscent of what F.A. Garside did in the case of braids (using ideas he attributed to G. Higman). This simple combinatorial method is, in a sense, “stupid” in that it exploits no underlying structure as, for instance, the germ method of Chapter VI does, but it turns out to be useful for dealing with a number of the practical examples we are interested in.

In order to reduce the length, some proofs in Sections 3 and 4 have been postponed to the Appendix at the very end of this text.

Main definitions and results (in abridged form)

Definition 1.13 (invertible). The family of all invertible elements in a category \( C \) is denoted by \( C^\times \).

Notation 1.17 (relation \( \Rightarrow \)). For \( C \) a category and \( g, g' \) in \( C \), we write \( g \Rightarrow g' \) if there exists \( \epsilon \) in \( C^\times \) satisfying \( g' = g\epsilon \).

Definition 1.21 (family \( S^\# \)). For \( C \) a category and \( S \subseteq C \), we put \( S^\# = SC^\times \cup C^\times S \).

Definition 2.1 (left-divisor, right-multiple). For \( f, g \) in a category \( C \), we say that \( f \) is a left-divisor of \( g \), or that \( g \) is a right-multiple of \( f \), denoted by \( f \lessdot g \), if there exists \( g' \) in \( C \) satisfying \( fg' = g \).

Definition 2.9 (right-lcm, left-gcd). For \( h \) in a left-cancellative category \( C \) and \( S \) included in \( C \), we say that \( h \) is a right-lcm of \( S \) if \( h \) is a right-multiple of all elements of \( S \) and every element of \( C \) that is a right-multiple of all elements of \( S \) is a right-multiple of \( h \). We say \( h \) is a greatest common left-divisor, or left-gcd, of \( S \), if \( h \) is a left-divisor
of all elements of $\mathcal{S}$ and every element of $\mathcal{C}$ that is a left-divisor of all elements of $\mathcal{S}$ is a left-divisor of $h$.

**Definition 2.26 (Noetherian).** A subfamily $\mathcal{S}$ of a category $\mathcal{C}$ is called left-Noetherian (resp. right-Noetherian, resp. Noetherian) if the restriction to $\mathcal{S}$ of the proper left-divisibility relation (resp. right-divisibility relation, resp. factor relation) is well-founded, that is, every nonempty subfamily has a smallest element.

**Definition 2.52 (atom).** An element $g$ of a left-cancellative category $\mathcal{C}$ is called an atom if $g$ is not invertible and every decomposition of $g$ contains at most one non-invertible element.

**Proposition 2.58 (atoms generate).** Assume that $\mathcal{C}$ is a left-cancellative category that is Noetherian. (i) Every subfamily of $\mathcal{C}$ that generates $\mathcal{C}^\theta$ and contains at least one element in each $\equiv^\theta$-class of atoms generates $\mathcal{C}$. (ii) Conversely, every subfamily that generates $\mathcal{C}$ and satisfies $\mathcal{C}^{\theta} \subseteq \mathcal{S}^\theta$ generates $\mathcal{C}^\theta$ and contains at least one element in each $\equiv^\theta$-class of atoms.

**Definition 3.3 (enveloping groupoid).** The enveloping groupoid $\mathcal{E}(\mathcal{C})$ of a category $\mathcal{C}$ is the category $(\mathcal{C} \cup \mathcal{C}^\circ | \text{Rel}(\mathcal{C}) \cup \text{Free}(\mathcal{C}))^\circ$, where $\text{Rel}(\mathcal{C})$ is the family of all relations $fg = h$ with $f, g, h$ in $\mathcal{C}$ and $\text{Free}(\mathcal{C})$ is the family of all relations $\overline{ff} = 1_x$ and $\overline{ft} = 1_y$ for $f$ in $\mathcal{C}(x, y)$.

**Definition 3.10 (Ore category).** A category $\mathcal{C}$ is called a left-Ore (resp. right-Ore) category if it is cancellative and any two elements with the same target (resp. source) admit a common right-multiple (resp. common left-multiple). A Ore category is a category that is both a left-Ore and a right-Ore category.

**Proposition 3.11 (Ore’s theorem).** For $\mathcal{C}$ a category, the following are equivalent: (i) There exists an injective functor $\iota$ from $\mathcal{C}$ to $\mathcal{E}(\mathcal{C})$ and every element of $\mathcal{E}(\mathcal{C})$ has the form $\iota(f)^{-1} \iota(g)$ for some $f, g$ in $\mathcal{C}$. (ii) The category $\mathcal{C}$ is a left-Ore category.

**Proposition 3.21 (torsion).** Assume that $\mathcal{C}$ is a right-Ore category that admits right-lcms. Then the torsion elements of $\mathcal{E}(\mathcal{C})$ are the elements of the form $\overline{ff}^{-1}$ with $f$ in $\mathcal{C}$ and $h$ a torsion element of $\mathcal{C}$.

**Definition 4.1 (right-complemented presentation).** A category presentation $(\mathcal{S}, \mathcal{R})$ is called right-complemented if $\mathcal{R}$ contains no $\varepsilon$-relation (that is, no relation $w = \varepsilon$ with $w$ nonempty), no relation $s... = s...$ with $s$ in $\mathcal{S}$ and, for $s \neq t$ in $\mathcal{S}$, at most one relation $s... = t...$.

**Definition 4.13 (theta-cube condition).** If $(\mathcal{S}, \mathcal{R})$ is a right-complemented presentation, associated with the syntactic right-complement $\theta$, and $u, v, w$ are $\mathcal{S}$-paths, we say that the sharp $\theta$-cube condition (resp. the $\theta$-cube condition) is true for $(u, v, w)$ if $\theta^s(u, v, w)$ is defined and satisfies $\theta^s(u, v, w) = \theta^t(u, v, w)$ for some $t$. Either both $\theta^s(u, v, w)$ and $\theta^t(u, v, w)$ are defined and they are equal (resp. they are $\equiv^\mathcal{X}$-equivalent), or neither is defined, where $\theta^s(u, v, w)$ stands for $\theta^s(\theta^s(u, v, w), \theta^s(u, v, w))$ with $\theta^s$ as in Lemma 4.16. For $\mathcal{X} \subseteq \mathcal{S}^*$, we say that the (sharp) $\theta$-cube condition is true on $\mathcal{X}$ if it is true for all $(u, v, w)$ in $\mathcal{X}^3$.

**Proposition 4.16 (right-complemented).** Assume that $(\mathcal{S}, \mathcal{R})$ is a right-complemented presentation associated with the syntactic right-complement $\theta$, and at least one of the
following conditions is satisfied: (4.17) The presentation \((S, R)\) contains only short relations and the sharp \(\theta\)-cube condition is true for every triple of pairwise distinct elements of \(S\); (4.18) The presentation \((S, R)\) is right-Noetherian and the \(\theta\)-cube condition is true for every triple of pairwise distinct elements of \(S\); (4.19) The presentation \((S, R)\) is maximal right-triangular. Then: (i) The category \(\langle S \mid R \rangle^+\) is left-cancellative. (ii) The category \(\langle S \mid R \rangle^+\) admits conditional right-lcms, that is, any two elements of \(\langle S \mid R \rangle^+\) that have a common right-multiple have a right-lcm. More precisely, for all \(u, u' \in S^*\), the elements of \(\langle S \mid R \rangle^+\) represented by \(u\) and \(v\) admit a common right-multiple if and only if \(\theta^*(u, v)\) exists and, in this case, \(u\theta^*(u, v)\) represents the right-lcm of these elements. (iii) Two elements \(u, v\) of \(S^*\) represent the same element of \(\langle S \mid R \rangle^+\) if and only if both \(\theta^*(u, v)\) and \(\theta^*(v, u)\) exist and are empty.

1 The category context

As explained at the end of Chapter I, it will be convenient to place our constructions in a category framework. However, the only purpose of using categories here is to extend the notion of a monoid so as to allow a product that would not be defined everywhere. So, for us, a category is just a variant of a monoid in which objects are used to control which elements can be multiplied: the product of two elements \(g_1, g_2\) exists if and only if the target of \(g_1\) coincides with the source of \(g_2\). The reader who does not like categories may well choose to read this text as a text about monoids and groups exclusively.

This section is a quick introduction to the needed basic notions. First we recall the terminology of categories (Subsection 1.1), and of subcategories (Subsection 1.2). Then, in Subsection 1.3 we gather some remarks about invertible elements. Finally, Subsection 1.4 is devoted to presentations.

1.1 Categories and monoids

We use the standard terminology of categories, as described for instance in [167]. We shall resort to no nontrivial result or construction from the theory of categories and simply use categories as a suitable framework for developing our constructions. An important special case is that of monoids, which remained the only considered one for more than one decade, and which includes some (but not all) of the most interesting examples.

A category \(\mathcal{C}\) consists of objects and morphisms. The family of all objects in \(\mathcal{C}\) is denoted by \(\text{Obj}(\mathcal{C})\), whereas the family of all morphisms, usually denoted by \(\text{Hom}(\mathcal{C})\), will be simply denoted by \(\mathcal{C}\) here: this abuse of notation reflects our viewpoint that a category is a family of elements (morphisms) equipped with a partial product, and that the objects are additional data whose only purpose is to control the existence of the product.

Two objects are attached with each element of a category, namely its source and its target. The family of all morphisms of \(\mathcal{C}\) with source \(x\) and target \(y\) will be denoted by \(\mathcal{C}(x, y)\). We use \(\mathcal{C}(x, -)\) for the family of all elements with source \(x\), and similarly \(\mathcal{C}(-, y)\) for the family of all elements with target \(y\). For each object \(x\), there is a specific
element of C(x, x) attached with x, namely the identity 1_x. Identity-elements are also called trivial, and the collection of all trivial elements in C is denoted by 1_C. A partial binary operation is defined on elements, which associates with two elements f, g such that the target of f coincides with the source of g a new element denoted by fg, whose source is the source of f, and whose target is the target of g.

Moreover, the following properties are assumed to hold. If fg and gh are defined, then f(gh), as well as (fg)h, are defined, and one has

\[(1.1) \quad f(gh) = (fg)h.\]

Also, for every g in C(x, y), we have

\[(1.2) \quad 1_x g = g = g 1_y.\]

**Remark.** The product we use is a reversed composition: fg means “f then g”. This convention is coherent with the intuition that the elements of a category act on the right, which is convenient here.

If C is a category, the complete diagram of C is the labeled graph whose vertices are the objects of C and, for every g in C(x, y) there is a g-labeled edge from the vertex x to the vertex y. If S is a generating subfamily of C, that is, every element of C is a product of elements of S, the diagram of C with respect to S is the subdiagram of the complete diagram of C in which one only keeps the edges with labels in S.

**Example 1.3 (monoid).** Assume that M is a monoid, that is, M is a set equipped with an associative product that admits a neutral element (denoted by 1 by default). One associates a category M• with M by defining Obj(M•) to consist of a single object •, and the elements of M• to be the elements of M, with • being the source and the target of every element.

Assume that C is a category, and S is a subfamily of C that generates C, that is, every element of C that is not an identity-element is a product of elements of S (see Subsection 1.4 below). Another (multi)-graph associated with C is the Cayley graph of C with respect to S: the vertices are the elements of C, and there is a g-labeled arrow from f to h if h = fg holds. See Figure 1 for an example. Note that the diagram of a monoid is a bouquet (only one vertex), whereas its Cayley graph with respect to a generating family is a connected graph.

If C, C′ are categories, a functor of C to C′ is a map φ of Obj(C) ∪ C to Obj(C′) ∪ C′ such that φ maps objects to objects, elements to elements, and, for all objects x, y and all elements f, g, h,

- g ∈ C(x, y) implies φ(g) ∈ C′(φ(x), φ(y)),
- h = fg implies φ(h) = φ(f)φ(g),
- φ(1_x) = 1_{φ(x)} holds.

A functor is called injective (resp. surjective, resp. bijective) if both its restrictions to objects and elements are injective (resp. surjective, resp. bijective). A bijective functor of a category into itself is also called an automorphism of that category.
Figure 1. Diagram (left) and Cayley graph with respect to \{a, b\} (right) for the category with two objects 0, 1 and two non-identity elements \(a : 0 \to 1\) and \(b : 1 \to 0\) satisfying \(ab = 1_0\) and \(ba = 1_1\).

1.2 Subfamilies and subcategories

Whenever the morphisms of a category \(C\) are called the elements of \(C\), it is coherent to say that \(S\) is included in \(C\), or, equivalently, that \(S\) is a subfamily of \(C\), if \(S\) is any collection of elements of \(C\). However, as the elements of \(C\) come equipped with a source and a target, a more formal definition should include these data.

**Definition 1.4 (precategory).** A precategory is a pair \((O, S)\) plus two maps, source and target, from \(S\) to \(O\). The elements of \(O\) are called the objects, those of \(S\) are called the elements (or morphisms).

By definition, a category is a precategory, plus a composition map that obeys certain rules. As in the case of a category, we usually identify a precategory with its family of elements, and then denote by \(\text{Obj}(S)\) the family of objects.

Note that a precategory can be equivalently defined as a (multi)graph, that is, a collection of objects (or vertices), plus, for each pair \((x, y)\) of objects, a family of elements (or edges) with a source \(x\) and a target \(y\) attached to each element.

If \(C\) is a category, every subfamily \(S\) of \(C\) becomes a precategory when equipped with the restriction of the source and target maps, and we can then put a formal definition:

**Definition 1.5 (subfamily).** If \(C\) is a category and \(S\) is included in \(C\), the subfamily (associated with) \(S\) is the precategory made of \(S\) together with the restriction of the source and target maps to \(S\).

As already mentioned, we shall not distinguish in practice between a subfamily and its family of elements.

Let us turn to subcategories. A subcategory of a category \(C\) is a category \(C_1\) included in \(C\) and such that the operations of \(C_1\) are induced by those of \(C\):

**Definition 1.6 (subcategory).** A category \(C_1\) is a subcategory of a category \(C\) if we have \(\text{Obj}(C_1) \subseteq \text{Obj}(C)\) and \(C_1 \subseteq C\) and, moreover,

(i) For every \(x\) in \(\text{Obj}(C_1)\), the identity-elements \(1_x\) in \(C_1\) and in \(C\) coincide;

(ii) For every \(g\) in \(C_1\), the sources and targets of \(g\) in \(C_1\) and in \(C\) coincide;

(iii) For all \(f, g\) in \(C_1\), the products \(fg\) in \(C_1\) and in \(C\) coincide.

In the case of a monoid, we naturally speak of a submonoid.
Example 1.7 (subcategory). For every \( m \), the set \( m\mathbb{N} \) equipped with addition is a submonoid of the additive monoid \( \mathbb{N} \), and so is every set of the form \( \sum_i m_i \mathbb{N} \).

Note that, in a proper categorical context, the family of objects of a subcategory may be strictly included in the family of objects of the ambient category.

The following characterization of subcategories is straightforward.

Lemma 1.8. If \( C \) is a category, then a subfamily \( S \) of \( C \) is a subcategory of \( C \) if and only if \( S \) is closed under identity-element and product in \( C \), this meaning that \( 1_x \) belongs to \( S \) whenever \( x \) belongs to \( \text{Obj}(S) \) and that \( gh \) belongs to \( S \) whenever \( g \) and \( h \) do and \( gh \) is defined in \( C \).

In the case of a monoid, a subset \( S \) of a monoid \( M \) is a submonoid of \( M \) if and only if it contains 1 and is closed under product. The condition about 1 is not automatic: if a monoid \( M_1 \) is included in another monoid \( M \), but the identity-elements are not the same, \( M_1 \) is not a submonoid of \( M \).

Lemma 1.8 implies that, if \( C \) is a category, every intersection of subcategories of \( C \) is a subcategory of \( C \) and, therefore, for every subfamily \( S \) of \( C \), there exists a smallest subcategory of \( C \) that includes \( S \), namely the intersection of all subcategories of \( C \) that include \( S \).

Notation 1.9 (generated subcategory). For \( S \) a subfamily of a category \( C \), we denote by \( \text{Sub}_C(S) \), or simply \( \text{Sub}(S) \), the subcategory of \( C \) generated by \( S \).

A concrete description of the subcategory \( \text{Sub}(S) \) is easy.

Notation 1.10 (product of subfamilies). For \( C \) a category and \( S_1, S_2 \) included in \( C \), we write

\[
S_1 S_2 = \{ g \in C \mid \exists g_1 \in S_1 \exists g_2 \in S_2 \ (g = g_1 g_2) \}.
\]

For \( S \) included in \( C \), we write \( S^d \) for \( S S \), that is, \( \{ g \in C \mid \exists g_1, g_2 \in S \ (g = g_1 g_2) \} \); for \( d \geq 1 \), we denote by \( S^d \) the family of all elements of \( C \) that can be expressed as the product of \( d \) elements of \( S \). The notation is extended with the convention that \( S^0 \) is the family \( 1_S \) of all identity-elements 1 with \( x \) in \( \text{Obj}(S) \).

Lemma 1.12. For \( C \) a category and \( S \) included in \( C \), the subcategory \( \text{Sub}(S) \) is \( \bigcup_{p \geq 0} S^p \).

Proof. By Lemma 1.8, \( \text{Sub}(S) \) must include \( 1_S \) and \( S^p \) for every \( p \geq 1 \). Conversely, \( 1_S \cup \bigcup_{p \geq 1} S^p \) is closed under identity and product, so, by Lemma 1.8 again, it is a subcategory including \( S \), hence it is \( \text{Sub}(S) \) as it is included in every subcategory that includes \( S \).

1.3 Invertible elements

We now fix some terminology and notation for invertible elements in a category. Most examples of monoids and categories we shall consider in this text admit no nontrivial invertible element, that is, the identity-elements are the only invertible elements. However, there is no reason for restricting to that particular case as allowing nontrivial invertible
elements will never be a problem provided some mild compatibility conditions explained below are satisfied. As in the case of categories, the reader who is not interested in invertible elements may always forget about nontrivial invertible elements.

The main notion in this short subsection is the closure $S\#$ of a family $S$ with respect to right-multiplication by invertible elements (Definition 1.21).

**Definition 1.13 (inverse, invertible).** If $C$ is a category and $g$ belongs to $C(x, y)$, we say that $g'$ is a left-inverse (resp. right-inverse) for $g$ if $g'$ belongs to $C(y, x)$ and we have $g'g = 1_y$ (resp. $gg' = 1_x$). We say that $g'$ is an inverse of $g$ if it is both a left- and a right-inverse of $g$. An element is called invertible if it admits an inverse. The family of all invertible elements in $C$ is denoted by $C^\times$; for $x,y$ in $\text{Obj}(C)$, the family of all invertible elements with source $x$ and target $y$ is denoted by $C^\times(x,y)$.

By construction, $1_C \subseteq C^\times$ always holds: each identity-element is its own inverse. Identity-elements will be called trivial invertible elements and, therefore, a category $C$ for which the inclusion $1_C \subseteq C^\times$ is an equality will be said to have no nontrivial invertible element. In the particular case of a monoid, this means that the unit $1$ is the only invertible element.

Hereafter we shall almost always consider categories that satisfy cancellativity conditions. More precisely, virtually all categories we consider will be assumed to be left-cancellative—however we shall always mention it explicitly.

**Definition 1.14 (cancellative).** A category $C$ is called left-cancellative (resp. right-cancellative) if every relation $fg = fg'$ (resp. $gf = g'f$) with $f,g,g'$ in $C$ implies $g = g'$. We say that $C$ is cancellative if it is both left- and right-cancellative.

One of the (many) advantages of cancellativity assumptions is that they force the above notions of left- and right-inverse to coincide:

**Lemma 1.15.** If $C$ is a left-cancellative category, then, for every $g$ in $C$, the following conditions are equivalent:

(i) The element $g$ has a left-inverse;

(ii) The element $g$ has a right-inverse;

(iii) There exist $f,f'$ such that $fgf'$ is invertible;

(iv) The element $g$ has an inverse, that is, $g$ is invertible.

**Proof.** By definition, (iv) implies (i) and (ii), whereas each of (i), (ii) implies (iii). So the point is to prove that (iii) implies (iv). Assume that $fgf'$ has an inverse, say $h$. Let $x$ be the source of $g$, and $y$ be that of $f$. Then we have $fgf' h = 1_y$, hence $fgf' h f = f$, and, therefore $g f' h f = 1_x$ by left-cancelling $f$. Hence $f' h f$ is a right-inverse of $g$. Similarly,
It is straightforward that a product of invertible elements is again invertible. It follows that, in every (left-cancellative) category $C$, the family $C^\times$ equipped with the induced product has the structure of a groupoid, that is, it is a category in which every element is invertible.

A direct consequence of Lemma 1.15 is the symmetric result that a product of non-invertible elements is again non-invertible:

**Lemma 1.16.** If $C$ is a left-cancellative category and $g_1, \ldots, g_p$ are elements of $C$ such that $g_1 \cdots g_p$ is defined and invertible, then each of $g_1, \ldots, g_p$ is invertible.

**Proof.** By Lemma 1.15(iii), the invertibility of $(g_1 \cdots g_{i-1}) g_i (g_{i+1} \cdots g_p)$ implies that of $g_i$.

We shall often be interested in elements that are almost equal in the sense that they are obtained from one another by a left- or right-multiplication by an invertible element.

**Notation 1.17 (relations $\equiv$, $\ast =$, and $\equiv = \ast$).** For $C$ a category and $g, g'$ in $C$, we write $g \equiv g'$ (resp. $g \ast = g'$, $g \equiv = g'$) if there exists $\epsilon$ in $C^\times$ (resp. $\epsilon'$ in $C^\times$) satisfying $g' = g \epsilon$ (resp. $\epsilon' g = g'$, resp. $\epsilon' g = g' \epsilon$).

By definition, the relations $\equiv = \ast$ and $\ast = \equiv$ are included in $\equiv = \ast$, and all are equivalence relations in the ambient category. If the latter contains no nontrivial invertible element, then $\equiv = \ast$, and $\equiv = \ast$ reduce to equality, and many statements become (slightly) simpler. Many notions that are only defined up to $\equiv = \ast$, $\ast = \equiv$, or $\equiv = \ast$-equivalence become then unique. One might think of restricting to the case with no nontrivial invertible by going to an appropriate quotient. This need not be always possible: neither $\equiv = \ast$ nor $\ast = \equiv$ need be compatible with multiplication in general. However we have the following connections.

**Proposition 1.18 (collapsing invertible elements).** For $C$ a left-cancellative category, the following are equivalent:

(i) The equivalence relation $\equiv = \ast$ is compatible with composition, in the sense that, if $g_1, g_2$ is defined and $g_i' = \equiv = g_i$ holds for $i = 1, 2$, then $g_1' g_2'$ is defined and $g_1' g_2' = \equiv = g_1 g_2$ holds;

(ii) The family $C^{\times}(x, y)$ is empty for $x \neq y$ and, for all $g, g'$ sharing the same source, $g \equiv = \ast g'$ implies $g = \equiv = g'$;

(iii) The family $C^{\times}(x, y)$ is empty for $x \neq y$ and we have

\begin{equation}
(1.19) \quad \forall x, y \in \text{Ob}(C) \forall g \in C(x, y) \forall \epsilon \in C^\times(x, x) \exists \epsilon' \in C^\times(y, y) (\epsilon g = g \epsilon').
\end{equation}

When the above conditions are satisfied, the equivalence relation $\equiv = \ast$ is compatible with composition, and the quotient-category $C / \equiv = \ast$ has no nontrivial invertible element.
The easy proof, which consists in showing that (i) and (ii) both are equivalent to (iii), is left to the reader.

For a category that satisfies the assumptions of Proposition 1.18, one can forget about nontrivial invertible elements at the expense of going to a convenient quotient. However, as shows the next example, this is not always possible.

**Example 1.20 (collapsing invertible elements).** Consider the wreathed free Abelian monoid \( \tilde{\mathbb{N}}^n \) (Reference Structure 6, page 19). The hypotheses of Proposition 1.18 are not satisfied in \( \tilde{\mathbb{N}}^n \). Indeed, \((g, \pi) = (g', \pi')\) is then simply \( g = g' \). Now we have \( s_i a_i = a_{i+1} s_i \), whence \( s_i a_i = a_{i+1} \) holds, whereas \( a_i = a_{i+1} \) fails. Similarly, \( s_i = \text{id} \) holds, whereas \( s_i a_i = a_i \) fails.

Note that, in the above example, insisting on identifying \( = \)-equivalent elements would require to identify all elements \( a_i \) and to collapse all elements \( s_i \). The quotient-structure would be at most \( \mathbb{Z} \), and we would have lost the whole structure. In such a case, there is no way to collapse invertible elements without collapsing everything and, therefore, it is (much) preferable to stay in the original category and to consider families that are compatible with invertible elements in some convenient sense. To this end, the following terminology will be useful.

**Definition 1.21 (family \( S^\sharp \), closed under \( =^\ast \)).** For a subfamily of a left-cancellative category \( C \), we put

\[
S^\sharp = S C^\ast \cup C^\ast.
\]

We say that \( S \) is closed under \( =^\ast \), or \( =^\ast \)-closed, if the conjunction of \( g \in S \) and \( g' =^\ast g \) implies \( g' \in S \).

If \( C \) has no nontrivial invertible element, then the relation \( =^\ast \) is equality, so every subfamily \( S \) of \( C \) is \( =^\ast \)-closed and \( S^\sharp \) is \( S \cup 1_C \)—so, in particular, if \( M \) is a monoid with no nontrivial element and \( S \) is included in \( M \), then \( S^\sharp = S \cup \{1\} \). Hereafter, we always reserve the notation \( \cdots \) for the operation of Definition 1.21. So, for instance, we have \( C^\ast = (1_C)^\sharp \). Also, the definition easily implies \( (S^\ast)^\sharp = S^\sharp \).

**Lemma 1.23.** Assume that \( C \) is a left-cancellative category.

(i) For every subfamily \( S \) of \( C \), the family \( S^\sharp \) is the smallest subfamily of \( C \) that is \( =^\ast \)-closed and includes \( S \cup 1_C \).

(ii) Every intersection of \( =^\ast \)-closed subfamilies of \( C \) is \( =^\ast \)-closed.

**Proof.** By definition of \( =^\ast \), a family \( S \) is \( =^\ast \)-closed if and only if \( SC^\ast \subseteq S \) holds, hence if and only if \( SC^\ast = S \) since \( S \) is always included in \( SC^\ast \). Then all verifications are straightforward.

By definition, an \( =^\ast \)-closed family \( S \) is closed under right-multiplication by an invertible element, that is, \( SC^\ast \subseteq S \) holds, but it need not be closed under left-multiplication by
an invertible element, that is, $C^cS \subseteq S$ need not hold. For further reference, we observe that several variants of the latter closure property are equivalent.

**Lemma 1.24.** If $C$ is a left-cancellative category, then, for every subfamily $S$ of $C$, the relations (i) $C^c(S \setminus C^c) \subseteq S^2$, (ii) $C^cS \subseteq S^3$, and (iii) $C^cS^2C^c = S^3$ are equivalent.

**Proof.** As $S$ is included in $S^2$ and $1^c_C$ is included in $C^c$, (iii) implies (ii), which implies (i). Conversely, assume (i), and let $g$ belong to $C^cS^2C^c$, say $g = eg'\epsilon'$ with $e, \epsilon' \in C^c$ and $g'$ in $S^2$. If $g'$ is invertible, then so is $g$, and it belongs to $S^2$. Otherwise, write $g' = g''\epsilon''$ with $g'' \in S^1C^c$ and $\epsilon'' \in C^c$. By (i), $g'' \in S^3$, hence so does $g$, which is $(eg'')(\epsilon''\epsilon')$ with $\epsilon''\epsilon'$ invertible. So we have $C^cS^3C^c \subseteq S^2$, and (iii) follows since $S^3$ is trivially included in $C^cS^3C^c$. \[ \square \]

Note that (iii) in Lemma 1.24 means that $S^3$ is closed under $\sim$.

**Example 1.25 (left-multiplication by invertible).** In the monoid $\mathbb{N}^n$, the family $S_n$ (Reference Structure [6] page 19) satisfies the conditions of Lemma 1.24. Indeed, we first find $S_n^1 = S_n \otimes_n \mathbb{N} = \{(g, \pi) \mid \forall i \ (g(i) \in \{0, 1\})\}$, a family with $2^n n!$ elements. Then, every permutation leaves $S_n$ globally invariant: permuting a sequence with 0,1-entries yields a sequence with 0,1-entries. Hence $S_nS_n = S_nS_n$ holds in $\mathbb{N}^n$. We then deduce $S_nS_n = S_nS_nS_n = S_nS_n = S_n$, as expected.

If a category $C$ contains no nontrivial invertible element, the equivalent conditions of Lemma 1.24 are trivially satisfied by every subfamily of the ambient category. In every case, the family $1^c_C$ of all identity-elements satisfies the conditions of Lemma 1.24 which in particular says that $C^c$, which is $1^c_C$, is closed under $\sim$ (as is obvious directly).

We conclude with easy results about the powers of a family that satisfies the conditions of Lemma 1.24 and about the preservation of invertible elements under automorphisms.

**Lemma 1.26.** If $C$ is a left-cancellative category and $S$ is a subfamily of $C$ that satisfies $C^cS \subseteq S^2$ and includes $1^c_C$, then the relations $(S^1)^m = S^{m-1}S^2 = (S^m)^{\frac{1}{2}}$ and $C^cS^m \subseteq (S^m)^{\frac{1}{2}}$ hold for every $m \geq 1$.

**Proof.** As $S$ includes $1^c_C$, we have $S^2 = SC^c$. We first prove $(S^2)^m = S^{m-1}S^2$. As $S$ is included in $S^2$, we clearly have $S^{m-1}S^2 \subseteq (S^2)^m$. For the other inclusion, we use induction on $m \geq 1$. The result is obvious for $m = 1$. Assume $m \geq 2$. By Lemma 1.24, we have $C^cS^m \subseteq S^3$, and, using the induction hypothesis, we deduce

$$(S^2)^m = (SC^c)S^m(S^2)^{m-2} = S(C^cS^2)(S^2)^{m-2} \subseteq S(S^2)^{m-1} \subseteq SS^{m-2}S^2 = S^{m-1}S^2.$$ 

Next, as $1^c_C$ is included both in $S$ and in $S^m$, we have $S^{m-1}S^2 = S^mC^c = (S^m)^{\frac{1}{2}}$. Finally, we obtain $C^cS^m = (C^cS)S^{m-1} \subseteq S^2S^{m-1} \subseteq (S^2)^m = (S^m)^{\frac{1}{2}}$, whence $C^cS^m \subseteq (S^m)^{\frac{1}{2}}$, using the assumption $C^cS \subseteq S^2$ and the above equalities. \[ \square \]

**Lemma 1.27.** If $C$ is a left-cancellative category, then every automorphism $\phi$ of $C$ induces an automorphism of $C^c$, and it preserves the relations $\sim$ and $\sim_\ast$, that is, $g \sim_\ast g'$ (resp. $g \sim_\ast g'$) is equivalent to $\phi(g) \sim_\ast \phi(g')$ (resp. $\phi(g) \sim_\ast \phi(g')$).
Proof. First \( \epsilon \epsilon^{-1} = 1 \) implies \( \phi(\epsilon)\phi(\epsilon^{-1}) = 1_{\phi(x)} \), so \( \phi \) maps \( C^x \) into itself. The same holds for \( \phi^{-1} \), so \( \phi \) induces a permutation of \( C^x \).

Next \( g' = g \epsilon \) with \( \epsilon \in C^x \) implies \( \phi(g') = \phi(g)\phi(\epsilon) \), whence \( \phi(g') = \epsilon \phi(g) \). Conversely, \( \phi(g') = \epsilon \phi(g) \) means \( \phi(g') = \phi(g)\epsilon \) for some \( \epsilon \in C^x \). As \( \phi \) is bijective on \( C \), we deduce \( g' = g \phi^{-1}(\epsilon) \), whence \( g' = \epsilon \) as \( \phi^{-1} \) maps \( C^x \) to itself.

The argument is similar for the relation \( \sim \).

\[ \square \]

1.4 Presentations

We now recall basic facts about free categories and presentations of categories. All results are elementary, but the terminology and notation are essential for the sequel.

We begin with free categories. We shall see now that, for every precategory \( S \), there exists a most general category generated by \( S \), hence a free category based on \( S \), and that this category can be constructed using \( S \)-paths.

**Definition 1.28 (path).** Assume that \( S \) is a precategory. For \( p \geq 1 \) and \( x, y \) in \( \text{Obj}(S) \), an \( S \)-path of length \( p \) with source \( x \) and target \( y \) is a finite sequence \((g_1, \ldots, g_p)\) of elements of \( S \) such that the source of \( g_1 \) is \( x \), the target of \( g_p \) is \( y \), and \( g_1 \cdots g_p \) is defined. For every \( x \) in \( \text{Obj}(S) \), one introduces an empty path denoted by \( ()_x \) or \( x \), whose source and target are \( x \), and whose length is declared to be zero. The family of all \( S \)-paths of length \( p \) is denoted by \( S^{[p]} \); the family of all \( S \)-paths is denoted by \( S^* \). The length of a path \( w \) is denoted by \( \lg(w) \).

In the context of monoids, that is, if there is only one object, it is customary to say \( S \)-word, or word in the alphabet \( S \), rather than \( S \)-path. Throughout this text, we shall mostly use the letters \( w, v, u \) for words and, by extension, for paths.

There is an obvious way to make \( S^* \) into a category. A source and a target have already been attributed to every path in Definition 1.28. Then we define composition as a concatenation of paths (or words).

**Notation 1.29 (concatenation).** If \( (f_1, \ldots, f_p), \ (g_1, \ldots, g_q) \) are \( S \)-paths and the target of \( (f_1, \ldots, f_p) \), that is, the target of \( f_p \), coincides with the source of \( (g_1, \ldots, g_q) \), that is, the source of \( g_1 \), we put

\[
(f_1, \ldots, f_p)\langle(g_1, \ldots, g_q) = (f_1, \ldots, f_p, g_1, \ldots, g_q).
\]

Moreover, whenever \( x \) is the source of \( g_1 \) and \( y \) is the target of \( g_q \), we put

\[
()_x\langle(g_1, \ldots, g_q) = (g_1, \ldots, g_q)\langle()_y.
\]

Finally, for each object \( x \), we put \( ()_x\langle()_x = ()_x \).

Verifying that \( S^* \) equipped with the concatenation operation is a category is straightforward. Moreover, we can easily formalize the universality of path categories. To this end, we introduce the convenient notion of a (pre)-functor.
Definition 1.32 (prefunctor, functor). (i) If $S, S'$ are precategories, a prefunctor from $S$ to $S'$ is a pair $(\phi_0, \phi)$ with $\phi_0 : \text{Obj}(S) \to \text{Obj}(S')$, $\phi : S \to S'$ such that $\phi(g)$ lies in $S'((\phi_0(x), \phi_0(y)))$ for every $g$ in $S(x, y)$.

(ii) If $C, C'$ are categories, a functor from $C$ to $C'$ is a prefunctor from $C$ to $C'$ satisfying $\phi(1_x) = 1_{\phi_0(x)}$ and $\phi(g h) = \phi(g)\phi(h)$ for all $x, g, h$.

Proposition 1.33 (free category). For every precategory $S$, the category $S^*$ is freely generated by $S$, that is, every prefunctor from $S$ into a category $\mathcal{C}$ extends in a unique way into a functor from $S^*$ to $\mathcal{C}$.

Proof (sketch). If $\phi$ is a prefunctor from $S$ to a category $\mathcal{C}$, the unique way to extend $\phi$ into a functor $\phi^*$ from $S^*$ consists in putting

\[ \phi^*((g_1, \ldots, g_p)) = \phi(g_1) \cdots \phi(g_p), \quad \phi^*((1_x)) = 1_{\phi(x)}. \]

Verifications are then easy. \qed

Note that, in the context of Proposition 1.33, the image of a path (or a word) under $\phi^*$ is the evaluation of that path when each element $g$ of $S$ is given the value $\phi(g)$. By construction, $\phi^*$ maps $S[p]$ onto $\mathcal{C}^p$ for each nonnegative integer $p$.

Proposition 1.33 implies that every category $\mathcal{C}$ generated by a precategory $S$ is isomorphic to a quotient of $S^*$. Indeed, using $\iota$ for the identity prefunctor on $S$, we obtain that $\iota^*$ is a morphism of $S^*$ into $\mathcal{C}$. Standard arguments then show that the image of $\iota^*$, which is $\mathcal{C}$ by assumption, is isomorphic to $S^*/\equiv$, where $\equiv$ is the relation $\iota^*(w) = \iota^*(w')$.

Convention 1.35 (path concatenation). In the sequel, we shall mostly skip the concatenation sign \(|\)
, thus writing $uv$ instead of $u|v$ for the concatenation of two $S$-paths $u, v$, that is, their product in the free category $S^*$. However, we shall keep \(|\) in the case when the entries of a path are explicitly mentioned. If $S$ is a precategory, every $S$-path has a well-defined length, and the function of $S$ into $S^*$ that maps $g$ to the length one path $(g)$ is injective. Building on this, it is customary to identify $g$ and $(g)$. Then a generic path $(g_1, \ldots, g_p)$ of $S^*$ identifies with the concatenation $g_1|\cdots|g_p$. By keeping the sign \(|\) in this case, we avoid the ambiguity between the path $g_1|\cdots|g_p$ and its possible evaluation $g_1 \cdots g_p$ in a category $\mathcal{C}$ generated by $S$.

If a category $\mathcal{C}$ is a quotient of the free category $S^*$, there exists a congruence $\equiv$ on $S^*$ such that $\mathcal{C}$ is isomorphic to the quotient-category $S^*/\equiv$. We recall that, if $\mathcal{C}$ is a category, a congruence on $\mathcal{C}$ is an equivalence relation $\equiv$ on $\mathcal{C}$ that is compatible with composition, that is, the conjunction of $f \equiv f'$ and $g \equiv g'$ implies $fg \equiv f'g'$. Congruences are the appropriate relations for defining quotients.

In the above context, one can specify the category $\mathcal{C}$, up to isomorphism, by giving a generating precategory $S$ and describing the corresponding congruence $\equiv$ on $S^*$ by giving a collection of pairs that generates it, building on the following easy fact.

Definition 1.36 (relation). If $\mathcal{C}$ is a category, a relation on $\mathcal{C}$ is a pair $(g, h)$ of elements of $\mathcal{C}$ sharing the same source and the same target.

Lemma 1.37. If $\mathcal{C}$ is a category and $\mathcal{R}$ is a family of relations on $\mathcal{C}$, there exists a smallest congruence of $\mathcal{C}$ that includes $\mathcal{R}$, namely the reflexive–transitive closure $\equiv_\mathcal{R}$ of the family $\{(fgh, fg'h) : (g, g') \in \mathcal{R} \lor (g', g) \in \mathcal{R}\}$. 
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When the considered category $C$ is a free category $S^*$, relations on $C$ are pairs of $S$-paths, and Lemma 1.37 says that two paths are $\equiv_R$-equivalent if and only of one can go from the former to the latter by a finite sequence of steps, each of which consists in going

$$f_1 \cdots f_p | g_1 \cdots g_q h_1 \cdots h_m \to f_1 \cdots f_p | g'_1 \cdots g'_q h_1 \cdots h_m,$$

for some pair $(g_1 \cdots g_q, g'_1 \cdots g'_q)$ belonging to the symmetric closure of $R$. Such a sequence is called an $R$-derivation.

**Definition 1.38 (presentation).** (i) A category presentation is a pair $(S, R)$ where $S$ is a precategory and $R$ is a family of relations on $S^*$. The elements of $S$ are called the *generators* of the presentation, whereas those of $R$ are called the *relations*.  

(ii) If $(S, R)$ is a category presentation, the quotient-category $S^*/\equiv_R$ is denoted by $(S | R)^\ast$. Two paths $w, w'$ of $S^*$ that satisfy $w \equiv_R w'$ are called $R$-equivalent. The $\equiv_R$-equivalence class of a path $w$ is denoted by $[w]_R$ or, simply, $[w]$.

Of course, in the case when $S$ has only one object, we speak of a *monoid presentation*. In the context of Definition 1.38 one says that a category $C$ admits the presentation $(S, R)$—or $(S | R)^\ast$—if $C$ is isomorphic to $S^*/\equiv_R$, sometimes abusively written $C = (S | R)^\ast$. The $+$ sign in the notations $\equiv_R^+$ and $(S | R)^{+\ast}$ refers to the fact that no inverses are involved for the moment: we consider categories and monoids, not yet groupoids and groups.

**Convention 1.39 (relation).** In the context of a category presentation $(S, R)$, it is traditional to write a relation $(f_1 | \cdots | f_p, g_1 | \cdots | g_q)$, which is a pair of $S$-paths, as $f_1 \cdots f_p = g_1 \cdots g_q$, because, in the corresponding quotient-structure $S^*/\equiv_R^+$, the evaluations $f_1 \cdots f_p$ and $g_1 \cdots g_q$ of the considered paths coincide. In this context, it is then coherent to use $1_x$ (1 in the case of a monoid) rather than $\varepsilon_x$.

**Example 1.40 (presentation).** For every precategory $S$, the free category $S^*$ admits the presentation $(S | \emptyset)^\ast$ and, for every set $S$, the free monoid $S^*$ admits the presentation $(S | \emptyset)^\ast$. On the other hand, the free group based on $S$, which admits, as a group, the presentation $(S | \emptyset)^\ast$, admits the presentation $(S \cup S^{-1} | \{ ss^{-1} = s^{-1}s = 1 \mid s \in S\})^\ast$ when viewed as a monoid.

We conclude with a trivial observation about invertible elements.

**Definition 1.41 ($\varepsilon$-relation).** A relation $u = v$ is called an $\varepsilon$-relation if one of the paths $u, v$ is empty and the other is not.

**Lemma 1.42.** If $(S, R)$ is a category presentation containing no $\varepsilon$-relation, then the category $(S | R)^\ast$ contains no nontrivial (right)-invertible element.

**Proof.** Assume that $u, v$ satisfy $u \not\equiv_R \varepsilon_x$ (x the source of $u$) and $uv \equiv_R^+ \varepsilon_x$. By Lemma 1.37 there exists $n \geq 1$ and an $R$-derivation $w_0 = uv, w_1, \ldots, w_n = \varepsilon_x$. Then $w_{n-1} = 1_x$ is a relation of $R$, and it is an $\varepsilon$-relation. \qed

No simple converse of Lemma 1.42 can be stated. The examples $\langle a | a = 1 \rangle^\ast$ (which contains no nontrivial invertible element), $\langle a, b | ab = 1 \rangle^\ast$ (which contains nontrivial invertible elements), and $\langle a | a^2 = a^3 = 1 \rangle^\ast$ (which is a trivial monoid although presentation contains no $\varepsilon$-relation of the form $s = 1$ with $s$ a letter) show that one cannot say more.
2 Divisibility and Noetherianity

In every category—hence in particular in every monoid—there exist natural notions of left- and right-divisibility. As the statement of the decomposition results mentioned in Chapter I suggests, these relations and their properties play a key role in our subsequent approach. Here we fix some notation and establish basic results, in particular about least common multiples, greatest common divisors, and Noetherianity properties.

The section is organized as follows. The left- and right-divisibility relations and some derived notions are defined in Subsection 2.1. Next, we consider in Subsection 2.2 the derived notions of lcms (least common multiples) and gcds (greatest common divisors). From Subsection 2.3 we investigate some finiteness conditions called Noetherianity assumptions that guarantee the existence of certain minimal elements. In Subsection 2.4 we introduce height functions, which provide quantitative information about Noetherianity. Finally, in Subsection 2.5 we investigate atoms, which are the elements of height one, and the extent to which atoms must generate the ambient category.

2.1 Divisibility relations

**Definition 2.1 (left-divisor, right-multiple).** For \( f, g \) in a category \( C \), we say that \( f \) is a left-divisor of \( g \), or, equivalently, that \( g \) is a right-multiple of \( f \), written \( f \preceq g \), if there exists \( g' \in C \) satisfying \( fg' = g \). For \( g \) in \( C \), we put

\[
\text{Div}(g) = \{ f \in C \mid f \preceq g \}.
\]

Note that, in the category context, \( f \) being a left-divisor of \( g \) implies that \( f \) and \( g \) share the same source.

**Example 2.3 (left-divisor).** The left-divisibility relation in the monoid \( (\mathbb{N}, +) \) coincides with the standard ordering of natural numbers: \( f \preceq g \) holds if there exists \( g' \geq 0 \) satisfying \( g = f + g' \), hence if \( f \leq g \) holds. More generally, in the free Abelian monoid \( \mathbb{N}^n \) (Reference Structure 1, page 3), \( f \preceq g \) holds if and only if \( f(i) \leq g(i) \) holds for every \( i \): indeed, \( fg' = g \) implies \( \forall i \ (f(i) \leq f(i) + g'(i) = g(i)) \), and \( \forall i \ (f(i) \leq g(i)) \) implies \( fg' = g \), \( g' \) determined by \( g'(i) = g(i) - f(i) \).

In the case of the Klein bottle monoid \( K^n \) (Reference Structure 5, page 17), the situation is quite special: as was seen in Subsection 1.3.2, the left-divisibility relation of \( K^n \) is a linear ordering, that is, any two elements are comparable.

The basic result about the left-divisibility relation is that it provides a partial pre-ordering, and even a partial ordering in the case of a category that is left-cancellative and contains no nontrivial invertible elements.
Lemma 2.4. (i) Let \( C \) be a category. The left-divisibility relation of \( C \) is a preorder that is invariant under left-multiplication, that is, \( f \preceq g \) implies \( hf \preceq hg \) for each \( h \) whose target is the common source of \( f \) and \( g \).

(ii) If, moreover, \( C \) is left-cancellative, the equivalence relation associated with the preorder \( \preceq \) is the relation \( \cong^e \) : the conjunction of \( f \preceq g \) and \( g \preceq f \) is equivalent to the existence of \( \epsilon \) in \( C^e \) satisfying \( f = g \epsilon \).

Proof. (i) If \( g \) has target \( y \), we have \( g = g \cdot 1_y \), hence \( \preceq \) is reflexive. Next, if we have \( fg' = g \) and \( gh' = h \), we deduce \( f(g'h') = (fg')h' = gh' = h \), hence \( \preceq \) is transitive.

Assume now \( f \preceq g \). By definition, we have \( fg' = g \) for some \( g' \), and we deduce \( (hf)g' = h(fg') = hg \) hence \( hf \preceq hg \) whenever \( hf \) is defined.

(ii) Assume \( fg' = g \) and \( gf' = f \). We deduce \( f(g'f') = f \) and \( g(f'g') = g \). If \( C \) is left-cancellative, this implies \( f g' = 1_x \) and \( g'f' = 1_y \), where \( x \) is the target of \( g \) and \( y \) is that of \( f \). So, \( g' \) and \( f' \) are mutually inverse.

Note that, in the case of a monoid \( M \), the condition that \( hf \) be defined vanishes, yielding an unrestricted compatibility result: \( f \preceq g \) always implies \( hf \preceq hg \).

Instead of considering left-divisibility, which corresponds to multiplying on the right, we can symmetrically use multiplication on the left. We then obtain a new relation naturally called right-divisibility.

Definition 2.5 (right-divisor, left-multiple). For \( f, g \) in a category \( C \), we say that \( f \) is a right-divisor of \( g \), or, equivalently, that \( g \) is a left-multiple of \( f \), written \( g \succcurlyeq f \), if there exists \( g' \) in \( C \) satisfying \( g = g'f \). For \( g \) in \( C \), we put

\[
\Div_g = \{ f \in C \mid g \succcurlyeq f \}.
\]

Example 2.7 (right-divisor). In the wreathed free Abelian monoid (Reference Structure, page 19), \( (g, \pi) \preceq (g', \pi') \) is equivalent to \( \forall i \leq n (g(i) \preceq g(i)) \). On the other hand, \( (g', \pi') \succcurlyeq (g, \pi) \) holds if and only if there exists a permutation \( \pi \) satisfying \( \forall i \leq n (g'(i) \preceq g(\pi(i))) \).

Of course, the left- and right-divisibility relations have entirely symmetric properties—however, in this text, left-divisibility will play a more significant role.

We conclude with an obvious observation about preservation of the divisibility relations under an automorphism.

Lemma 2.8. If \( C \) is a category and \( \phi \) is an automorphism of \( C \), then, for all \( f, g \) in \( C \), the relations \( f \preceq g \) and \( \phi(f) \preceq \phi(g) \) are equivalent, and so are \( g \succcurlyeq f \) and \( \phi(g) \succcurlyeq \phi(f) \).

Proof. Whenever \( \phi \) is a functor, \( f \preceq g \) implies \( \phi(f) \preceq \phi(g) \). Indeed, \( fg' = g \) implies \( \phi(f)\phi(g') = \phi(g) \), whence \( \phi(f) \preceq \phi(g) \).

Conversely, assume \( \phi(f) \preceq \phi(g) \). Then we have \( \phi(f)h = \phi(g) \) for some \( h \). Whenever \( \phi \) is bijective (or only surjective), this implies \( f\phi^{-1}(h) = g \), whence \( f \preceq g \).

The argument is similar for right-divisibility.
2.2 Lcms and gcds

Once a (pre)-ordering has been introduced, it is natural to consider the associated possible lowest upper bounds and greatest lower bounds. In the case of the (left)-divisibility relation, a specific terminology is usual.

Definition 2.9 (right-lcm, left-gcd). (See Figure 2) If $C$ is a left-cancellative category and $X$ included in $C$, an element $h$ of $C$ is called a least common right-multiple, or right-lcm, of $X$, if $h$ is a right-multiple of all elements of $X$ and every element of $C$ that is a right-multiple of all elements of $X$ is a right-multiple of $h$.

Symmetrically, $h$ is called a greatest common left-divisor, or left-gcd, of $X$, if $h$ is a left-divisor of all elements of $X$ and every element of $C$ that is a right-divisor of all elements of $X$ is a left-divisor of $h$.

If $X$ consists of two elements $f, g$, we say “right-lcm of $f$ and $g$” for “right-lcm of $\{f, g\}$”, and “left-gcd of $f$ and $g$” for “left-gcd of $\{f, g\}$”.

![Figure 2. Right-lcm (left) and left-gcd (right) of $f$ and $g$](image)

The notions of left-lcm and right-gcd are defined symmetrically using right-divisibility.

As a direct application of Lemma 2.4 we obtain that right-lcms and left-gcds are close to be unique when they exist.

Proposition 2.10 (uniqueness of lcm). If $C$ is a left-cancellative category, then, for all $f, g$ in $C$, any two right-lcms (resp. left-gcds) of $f$ and $g$ are $\equiv$-equivalent.

Proof. Assume that $h, h'$ are right-lcms of $f$ and $g$. The assumption that $h$ is a right-lcm implies $h \preceq h'$, whereas the assumption that $h'$ is a right-lcm implies $h' \preceq h$. By Lemma 2.4 we deduce $h \equiv h'$. The argument is similar for left-gcds.

In the case of a category that is left-cancellative and admits no nontrivial invertible element, Proposition 2.10 is a genuine uniqueness result, and it is natural to introduce

Definition 2.11 (right-complement). If $C$ is a left-cancellative category with no nontrivial invertible element, then, for $f, g$ in $C$, we write $\text{lcm}(f, g)$ for the right-lcm of $f$ and $g$.
when it exists, and, in this case, the right-complement of \( f \) in \( g \), denoted by \( f \setminus g \), is the unique element \( g' \) satisfying \( fg' = \text{lcm}(f, g) \).

Because of their definition, the right-lcm and left-gcd operations share the properties of lowest upper bounds and greatest lower bounds in any poset: associativity, commutativity, idempotency. However, it should be kept in mind that, if there exist nontrivial invertible elements in the considered category, right-lcms and left-gcds are not necessarily unique when they exist. The following characterization of iterated lcms will be used several times in the sequel, and it is good exercise for getting used to lcm computations.

**Proposition 2.12 (iterated lcm).** (See Figure 3) If \( C \) is a left-cancellative category and \( f, f_1, f_2, g_1, g_2 \) are elements of \( C \) such that \( g_1 f_1 \) is a right-lcm of \( f \) and \( g_1 \), and \( g_2 f_2 \) is a right-lcm of \( f_1 \) and \( g_2 \), then \( g_1 g_2 f_2 \) is a right-lcm of \( f \) and \( g_1 g_2 \).

**Proof.** Introduce the elements \( g_1', g_2' \) satisfying \( fg_1' = g_1 f_1 \) and \( f_1 g_2' = g_2 f_2 \). Then we have \( g_1 g_2 f_2 = g_1 f_1 g_2' = g_1 g_2 f_2 \), so \( g_1 g_2 f_2 \) is a common right-multiple of \( f \) and \( g_1 g_2 \).

Now assume \( fg' = (g_1 g_2) f' \). Then we have \( f g' = g_1 (g_2 f') \). As \( f g_1' = \) a right-lcm of \( f \) and \( g_1 \), we must have \( f g_1' \leq f g' \), that is, there exists \( h_1 \) satisfying \( f g_1' = f g_1' h_1 \), hence \( g' = g_1' h_1 \) by left-cancelling \( f \). Then we have \( g_1 f_1 h_1 = f g_1' h_1 = f g' = g_1 g_2 f' \), whence \( f_1 h_1 = g_2 f' \) by left-cancelling \( g_1 \). As \( f_1 g_2' \) is a right-lcm of \( f_1 \) and \( g_2 \), we must have \( f_1 g_2' \leq f_1 h_1 \), whence \( g_2' \leq h_1 \). We deduce \( g_1 g_2 f_2 = f g_1' g_2' \leq f g_1' h_1 = f g' \). Hence \( g_1 g_2 f_2 \) is a right-lcm of \( f \) and \( g_1 g_2 \).

In the case of a left-cancellative category with no nontrivial invertible element, Proposition 2.12 is equivalent to the associativity of the right-lcm operation, see Exercise 7. Also, it gives simple rules for an iterated right-complement.

**Corollary 2.13 (iterated complement).** If \( C \) is a left-cancellative category with no nontrivial invertible element, then, for \( f, g_1, g_2 \) in \( C \) such that \( f g_1, \), we have

\[
(2.14) \quad f \setminus (g_1 g_2) = (f \setminus g_1) \cdot (g_1 \setminus f) g_2 \quad \text{and} \quad (g_1 g_2) \setminus f = g_2 \setminus (g_1 \setminus f).
\]

**Proof.** Just a translation of Proposition 2.12 with the notation of its proof and of Figure 3: we have \( g_1' = f \setminus g_1, f_1 = g_1 \setminus f, g_2' = f_1 \setminus g_2 = (g_1 \setminus f) \setminus g_2, \) and \( f_2 = g_2 \setminus f_1 = g_2 \setminus (g_1 \setminus f) \). Then Proposition 2.12 says that \( g_1 g_2 f_2 \) is the right-lcm of \( f \) and \( g_1 g_2 \), so \( f_2 = (g_1 g_2) \setminus f \), and \( g_1' g_2' = f \setminus (g_1 g_2) \).

![Figure 3. Iterated right-lcm](image-url)
Applying the previous result in the case when \( g_2 \) is a right-complement of \( g_1 \) provides both a connection between the right-lcm and the right-complement operations and an algebraic law obeyed by the right-complement operation.

**Proposition 2.15 (triple lcm).** If \( \mathcal{C} \) is a left-cancellative category with no nontrivial invertible element, then, for \( f, g, h \) in \( \mathcal{C} \) such that \( \{f, g\}, \{g, h\}, \{f, h\}, \) and \( \{f, g, h\} \) admit a right-lcm, we have

\[
(2.16) \quad f \backslash \text{lcm}(g, h) = \text{lcm}(f \backslash g, f \backslash h),
\]

\[
(2.17) \quad \text{lcm}(g, h) \backslash f = (g \backslash h) \backslash (g \backslash f) = (h \backslash g) \backslash (h \backslash f).
\]

**Proof.** Applying Corollary 2.13 with \( g_1 = g \) and \( g_2 = g \backslash h \) gives

\[
(2.18) \quad f \backslash \text{lcm}(g, h) = f \backslash (g(g \backslash h)) = (f \backslash g) \cdot (g \backslash f) \backslash (g \backslash h),
\]

\[
(2.19) \quad \text{lcm}(g, h) \backslash f = (g(g \backslash h)) \backslash f = (g \backslash h) \backslash (g \backslash f).
\]

Now \( \text{lcm}(g, h) \) is also \( \text{lcm}(h, g) \), so, exchanging the roles of \( g \) and \( h \), \( (2.19) \) also gives \( \text{lcm}(g, h) \backslash f = (h \backslash g) \backslash (h \backslash f) \), thus establishing \( (2.17) \). Applying the latter equality to \( g, h \), and \( f \), we find \( (g \backslash f) \backslash (g(h \backslash f)) = (f \backslash g) \cdot (g \backslash f) \backslash (g \backslash h) \). By definition of the operation \( \backslash \), the latter element is \( \text{lcm}(f \backslash g, f \backslash h) \), so \( (2.16) \) follows.

The second equality in \( (2.17) \) is often called the right-cyclic law. It will play a significant role in the study of set theoretic solutions of the Yang–Baxter equation in Chapter XIII and, in a different setting, in the cube condition of Section 4 below.

We continue with connections between the existence of left-gcds and that of right-lcms. It will be useful to fix the following generic terminology.

**Definition 2.20 (admit, conditional).** We say that a (left-cancellative) category \( \mathcal{C} \) admits common right-multiples (resp. admits right-lcms) if any two elements of \( \mathcal{C} \) that share the same source admit a common right-multiple (resp. a right-lcm). We say that \( \mathcal{C} \) admits conditional right-lcms if any two elements of \( \mathcal{C} \) that admit a common right-multiple admit a right-lcm.

We use a similar terminology with respect to left-gcds, and with respect to their symmetric counterparts involving the right-divisibility relation.

There exist several connections between the existence of lcms and gcds, specially when Noetherianity conditions are satisfied, see below. Here is a result in this direction.

**Lemma 2.21.** If \( \mathcal{C} \) is a left-cancellative category and every nonempty family of elements of \( \mathcal{C} \) sharing the same source admits a left-gcd, then \( \mathcal{C} \) admits conditional right-lcms.

**Proof.** Assume that \( f, g \) are two elements of \( \mathcal{C} \) that admit a common right-multiple. Let \( \mathcal{S} \) be the family of all common right-multiples of \( f \) and \( g \). By assumption, \( \mathcal{S} \) is nonempty and it consists of elements whose source is the common source of \( f \) and \( g \), hence it admits a left-gcd, say \( h \). By definition, \( f \) left-divides every element of \( \mathcal{S} \), hence it left-divides \( h \). Similarly, \( g \) left-divides \( h \). So \( h \) is a common right-multiple of \( f \) and \( g \). Moreover, every common right-multiple of \( f \) and \( g \) lies in \( \mathcal{S} \) hence, by assumption, it is a right-multiple of \( h \). Hence \( h \) is a right-lcm of \( f \) and \( g \). \( \square \)
Of course, the symmetric version is valid. See Lemma 2.21 for a partial converse, and Exercise 4 for still another connection in the same vein. Here is one more connection, which is slightly more surprising as it involves left- and right-divisibility simultaneously.

**Lemma 2.22.** If $C$ is a cancellative category that admits conditional right-lcms, then any two elements of $C$ that admit a common left-multiple admit a right-gcd.

**Proof.** Let $f, g$ be two elements of $C$ that admit a common left-multiple, say $f'g = g'f$, hence share the same target. The elements $f'$ and $g'$ admit a common right-multiple, hence they admit a right-lcm, say $f''g'' = g''f''$. By definition of a right-lcm, there exists $h$ satisfying $f = f''h$ and $g = g''h$. Then $h$ is a common right-divisor of $f$ and $g$.

Let $h_1$ be an arbitrary common right-divisor of $f$ and $g$. There exist $f_1, g_1$ satisfying $f = f_1h_1$ and $h = g_1h_1$. Then we have $f'g_1h_1 = f'g = g'f = g'f_1h_1$, whence $f'g_1 = g'f_1$. So $f'g_1$ is a common right-multiple of $f'$ and $g'$, hence it is a right-multiple of their right-lcm, that is, there exists $h'$ satisfying $f'g_1 = (f'g'')(h')$, whence $g_1 = g''h'$ by left-cancelling $f'$. We deduce $g''h = g = g_1h_1 = g''h'h_1$, whence $h = h'h_1$ by left-cancelling $g''$. So $h_1$ right-divides $h$, which shows that $h$ is a right-lcm of $f$ and $g$. \[\square\]

**Remark 2.23.** Left-cancellativity and existence of a right-lcm can be seen as two instances of a common condition, namely that, for each pair $(s, t)$ admitting a common right-multiple, there exists a minimal common right-multiple equality $st_0 = ts_0$ through which every equality $st' = ts'$ factors. Applied in the case $s = t$, the condition can be satisfied only for $s_0 = t_0 = 1_y$ (where $y$ is the target of $s$) and it says that every equality $st' = ss'$ factors through the equality $s_1y = s_1y$, meaning that there exists $h$ satisfying $s' = 1_yh = t'$, indeed an expression of left-cancellativity.

### 2.3 Noetherianity conditions

A number of the categories and monoids we shall be interested in satisfy some finiteness conditions involving divisibility relations. Generically called Noetherianity conditions, these conditions ensure the existence of certain maximal or minimal elements.

**Definition 2.24 (proper divisibility).** For $f, g$ in a category $C$, we say that $f$ is a proper left-divisor (resp. right-divisor) of $g$, written $f \prec g$ (resp. $f \succ g$ or $g \succsim f$), if we have $fg' = g$ (resp. $g = g'f$) for some $g'$ that is not invertible.

If the ambient category is left-cancellative, the relation $\prec$ is antireflexive ($f \prec f$ always fails) and, as the product of two elements can be invertible only if both are invertible, it is transitive. So $\prec$ is a strict partial ordering. Of course, symmetric results hold for proper right-divisibility. However, our default option is to consider left-cancellative categories that need not be right-cancellative, in which case $g \succsim f$ is not impossible. Also note that, in a non-right-cancellative framework, the existence of a non-invertible element $g'$ satisfying $g = g'f$ does not necessarily discard the simultaneous existence of an invertible element $g''$ satisfying $g = g''f$, see Exercise 1.

**Definition 2.25 (factor).** For $f, g$ in a category $C$, we say that $f$ is a factor of $g$, written $f \subseteq g$, if there exist $g', g''$ satisfying $g = g'fg''$; we say that $f$ is a proper factor of $g$,
written \( f \subset g \), if, moreover, at least one of \( g', g'' \) is non-invertible. The family \( \{ f \in \mathcal{C} \mid f \subset g \} \) is denoted by \( \text{Fac}(g) \).

The factor relation \( \subseteq \) is the smallest transitive relation that includes both the left- and the right-divisibility relations. Note that, even if the ambient category is cancellative, \( \subset \) need not be antireflexive: in the Klein bottle monoid \( \langle a, b \mid a = bab \rangle^+ \) (Reference Structure 5 page 17), \( a \subset a \) holds as we have \( a = bab \) and \( b \) is not invertible.

If \( R \) is a binary relation on a family \( S \), a descending sequence with respect to \( R \) is a (finite or infinite) sequence \( (g_0, g_1, \ldots) \) such that \( g_{i+1} R g_i \) holds for every \( i \). The relation \( R \) is called well-founded if every nonempty subfamily \( X \) of \( S \) has an \( R \)-minimal element, that is, an element \( g \) such that \( f R g \) holds for no \( f \in X \). By a classic result of Set Theory (and provided a very weak form of the Axiom of Choice called the axiom of Dependent Choices is true), a relation \( R \) is well-founded if and only if there exists no infinite descending sequence with respect to \( R \).

**Definition 2.26 (Noetherian).** (i) A category \( \mathcal{C} \) is called left-Noetherian (resp. right-Noetherian, resp. Noetherian) if the associated relation \( \prec \) (resp. \( \succ \), resp. \( \subset \) ) is well-founded.

(ii) A category presentation \( (S, R) \) is called left-Noetherian (resp. right-Noetherian, resp. Noetherian) if the category \( (S \mid R)^+ \) is.

So, a category \( \mathcal{C} \) is right-Noetherian if every nonempty subfamily \( X \) of \( \mathcal{C} \) contains a \( \succ \)-minimal element, that is, an element \( g \) such that \( f \succ g \) holds for no \( f \in X \). By the criterion recalled above, a category is left-Noetherian (resp. right-Noetherian, resp. Noetherian) if and only if there exists no infinite descending sequence in \( \mathcal{C} \) with respect to proper left-divisibility (resp. proper right-divisibility, resp. proper factor relation).

**Example 2.27 (Noetherian).** Free Abelian monoids (Reference Structure 1 page 3) are left-Noetherian, right-Noetherian, and Noetherian. Indeed, for \( f, g \in \mathbb{N}^\mathbb{N} \), the three relations \( f \prec g \), \( f \succ g \), and \( f \subset g \) are equivalent to \( \forall i \) \((f(i) < g(i))\). As there is no infinite descending sequence in \( (\mathbb{N}, <) \), the existence of an infinite descending sequence for \( \prec \), \( \succ \), or \( \subset \) in \( \mathbb{N}^\mathbb{N} \) is impossible.

By contrast, the Klein bottle monoid \( K^+ \) (Reference Structure 5 page 17) is not left-Noetherian, nor is it either right-Noetherian or Noetherian. Indeed, for each \( i \), we have \( (a^{i+1}b) a = a^i b \), whence \( a^{i+1} b \prec a^i b \), and \( b, ab, a^2 b, \ldots \) is an infinite descending sequence in \( K^+ \) with respect to proper left-divisibility, so \( K^+ \) is not left-Noetherian. Symmetrically, we have \( a (ba^{i+1}) = ba^i \), and \( b, ba, ba^2, \ldots \) is an infinite descending sequence in \( K^+ \) with respect to proper right-divisibility, so \( K^+ \) is not right-Noetherian. Finally, each of the above sequences is descending with respect to \( \subset \), and \( K^+ \) is not Noetherian.

Before addressing the question of recognizing Noetherianity conditions, we begin with two general results. By definition, right-Noetherianity involves the right-divisibility relation. We observe that this property is equally connected with left-divisibility, at least in a left-cancellative context.
Proposition 2.28 (increasing sequences). A left-cancellative category $\mathcal{C}$ is right-Noetherian if and only if, for every $g$ in $\mathcal{C}$, every strictly increasing sequence in $\text{Div}(g)$ with respect to left-divisibility is finite.

Proof. Assume that $\mathcal{C}$ is not right-Noetherian. Let $g_0, g_1, \ldots$ be an infinite descending sequence with respect to proper right-divisibility in $\mathcal{C}$. For each $i$, choose a (necessarily non-invertible) element $f_i$ satisfying $g_{i-1} = f_i g_i$. Then we have $g_0 = f_1 g_1 = (f_1 f_2) g_2 = \ldots$, and the sequence $1_x$ (where $x$ is the source of $g_0$), $f_1, f_1 f_2, \ldots$ is $\prec$-increasing in $\text{Div}(g_0)$.

Conversely, assume that $g_0$ lies in $\mathcal{C}$ and $h_1 \prec h_2 \prec \ldots$ is a strictly increasing sequence in $\text{Div}(g_0)$. Then, for each $i$, there exists $f_i$ non-invertible satisfying $h_i f_i = h_{i+1}$. On the other hand, as $h_i$ belongs to $\text{Div}(g_0)$, there exists $g_i$ in $\mathcal{S}$ satisfying $h_i g_i = g_0$. We find $g_0 = h_1 g_1 = h_{i+1} g_{i+1} = h_i f_i g_{i+1}$. By left-cancelling $h_i$, we deduce $g_i = f_i g_{i+1}$, hence $g_{i+1}$ is a proper right-divisor of $g_i$ for each $i$. The sequence $g_0, g_1, \ldots$ witnesses that $\mathcal{C}$ is not right-Noetherian. $\square$

In other words, a left-cancellative category $\mathcal{C}$ is right-Noetherian if and only if every bounded $\prec$-increasing sequence in $\mathcal{C}$ is finite.

In the proof of Proposition 2.28, the assumption that $\mathcal{C}$ is left-cancellative is used only for proving that right-Noetherianity implies the non-existence of bounded increasing sequences, the other direction being valid in any category. The assumption cannot be skipped, see Exercise 12.

The second general result connects the three Noetherianity conditions that have been introduced, in a way that is stronger than what could be a priori expected.

Proposition 2.29 (Noetherian). A left-cancellative category is Noetherian if and only if it is both left- and right-Noetherian.

Proof. Assume that $\mathcal{C}$ is a left-cancellative category. One direction is obvious. Indeed, both $\prec$ and $\preceq$ are included in $\prec$, so an infinite descending sequence with respect to $\prec$ or $\preceq$ is an infinite descending sequence with respect to $\prec$. So, if $\mathcal{C}$ is not Noetherian, it cannot be Noetherian, and, similarly, if $\mathcal{C}$ is not right-Noetherian, it cannot be Noetherian.

Conversely, assume that $\mathcal{C}$ is not right-Noetherian. Let $f_0, f_1, \ldots$ be an infinite descending sequence with respect to $\preceq$. For each $i$, write $f_i = g_i f_{i+1} h_i$, where at least one of $g_i, h_i$ is non-invertible. Let $f'_i = g_0 \cdots g_{i-1} f_i$. Then we have $f'_i = f'_{i+1} h_i$ for each $i$, whence $f'_{i+1} \preceq f'_i$. The assumption that $\prec$ is well founded implies the existence of $n$ such that $f'_{i+1} \preceq f'_i$ holds for $i \geq n$. So $h_i$ is invertible for $i \geq n$, and the assumption that $g_i h_i$ is not invertible implies that $g_i$ is not invertible. Let $f''_i = f_i h_{i-1} \cdots h_0$. Then we have $f''_i = g_i f''_{i+1}$ for every $i$, and $f''_n f''_{n+1} \ldots$ is an infinite descending sequence with respect to $\preceq$. Hence $\mathcal{C}$ is not right-Noetherian. $\square$

We turn to the question of recognizing that a category is Noetherian. First, finiteness implies Noetherianity.

Proposition 2.30 (finite implies Noetherian). Every left-cancellative category with finitely many $\ast$-classes is Noetherian.
Proof. Assume that $C$ is left-cancellative and has finitely many $\equiv^*$-classes. As $C$ is left-cancellative, $f \prec g$ implies $f \neq g$; the element $g'$ possibly satisfying $g = fg'$ is unique when it exists, and it is either invertible or non-invertible. Therefore, a $\prec$-decreasing sequence must consist of non-$\equiv^*$-equivalent elements, and the assumption implies that every such sequence is finite. So $C$ is left-Noetherian.

For the same reason, a $\prec$-increasing sequence consists of non-$\equiv^*$-equivalent elements, and the assumption implies that every such sequence is finite. By Proposition 2.28, $C$ must be right-Noetherian, and Proposition 2.31 then implies that $C$ is Noetherian.

In particular, every finite left-cancellative category must be Noetherian. Note that the left-cancellativity assumption cannot be dropped: the two-element monoid $\langle a | a^2 = a \rangle^+$ is neither left- nor right-Noetherian since $a$ is a proper left- and right-divisor of itself.

The standard criterion for recognizing Noetherianity properties consists in establishing the existence of certain witnesses. Hereafter we denote by $\text{Ord}$ the collection of all ordinals, see for instance [173]. If $(S, R)$ is a category presentation, we say that a map $\lambda^*$ defined on $S^*$ is $\equiv^*_R$-invariant if $w \equiv^*_R w'$ implies $\lambda^*(w) = \lambda^*(w')$.

**Definition 2.31 (witness).** (i) A left-Noetherianity (resp. right-Noetherianity, resp. Noetherianity) witness for a category $C$ is a map $\lambda : C \to \text{Ord}$ such that $f \prec g$ (resp. $f \preceq g$, resp. $f \subset g$) implies $\lambda(f) < \lambda(g)$; the witness is called sharp if moreover $f \preceq g$ (resp. $f \not\preceq g$, resp. $f \not\subset g$) implies $\lambda(f) \leq \lambda(g)$.

(ii) A left-Noetherianity (resp. right-Noetherianity, resp. Noetherianity) witness for a category presentation $(S, R)$ is an $\equiv_R^*$-invariant map $\lambda^* : S^* \to \text{Ord}$ satisfying $\lambda^*(w) \leq \lambda^*(w|s)$ (resp. $\lambda^*(w) \leq \lambda^*(s|w)$, resp. both inequalities) for all $s$ in $S$ and $w$ in $S^*$ such that $s|w$ is a path, the inequality being strict whenever $[s]$ is not invertible in $(S | R)^+$.

Rather than one single example, let us describe a family of examples.

**Proposition 2.32 (homogeneous).** Say that a presentation $(S, R)$ is homogeneous if all relations in $R$ have the form $u = v$ with $\lg(u) = \lg(v)$. Then every homogeneous presentation admits an $\mathbb{N}$-valued Noetherianity witness.

**Proof.** The assumption about $R$ implies that any two $R$-equivalent paths have the same length, that is, the map $\lg()$ is $\equiv_R^*$-invariant. Then $\lg()$ provides the expected witness since, for every path $w$ and every $s$ in $S$, we have $\lg(w) < \lg(w|s)$ and $\lg(w) < \lg(s|w)$ whenever the paths are defined.

**Proposition 2.33 (witness).** (i) A category $C$ is left-Noetherian (resp. right-Noetherian, resp. Noetherian) if and only if there exists a left-Noetherianity (resp. right-Noetherianity, resp. Noetherianity) witness for $C$, if and only if there exists a sharp left-Noetherianity (resp. right-Noetherianity, resp. Noetherianity) witness for $C$.

(ii) A category presentation $(S, R)$ is left-Noetherian (resp. right-Noetherian, resp. Noetherian) if and only if there exists a left-Noetherianity (resp. right-Noetherianity, resp. Noetherianity) witness for $(S, R)$.

**Proof.** (i) A standard result in the theory of ordered sets asserts that a binary relation $R$ on a collection $S$ has no infinite descending sequence if and only if there exists a map $\lambda : S \to \text{Ord}$ such that $\lambda(x) < \lambda(y)$ whenever $x R y$.
\(\lambda : S \to \text{Ord}\) such that \(x R y\) implies \(\lambda(x) < \lambda(y)\). Applying this to the relations \(\prec\), \(\preceq\), and \(\subset\), respectively, gives the first equivalence result.

In order to prove the second equivalence, it suffices to show that the existence of a witness implies the existence of a sharp one in each case. We consider the case of left-divisibility. Assume that \(\lambda\) is a left-Noetherianity witness for \(C\). For every \(g\) in \(C\), define

\[\lambda'(g) = \min\{\lambda(g') \mid g' \preceq g\}.\]

As every nonempty family of ordinals has a smallest element, \(\lambda'(g)\) is well defined. We claim that \(\lambda'\) is a sharp left-Noetherianity witness for \(C\). Indeed, assume first \(f \prec g\), say \(fh = g\) with \(h\) not invertible. The well-foundedness of the ordinal order guarantees the existence of \(f'\) satisfying \(f' \preceq f\) and \(\lambda(f') = \lambda'(f)\) and, similarly, of \(g'\) satisfying \(g' \preceq g\) and \(\lambda(g') = \lambda'(g)\). Write \(f' = fe\) and \(g' = gc\) with \(e, e'\) invertible. Then we have \(f' \cdot e^{-1}he' = g'\), and \(e^{-1}he'\) is not invertible (the fact that a product of invertible elements is invertible requires no cancellativity assumption). We deduce \(\lambda'(f) = \lambda(f') < \lambda(g') = \lambda'(g)\), so \(\lambda'\) is a left-Noetherianity witness. Moreover, by definition, \(g' \preceq g\) implies \(\lambda'(g') = \lambda'(g)\). So \(\lambda'\) is sharp.

The argument for \(\preceq\) and \(\subset\) are similar, replacing \(\preceq\) with \(\preceq\) and \(\preceq\), respectively.

(ii) Again we begin with left-Noetherianity. So assume that \(\langle S \mid R \rangle^\ast\) is left-Noetherian. By (i), there exists a sharp left-Noetherianity witness \(\lambda\) on \(C\). Define \(\lambda^* : S^* \to \text{Ord}\) by \(\lambda^*(w) = \lambda([w])\). Then \(\lambda^*\) is a left-Noetherianity witness for \(\langle S, R \rangle\).

Conversely, assume that \(\lambda^*\) is a left-Noetherianity witness for \(\langle S, R \rangle\). Let \(C = \langle S \mid R \rangle^\ast\).

Then \(\lambda^*\) induces a well-defined function \(\lambda\) on \(C\). By assumption, \(\lambda(f) \leq \lambda(fs)\) holds for every \(f\) in \(C\) and \(s\) in \(S\) such that \(fs\) is defined, and \(\lambda(f) < \lambda(fs)\) if \(s\) is not invertible in \(C\). As \(S\) generates \(C\), this implies \(\lambda(f) \leq \lambda(fg)\) whenever \(fg\) is defined, and \(\lambda(f) < \lambda(fg)\) if \(g\) is not invertible. So \(\lambda\) is a (sharp) left-Noetherianity witness for \(C\).

The argument is similar for right-Noetherianity and for Noetherianity. \(\Box\)

A Noetherianity witness is to be seen as a weak measure of length for the elements of the considered category. As both relations \(\prec\) and \(\preceq\) are included in \(\subset\), every Noetherianity witness is automatically a left-Noetherianity witness and a right-Noetherianity witness.

In most cases, using transfinite ordinals is not necessary, and it is enough to resort to \(\mathbb{N}\)-valued witnesses, as in the case of homogeneous presentations—we recall that natural numbers are special ordinals, namely those smaller than Cantor’s \(\omega\). However, it is good to remember that this need not be always possible, even in a cancellative framework. We refer to Exercise 14 for a typical example, which is a sort of unfolded version of the non-cancellative monoid \((a, b \mid b = ba)^\ast\) where cancellativity is restored by splitting the generator \(b\) into infinitely many copies.

We turn to consequences of one- or two-sided Noetherianity. By definition, Noetherianity assumptions guarantee the existence of elements that are minimal, or maximal, with respect to the divisibility or factor relations. The basic principle is as follows.

**Proposition 2.34 (maximal element).** If \(C\) is a left-cancellative category that is right-Noetherian and \(X\) is a nonempty subfamily of \(C\) that is included in \(\text{Div}(g)\) for some \(g\), then \(X\) admits a \(\prec\)-maximal element.
Proof. Let \( f \) be an arbitrary element of \( \mathcal{X} \), and let \( x \) be its source. Starting from \( f_0 = f \), we construct a \( \prec \)-increasing sequence \( f_0, f_1, \ldots \) in \( \mathcal{X} \). As long as \( f_i \) is not \( \prec \)-maximal in \( \mathcal{X} \), we can find \( f_{i+1} \in \mathcal{X} \) satisfying \( f_i \prec f_{i+1} \preceq g \). By Proposition 2.28 (which is valid as \( \mathcal{C} \) is left-cancellative), the assumption that \( \mathcal{C} \) is right-Noetherian implies that the construction stops after a finite number \( m \) of steps. Then by construction, the element \( f_m \) is a \( \prec \)-maximal element of \( \mathcal{X} \).

Under additional closure assumptions, the existence of a \( \prec \)-maximal element can be strengthened into the existence of a \( \preceq \)-greatest element.

Lemma 2.35. If \( \mathcal{C} \) is a left-cancellative category, \( \mathcal{X} \) is a subfamily of \( \mathcal{C} \) whose elements all share the same source, and any two elements of \( \mathcal{X} \) admit a common right-multiple in \( \mathcal{X} \), then every \( \prec \)-maximal element of \( \mathcal{X} \) is a \( \preceq \)-greatest element of \( \mathcal{X} \).

Proof. Assume that \( h \) is \( \prec \)-maximal in \( \mathcal{X} \). By assumption, \( f \) and \( h \) share the same source, so they admit a common right-multiple that lies in \( \mathcal{X} \), say \( fg' = hf' \). The assumption that \( h \) is \( \prec \)-maximal in \( \mathcal{X} \) implies that \( f' \) is invertible, and, therefore, \( f \) left-divides \( h \). So \( h \) is a \( \preceq \)-greatest element of \( \mathcal{X} \).

(See Lemma [VI.1.27] for an improvement of Lemma 2.35) Merging Proposition 2.34 and Lemma 2.35, we immediately deduce

Corollary 2.36 (greatest element). If \( \mathcal{C} \) is a left-cancellative category that is right-Noetherian and \( \mathcal{X} \) is a nonempty subfamily of \( \mathcal{C} \) that is included in \( \text{Div}(g) \) for some \( g \), then \( \mathcal{X} \) admits a \( \preceq \)-greatest element.

As an application of the previous general principle, we obtain the following converse of Lemma 2.21

Lemma 2.37. If \( \mathcal{C} \) is a left-cancellative category that is right-Noetherian and admits conditional right-lcms, then every nonempty family of elements of \( \mathcal{C} \) sharing the same source has a left-gcd.

Proof. Assume that \( \mathcal{X} \) is a nonempty family of elements \( \mathcal{C} \) that share the same source \( x \). Let \( h \) be an element of \( \mathcal{X} \), and let \( \mathcal{Y} \) be the family of the elements of \( \mathcal{C} \) that left-divide every element of \( \mathcal{X} \). By definition, \( \mathcal{Y} \) is included in \( \text{Div}(h) \), and it is nonempty since it contains \( 1_x \). By Proposition 2.34 \( \mathcal{Y} \) has a \( \prec \)-maximal element, say \( g \). Now, let \( f \) be any element of \( \mathcal{Y} \). Then \( h \) is a common right-multiple of \( f \) and \( g \). As \( \mathcal{C} \) admits conditional right-lcms, \( f \) and \( g \) admit a right-lcm, say \( g' \). Let \( h' \) be any element of \( \mathcal{X} \). As \( f \) and \( g \) belong to \( \mathcal{Y} \), we have \( f \preceq h' \) and \( g \preceq h' \), whence \( g' \preceq h' \). This shows that \( g' \) belongs to \( \mathcal{Y} \). As, by definition, we have \( g \preceq g' \) and \( g \) is \( \prec \)-maximal in \( \mathcal{Y} \), we deduce \( g' = g \), hence \( f \preceq g \). Hence every element of \( \mathcal{Y} \) left-divides \( g \), and \( g \) is a left-gcd of \( \mathcal{X} \).

Another application of Noetherianity is the existence, in the most general case, of minimal common multiples, which are a weak form of least common multiples.

Definition 2.38 (minimal common right-multiple). For \( f, g, h \) in a category \( \mathcal{C} \), we say that \( h \) is a minimal common right-multiple, or right-mcm, of \( f \) and \( g \) if \( h \) is a right-multiple of \( f \) and \( g \), and no proper left-divisor of \( h \) is a right-multiple of \( f \) and \( g \). We say that \( \mathcal{C} \) admits right-mcms if, for all \( f, g \) in \( \mathcal{C} \), every common right-multiple of \( f \) and \( g \) is a right-multiple of some right-mcm of \( f \) and \( g \).
Example 2.39 (right-mcm). Let $M$ be the monoid $\langle a, b \mid ab = ba, a^2 = b^2 \rangle^+$. Then $M$ is a cancellative monoid, and any two elements of $M$ admit common left-multiples and common right-multiples. So $M$ satisfies Ore’s conditions (see Section 3), and its group of fractions is the direct product $\mathbb{Z} \times \mathbb{Z}_2$. In $M$, the elements $a$ and $b$ admit two right-mcms, namely $ab$ and $a^2$, but none is a right-lcm. It is easy to check that $M$ admits right-mcms.

The connection between a right-mcm and a right-lcm is the same as the connection between a minimal element and a minimum: for $h$ to be a right-mcm of $f$ and $g$, we do not assume that every common multiple of $f$ and $g$ be a multiple of $h$, but we require that the latter be minimal in the family of common multiples of $f$ and $g$. So a right-lcm always is a right-mcm and, conversely, if any two right-mcms of two elements $f, g$ are $\equiv^*$-equivalent, then these right-mcms are right-lcms (see Exercise 5). In particular, every category that admits conditional right-lcms a fortiori admits right-mcms.

Proposition 2.40 (right-mcm). Every left-cancellative category that is left-Noetherian admits right-mcms.

Proof. Assume that $C$ is left-cancellative and left-Noetherian. By assumption, the proper left-divisibility relation has no infinite descending sequence in $C$, which implies that every nonempty subfamily of $C$ has a $\prec$-minimal element. Assume that $h$ is a common right-multiple of $f$ and $g$. If $\text{Mult}(g)$ denotes the family of all right-multiples of $g$, a $\prec$-minimal element in $\text{Mult}(f) \cap \text{Mult}(g) \cap \text{Div}(h)$ is a common right-multiple of $f$ and $g$ left-dividing $h$ of which no proper left-divisor is a right-multiple of $f$ and $g$, hence a right-mcm of $f$ and $g$ left-dividing $h$.

2.4 Height

We continue our investigation of Noetherianity conditions, and refine the qualitative results of Subsection 2.3 with quantitative results that involve the so-called rank functions associated with the left- and right-divisibility relations and the factor relation. This leads to introducing the smallest Noetherianity witnesses, here called heights.

Our starting point is the following standard result from the theory of relations.

Lemma 2.41. If $R$ is a binary relation on a family $S$ and every initial segment $\{ f \in S \mid f R g \}$ of $R$ is a set, then there exists a unique rank function for $(S, R)$, defined to be a (partial) function $\rho : S \to \text{Ord}$ such that $\rho(g)$ is defined if and only if the restriction of $R$ to $\{ f \in S \mid f R g \}$ is well-founded, and $\rho$ obeys the rule

$$\rho(g) = \sup \{ \rho(f) + 1 \mid f R g \}. \tag{2.42}$$

Note that, if (2.42) is satisfied, then $f R g$ implies $\rho(f) < \rho(g)$. So, as there exists no infinite descending sequence of ordinals, $\rho(g)$ cannot be defined if $\{ f \in S \mid f R g \}$ is not well-founded. The converse implication, namely the existence of $\rho(g)$ whenever $\{ f \in S \mid f R g \}$ is well-founded, is established using ordinal induction. Applying the result in the context of divisibility leads to introducing three partial functions.
Definition 2.43 (height). For $C$ a category, we define the left-height $\text{ht}_L$ (resp. the right-height $\text{ht}_R$, resp. the height $\text{ht}$) of $C$ to be the rank function associated with proper left-divisibility (resp. proper right-divisibility, resp. proper factor relation) on $C$.

By definition, the initial segment determined by an element $g$ with respect to $\prec$ is $\text{Div}(g) \setminus \{g' \mid g' \succcurlyeq g\}$. The restriction of $\prec$ to $\text{Div}(g) \setminus \{g' \mid g' \succcurlyeq g\}$ is well founded if and only if the restriction of $\prec$ to $\text{Div}(g)$ is well founded, and, therefore, $\text{ht}_L(g)$ is defined if and only if the restriction of $\prec$ to $\text{Div}(g)$ is well founded. Similarly, $\text{ht}_R(g)$ is defined if and only if the restriction of $\succ$ to $\text{Div}(g)$ is well founded, and $\text{ht}(g)$ is defined if and only if the restriction of $\subset$ to $\text{Fac}(g)$ is well founded. See Exercise 14 for an example of a monoid where an element has a right-height, but no right-height and no height.

We begin with general properties of left-height.

Lemma 2.44. Assume that $C$ is a left-cancellative category.

(i) The left-height is $=^*$-invariant: if $g =^* g'$ holds and $\text{ht}_L(g)$ is defined, $\text{ht}_L(g')$ is defined as well and $\text{ht}_L(g') = \text{ht}_L(g)$ holds.

(ii) An element $g$ is invertible if and only if $\text{ht}_L(g)$ is defined and equal to $0$.

(iii) If $\text{ht}_L(fg)$ is defined, so are $\text{ht}_L(f)$ and $\text{ht}_L(g)$ and we have

\begin{equation}
\text{ht}_L(fg) \geq \text{ht}_L(f) + \text{ht}_L(g).
\end{equation}

(iv) Left-height is invariant under every automorphism of $C$.

Proof. (i) If $g' =^* g$ holds, the families $\text{Div}(g')$ and $\text{Div}(g)$ coincide.

(ii) Assume that $x$ is invertible in $C$. Then the family $\{f \in C \mid f \prec x\}$ is empty, and the inductive definition of (2.42) gives $\text{ht}_L(x) = 0$.

Conversely, assume $\text{ht}_L(g) = 0$, and let $x$ be the source of $g$. The assumption implies that no element $f$ of $C$ satisfies $f \prec g$. In particular, $1_x \prec g$ must be false. As $g = 1_xg$ holds, this means that $g$ must be invertible.

(iii) If $f_0, f_1, \ldots$ is an infinite descending sequence in $\text{Div}(f)$ witnessing that $\prec$ is not well-founded, it is also a sequence in $\text{Div}(fg)$. So, if $\text{ht}_L(f)$ is not defined, then $\text{ht}_L(fg)$ is not defined as well. On the other hand, if $g_0, g_1, \ldots$ is an infinite descending sequence in $\text{Div}(g)$ witnessing that $\prec$ is not well-founded, then $fg_0, fg_1, \ldots$ is a sequence in $\text{Div}(fg)$ witnessing that $\prec$ is not well-founded. So, if $\text{ht}_R(g)$ is not defined, then $\text{ht}_L(fg)$ is not defined as well.

We prove (2.45) using induction on $\text{ht}_L(g)$. If $g$ is invertible, then we have $fg =^* f$, whence $\text{ht}_L(fg) = \text{ht}_L(f)$, and $\text{ht}_L(g) = 0$ by (ii). Otherwise, assume $\alpha < \text{ht}_L(g)$.

By (2.42), there exists $h \prec g$ satisfying $\text{ht}_L(h) \geq \alpha$. The existence of $\text{ht}_L(fg)$ implies that of $\text{ht}_L(fh)$, and the induction hypothesis implies $\text{ht}_L(fh) \geq \text{ht}_L(f) + \alpha$. As $fh \prec fg$ holds, we deduce $\text{ht}_L(fg) \geq \text{ht}_L(f) + \alpha + 1$. This being true for every $\alpha < \text{ht}_L(g)$, we deduce (2.45).

(iv) Assume that $\phi$ is an automorphism of $C$. We prove that $\text{ht}_L(\phi(g)) = \text{ht}_L(g)$ holds for $\text{ht}_L(g) \leq \alpha$ using induction on $\alpha$. Assume $\alpha = 0$. Then, by (ii), $g$ must be invertible, hence so is $\phi(g)$, which implies $\text{ht}_L(\phi(g)) = 0 = \text{ht}_L(g)$. Assume now $\alpha > 0$. Then, by definition, we obtain

$$
\text{ht}_L(\phi(g)) = \sup\{\text{ht}_L(h) + 1 \mid h \preceq_\phi g\} = \sup\{\text{ht}_L(h) + 1 \mid \phi^{-1}(h) \preceq g\}.
$$
As $\phi^{-1}(h) \preceq g$ implies $\text{ht}_\alpha(\phi^{-1}(h)) < \text{ht}_\alpha(g) \leq \alpha$, the induction hypothesis implies 
\[ \text{ht}_\alpha(\phi^{-1}(h)) = \text{ht}_\alpha(h) \] for $h$ in the above family, whence
\[ \text{ht}_\alpha(\phi(g)) = \sup\{\text{ht}_\alpha(\phi^{-1}(h)) + 1 \mid \phi^{-1}(h) \preceq g\} = \sup\{\text{ht}_\alpha(f) + 1 \mid f \preceq g\} = \text{ht}_\alpha(g), \]
the second equality because $\phi$ is surjective.

Similar results hold for right-height and height. In Lemma 2.44(i), $\preceq$ has to be replaced with $\succeq$ in the case of the right-height, and with $\preceq$ in the case of the height. For Lemma 2.44(ii), the results are the same. As for Lemma 2.44(iii), the result is similar for the right-height, with the difference that (2.45) is to be replaced with
\[ (2.46) \quad \text{ht}_\alpha(fg) \geq \text{ht}_\alpha(g) + \text{ht}_\alpha(f). \]

A category is called small if the families of elements and objects are sets (and not proper classes), a very mild condition that is always satisfied in all examples considered in this text. If $C$ is a small category, then, for every $g$ in $C$, the families $\text{Div}(g)$, $\text{Div}(g)$, and $\text{Fac}(g)$ are sets.

**Proposition 2.47 (height).** If $C$ is a small left-cancellative category, then $C$ is left-Noetherian (resp. right-Noetherian, resp. Noetherian) if and only if the left-height (resp. the right-height, resp. the height) is defined everywhere on $C$. In this case, the latter is a sharp left-Noetherianity (resp. right-Noetherianity, resp. Noetherianity) witness for $C$, and it is the smallest witness: if $\lambda$ is any witness of the considered type for $C$, then $\lambda(g) \geq \text{ht}_\alpha(g)$ (resp. $\text{ht}_\alpha(g)$, resp. $\text{ht}(g)$) holds for every $g$ in $C$.

**Proof.** We consider the case of left-Noetherianity, the other cases are similar. Assume that $C$ is left-Noetherian. Then the relation $\prec$ is well-founded on $C$ and, therefore, for every $g$ in $C$, the restriction of $\prec$ to $\text{Div}(g)$ is well founded as well. Hence, by Lemma 2.41, $\text{ht}_\alpha(g)$ is defined. Moreover, again by Lemma 2.41, if $g \prec f$, then $\text{ht}_\alpha(g) < \text{ht}_\alpha(f)$, and, by Lemma 2.44(ii), $g \succeq g'$ implies $\text{ht}_\alpha(g) = \text{ht}_\alpha(g')$. So $\text{ht}_\alpha$ is a sharp Noetherianity witness for $C$.

Conversely, assume that $C$ is not left-Noetherian. Then there exists an infinite descending sequence $g_0 \succ g_1 \succ \cdots$. Then $\text{ht}_\alpha(g_i)$ cannot be defined for every $i$. Indeed, by Lemma 2.41, if $g \succ f$, then $\text{ht}_\alpha(g) > \text{ht}_\alpha(f)$, and, therefore, $\text{ht}_\alpha(g_0)$, $\text{ht}_\alpha(g_1)$, $\cdots$ would be an infinite descending sequence of ordinals, which is impossible.

Finally, assume that $\lambda$ is an arbitrary left-Noetherianity witness for $C$. We prove using induction on the ordinal $\alpha$ that $\text{ht}_\alpha(g) \geq \alpha$ implies $\lambda(g) \geq \alpha$. So assume $\text{ht}_\alpha(g) \geq \alpha$. If $\alpha$ is zero, then $\lambda(g) \geq \alpha$ certainly holds. Otherwise, let $\beta$ be an ordinal smaller than $\alpha$. By (2.22), there exists $f$ satisfying $f \prec g$ and $\text{ht}_\alpha(f) \geq \beta$. By induction hypothesis, we have $\lambda(f) \geq \beta$, whence $\lambda(g) \geq \beta + 1$. This being true for every $\beta < \alpha$, we deduce $\lambda(g) \geq \alpha$.

Owing to Proposition 2.29, it follows from Proposition 2.47 that, if $C$ is a small left-cancellative category, then the height function is defined everywhere on $C$ if and only if the left- and right-height functions are defined everywhere. Inspecting the proof of Proposition 2.29 gives a local version, namely that, if $C$ is a left-cancellative category and $g$ is any element of $C$, then $\text{ht}(g)$ is defined if and only if $\text{ht}_\alpha(g)$ and $\text{ht}_\beta(g)$ are defined.
We consider now the elements with a finite height. By Lemma 2.44(ii) and its right counterpart, having left-height zero is equivalent to having right-height zero, and to having height zero. A similar result holds for all finite values.

**Proposition 2.48 (finite height).** For every left-cancellative category $C$ and for all $g$ in $C$ and $n$ in $\mathbb{N}$, the following conditions are equivalent:

(i) Every decomposition of $g$ contains at most $n$ non-invertible entries;
(ii) The integer $\text{ht}_L(g)$ is defined and is at most $n$;
(iii) The integer $\text{ht}_R(g)$ is defined and is at most $n$;
(iv) The integer $\text{ht}(g)$ is defined and is at most $n$.

**Proof.** We prove the equivalence of (i) and (ii) using induction on $n$. For $n = 0$, the equivalence is Lemma 2.44(ii). Assume first that $g$ satisfies (i). Let $f$ be any proper left-divisor of $g$, say $g = fg'$ with $g'$ non-invertible. If $f$ had a decomposition containing more than $n - 1$ non-invertible elements, $g$ would have a decomposition into more than $n$ non-invertible elements, contradicting the assumption. By the induction hypothesis, we have $\text{ht}_L(f) \leq n - 1$. By (2.42), we deduce $\text{ht}_L(g) \leq n$. So (i) implies (ii).

Conversely, assume $\text{ht}_L(g) \leq n$. Let $g_1 \cdots g_t$ be a decomposition of $g$. If all elements $g_i$ are invertible, then $g$ is invertible, and (i) holds. Otherwise, let $i$ be the largest index such that $g_i$ is non-invertible, and let $f = g_i \cdots g_{i-1}$ if $i \geq 2$ holds, and $f = 1_x$, $x$ the source of $g$, otherwise. By definition, $f \prec g$ holds, so (2.42) implies $\text{ht}_L(f) \leq n - 1$, and, by induction hypothesis, every decomposition of $f$ contains at most $n - 1$ non-invertible entries, so, in particular, there are at most $n - 1$ non-invertible entries among $g_1, \ldots, g_{i-1}$. Hence there are at most $n$ non-invertible entries among $g_1, \ldots, g_t$. So (ii) implies (i).

The equivalence of (i) and (iii), and of (i) and (iv), is established in the same way.  

We deduce the equivalence of several strong forms of Noetherianity.

**Corollary 2.49 (finite height).** For every left-cancellative category $C$, the following conditions are equivalent:

(i) For every $g$ in $C$, there exists a number $n$ such that every decomposition of $g$ contains at most $n$ non-invertible entries;
(ii) Every element of $C$ has a finite left-height;
(iii) Every element of $C$ has a finite right-height;
(iv) Every element of $C$ has a finite height;
(v) The category $C$ admits an $\mathbb{N}$-valued left-Noetherianity witness;
(vi) The category $C$ admits an $\mathbb{N}$-valued right-Noetherianity witness;
(vii) The category $C$ admits an $\mathbb{N}$-valued Noetherianity witness;
(viii) There exists $\lambda : C \to \mathbb{N}$ satisfying

\[ (2.50) \quad \lambda(fg) \geq \lambda(f) + \lambda(g) \quad \text{and} \quad f \notin C^e \text{ implies } \lambda(f) \geq 1. \]

All these conditions are satisfied whenever $C$ admits a homogeneous presentation.

**Proof.** Proposition 2.48 directly gives the equivalence of (i)–(iv). Then, owing to Proposition 2.47, (ii) is equivalent to (v) since the left-height is a minimal left-Noetherianity witness. Similarly, (iii) is equivalent to (vi), and (iv) is equivalent to (vii). Moreover, (v) and (viii) are equivalent by the $C$-counterpart of Lemma 2.44(iii). Finally, as observed in
Proposition 2.32: The existence of a homogeneous presentation guarantees that the length of paths provides an \( \mathbb{N} \)-valued left-Noetherianity witness.

**Definition 2.51 (strongly Noetherian).** A left-cancellative category is called strongly Noetherian if it satisfies the equivalent conditions (i)–(viii) of Corollary 2.49. A category presentation \((S, R)\) defining a left-cancellative category is called strongly Noetherian if the category \(\langle S \mid R \rangle^+\) is strongly Noetherian.

Thus, in particular, every (left-cancellative) category that admits a homogeneous presentation, that is, a presentation in which both terms of each relation have the same length, is strongly Noetherian.

### 2.5 Atoms

The previous results lead to considering the elements with height one.

**Definition 2.52 (atom).** An element \(g\) of a left-cancellative category \(C\) is called an atom if \(g\) is not invertible and every decomposition of \(g\) in \(C\) contains at most one non-invertible element.

In other words, \(g\) is an atom if \(g\) is not invertible but there is no equality \(g = g_1g_2\) with \(g_1, g_2\) both not invertible.

**Example 2.53 (atom).** If \((S, R)\) is a homogeneous category presentation, then the category \(\langle S \mid R \rangle^+\) has no nontrivial invertible element, and all elements of \(S\) are atoms. Indeed, by assumption, the various families \(S^p\) are pairwise disjoint. In particular, no element of \(S\) may belong to \(S^p\) with \(p \geq 2\).

Proposition 2.48 directly implies:

**Corollary 2.54 (atom).** An element \(g\) of a left-cancellative category \(C\) is an atom if and only if \(g\) has left-height 1, if and only if \(g\) has right-height 1, if and only if \(g\) has height 1.

Owing to the characterization of atoms as elements with height one, the \(\subset\)-counterpart of Lemma 2.44(i) implies that the family of atoms of a left-cancellative category is closed under \(\ast\)-equivalence. On the other hand, it follows from the inductive definition (2.42) that the values of a rank function always make an initial segment in the family \(\text{Ord}\) (there cannot be any jump). So, by Proposition 2.47, every category that is left- or right-Noetherian and contains at least one non-invertible element must contain an atom. Actually, we can state a more precise result.

**Proposition 2.55 (atom).** If \(C\) is a left-cancellative category that is left-Noetherian (resp. right-Noetherian), then every non-invertible element of \(C\) is left-divisible (resp. right-divisible) by an atom.
Proof. Assume that \( g \) is a non-invertible element of \( C \). If \( g \) is not an atom, there exist non-invertible elements \( g_1, h_1 \) satisfying \( g = g_1 h_1 \). If \( g_1 \) is not an atom, we similarly find non-invertible elements \( g_2, h_2 \) satisfying \( g_1 = g_2 h_2 \). As long as \( g_1 \) is not an atom, we can repeat the process. Now, by construction, \( g, g_1, g_2, \ldots \) is a descending sequence with respect to proper left-divisibility. The assumption that \( C \) is left-Noetherian implies that the process cannot repeat forever, that is, that there exists \( i \) such that \( g_i \) is an atom.

It is natural to wonder whether atoms plus invertible elements generate every left- or right-Noetherian category. The following example shows that this need not be the case.

Example 2.56 (atoms not generating). Let \( M \) be the monoid with presentation

\[
(a_1, a_2, \ldots, b_1, b_2, \ldots) \mid b_i = b_{i+1} a_i \text{ for each } i.
\]

Using the toolbox of Section 2.4.1 it is easy to check that the monoid \( M \) is left-cancellative. On the other hand, let \( S = \{a_1, a_2, \ldots, b_1, b_2, \ldots\} \), and let \( \lambda \) be the mapping of \( S^* \) to ordinals defined by \( \lambda(s_1) \cdots s_k = \lambda(s_k) + \cdots + \lambda(s_1) \), with \( \lambda(a_1) = \lambda(a_2) = \cdots = 1 \) and \( \lambda(b_1) = \lambda(b_2) = \cdots = \omega \). As we have \( \lambda(b_i) = \omega = 1 + \omega = \lambda(b_{i+1} a_i) \) for each \( i \), the map \( \lambda \) induces a well defined map on \( M \). Hence, by Proposition 2.33 \( M \) is right-Noetherian. Now the atoms of \( M \) are the elements \( a_i \), which do not generate \( M \) as \( \lambda(g) \) is finite for each \( g \) in the submonoid generated by the \( a_i \)'s, whereas \( \lambda(b_1) \) is infinite.

The monoid of Example 2.56 is not finitely generated. On the other hand, if we try to modify the presentation by identifying all elements \( b_i \), then we obtain relations \( b = b a_i \) that contradict left-cancellativity. We refer to Exercise 16 for an example of a finitely presented monoid that is cancellative, right-Noetherian, but not generated by its atoms and its invertible elements (this monoid however contains nontrivial invertible elements, which leaves the question of finding a similar example with no nontrivial invertible element open).

Such situations cannot happen in the case of Noetherianity, that is, when both left- and right-Noetherianity are satisfied. We begin with a characterization of generating families.

Lemma 2.57. Assume that \( C \) is a left-cancellative category that is right-Noetherian, and \( S \) is included in \( C \).

(i) If every non-invertible element of \( C \) is left-divisible by at least one non-invertible element of \( S \), then \( S \cup C^\circ \) generates \( C \).

(ii) Conversely, if \( S \cup C^\circ \) generates \( C \) and \( S \) satisfies \( C^\circ S \subseteq S^2 \), then every non-invertible element of \( C \) is left-divisible by at least one non-invertible element of \( S \).

Proof. (i) Let \( g \) be an element of \( C \). If \( g \) is invertible, \( g \) belongs to \( C^\circ \). Otherwise, by assumption, there exist a non-invertible element \( s_1 \) in \( S \) and \( g' \) in \( C \) satisfying \( g = s_1 g' \). If \( g' \) is invertible, \( g \) belongs to \( S C^\circ \). Otherwise, there exist a non-invertible element \( s_2 \) in \( S \) and \( g'' \) satisfying \( g' = s_2 g'' \), and so on. By Proposition 2.28 the sequence \( 1_x, s_1, s_1 s_2, \ldots \), which is increasing with respect to proper left-divisibility and lies in \( \text{Div}(g) \), must be finite, yielding \( p = s_1 \cdots s_p \) with \( g_1, \ldots, g_p \) in \( S \) and \( \epsilon \) in \( C^\circ \). This proves (i).

(ii) Let \( g \) be a non-invertible element of \( C \). Let \( s_1 \cdots s_p \) be a decomposition of \( g \) such that \( g_i \) lies in \( S \cup C^\circ \) for every \( i \). As \( g \) is not invertible, there exists \( i \) such that \( s_i \) is not invertible. Assume that \( i \) is minimal with this property. Then \( s_1 \cdots s_{i-1} \) is invertible and,
as $C^\circ S \subseteq S^\sharp$ holds, there exists $s'$ in $S \setminus C^\circ$ and $e$ in $C^\circ$ satisfying $s_1 \cdots s_i = s'e$. Then $s'$ is a non-invertible element of $S$ left-dividing $g$.

**Proposition 2.58 (atoms generate).** Assume that $C$ is a left-cancellative category that is Noetherian.

(i) Every subfamily of $C$ that generates $C^\circ$ and contains at least one element in each $=^\circ$-class of atoms generates $C$.

(ii) Conversely, every subfamily $S$ that generates $C$ and satisfies $C^\circ S \subseteq S^\sharp$ generates $C^\circ$ and contains at least one element in each $=^\circ$-class of atoms.

**Proof.** (i) Assume that $S$ generates $C^\circ$ and contains at least one element in each $=^\circ$-class of atoms. Let $g$ be a non-invertible element of $C$. By (the right counterpart of) Proposition 2.55, $g$ is left-divisible by some atom, hence by some element of $S$. By Lemma 2.57(i), this implies that $S \cup C^\circ$ generates $C$. As, by assumption, $S$ generates $C^\circ$, hence $S \cup C^\circ$, we deduce that $S$ generates $C$.

(ii) Assume that $S$ generates $C$ and we have $C^\circ S \subseteq S^\sharp$. First, $S$ must generate $C^\circ$, which is included in $C$. Now let $g$ be an atom of $C$. By Lemma 2.57(ii), there must exist a non-invertible element $s$ of $S$ left-dividing $g$. As $g$ is an atom, the only possibility is $s =^\circ g$. So some atom in the $=^\circ$-class of $g$ lies in $S$.

**Corollary 2.59 (generating subfamily).** If $C$ is a left-cancellative category that is Noetherian and contains no nontrivial invertible element, then a subfamily of $C$ generates $C$ if and only if it contains all atoms of $C$.

### 3 Groupoids of fractions

We now review some basic results about the enveloping groupoid of a category and the special case of a groupoid of fractions as described in a classical theorem of Ore. In general, the constructions are made in the context of monoids and groups, but adapting them to categories introduces no difficulty and remains an easy extension of the embedding of the additive monoid of natural numbers into the group of integers, and of the multiplicative monoid of non-zero integers into the group of rational numbers.

The section comprises three subsections. Subsection 3.1 contains a few general remarks about the enveloping groupoid of a category. In Subsection 3.2 we consider the special case of a groupoid of fractions and establish Ore’s theorem, which gives necessary and sufficient conditions for a category to admit a groupoid of fractions. Finally, we show in Subsection 3.3 that the torsion elements in the groupoid of fractions of a category that admits right-lcms are connected with the torsion elements of the category.
3.1 The enveloping groupoid of a category

A groupoid is a category in which all elements are invertible. For instance, a groupoid with one object only is (or identifies with) a group.

We shall see below that, for every category $C$, there exists a groupoid $G$, which is unique up to isomorphism, with the universal property that every functor from $C$ to a groupoid factors through $G$. This groupoid is called the enveloping groupoid of the category (the enveloping group of the monoid when there is only one object).

Let us start with a straightforward observation.

**Lemma 3.1.** Every category $C$ admits the presentation $\langle C \mid Rel(C) \rangle^+$, where $Rel(C)$ is the family of all relations $fg = h$ for $f, g, h$ in $C$ satisfying $fg = h$.

*Proof.* Let $\iota$ be the map from $C$ to itself that sends each object and each element to itself. By definition, the image under $\iota$ of every relation of $Rel(C)$ is valid in $C$, hence $\iota$ extends into a functor of $\langle C \mid Rel(C) \rangle^+$ to $C$, which, by construction, is surjective and injective. \qed

We shall define the enveloping groupoid using a presentation similar to that of Lemma 3.1. To this end, we first introduce the notion of a signed path in a category, which extends the notion of a path as introduced in Definition 1.28 and corresponds to a zigzag in which the arrows can be crossed in both directions.

**Definition 3.2 (signed path).** If $S$ is a precategory, we denote by $\overline{S}$ the precategory consisting of a copy $S$ for each element $s$ of $S$, with the convention that the source of $\overline{s}$ is the target of $s$ and the target of $\overline{s}$ is the source of $s$. A signed path in $S$, or signed $S$-path, is a $(S \cup \overline{S})$-path. If $w$ is a signed path, $\overline{w}$ denotes the signed path obtained from $w$ by exchanging $s$ and $\overline{s}$ everywhere and reversing the order of the entries.

So a signed $S$-path is either an indexed empty sequence $(\cdot)_x$ with $x$ in $\text{Obj}(S)$, or a nonempty sequence whose entries lie in $S \cup \overline{S}$. In this context, it is sometimes convenient to use $s^\epsilon$, with the convention that $s^{+1}$ stands for $s$ and $s^{-1}$ for $\overline{s}$. Then a nonempty signed path takes the form $(s_1^{\epsilon_1}, \ldots, s_p^{\epsilon_p})$ with $s_1, \ldots, s_p$ in $S$ and $\epsilon_1, \ldots, \epsilon_p$ in $\{-1, +1\}$. The entries lying in $S$ are then called positive, whereas the entries lying in $\overline{S}$ are called negative. In practice, we write $\epsilon_x$ for $(\cdot)_x$, and we identify $s^\epsilon$ with the length one sequence $(s^\epsilon)$. Then $(s_1^{\epsilon_1}, \ldots, s_p^{\epsilon_p})$ identifies with $s_1^{\epsilon_1} \cdots s_p^{\epsilon_p}$. We recall from Convention 1.15 that, when $S$ is included in some category $C$, a clear distinction should be made between a path $s_1 \cdots s_p$, that is, the sequence $(s_1, \ldots, s_p)$, and its evaluation in $C$. Similarly, in the case when $\overline{S}$ is included in some groupoid $G$, a clear distinction should be made between the signed path $\overline{s_1} \cdots \overline{s_p}$ and its possible evaluation in $G$ when $\overline{s}$ is given the value $s^{-1}$.

**Definition 3.3 (enveloping groupoid).** The enveloping groupoid $\text{Env}(C)$ of a category $C$ is the category presented by

\[(3.4) \quad \langle C \cup \overline{C} \mid Rel(C) \cup \text{Free}(C) \rangle^+,\]

where $\text{Free}(C)$ is the family of all relations $\overline{g}g = 1_x$ and $gg = 1_y$ for $g$ in $C(x, y)$. 
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The above terminology makes sense as we have

**Proposition 3.5 (enveloping groupoid).** For every category $C$, the category $\text{Env}(C)$ is a groupoid, the identity mapping on $C$ defines a morphism $\iota$ of $C$ to $\text{Env}(C)$ and, up to isomorphism, $\text{Env}(C)$ is the only groupoid with the property that each morphism of $C$ to a groupoid factors through $\iota$.

**Proof (sketch).** The argument is straightforward. If $\phi$ is a morphism of $C$ to a groupoid $G$, then the image under $\phi$ of every relation of $\text{Rel}(C)$ must be satisfied in $G$, and so does the image under $\phi$ of every relation of $\text{Free}(C)$ since $G$ is a groupoid. Hence $\phi$ factors through $\text{Env}(C)$.

Of course, in the case of a monoid, it is customary to speak of the **enveloping group**.

Note that $\text{Env}(C)$, being defined by a presentation, is defined up to isomorphism only. By definition, the elements of an enveloping groupoid $\text{Env}(C)$ are equivalence classes of signed paths in $C$. Let us fix some notation.

**Notation 3.6 (relation $\equiv^\pm_C$).** For $C$ a category and $w, w'$ signed paths in $C$, we write $w \equiv^\pm_C w'$ if $w$ and $w'$ represent the same element of $\text{Env}(C)$, that is, they are equivalent with respect to the congruence generated by $\text{Rel}(C) \cup \text{Free}(C)$.

In general, the morphism $\iota$ of Proposition 3.5 need not be injective, that is, a category need not embed in its enveloping groupoid.

**Example 3.7 (not embedding).** Let $M$ be the monoid $\langle a, b, c \mid ab = ac \rangle^\star$. In $M$, the elements $b$ and $c$ do not coincide because no relation applies to the length one words $a$ and $b$. However, we can write $b \equiv_M^+ a|b \equiv_M^+ a|c \equiv_M^+ c$. Therefore we have $\iota(b) = \iota(c)$, and $M$ does not embed in its enveloping group.

Here are two elementary observations about the possible embeddability of a category in its enveloping groupoid.

**Lemma 3.8.** (i) A category $C$ embeds in its enveloping groupoid if and only if there exists at least one groupoid in which $C$ embeds.

(ii) A category that embeds in its enveloping groupoid is cancellative.

**Proof.** (i) Assume that $\phi$ is an injective morphism of $C$ to a groupoid. By Proposition 3.5, $\phi$ factors through the canonical morphism $\iota$ of $C$ to $\text{Env}(C)$. Then $\iota(g) = \iota(g')$ implies $\phi(g) = \phi(g')$, whence $g = g'$.

(ii) Assume that $C$ is a category and $f, g, g'$ are elements of $C$ that satisfy $fg = fg'$. As $\iota$ is a morphism, we deduce $\iota(f) \iota(g) = \iota(f) \iota(g')$ in $\text{Env}(C)$, whence $\iota(g) = \iota(g')$ as $\text{Env}(C)$ is a groupoid. If $\iota$ is injective, this implies $g = g'$. Hence $C$ is left-cancellative. The argument is symmetric for right-cancellation.

However the next example shows that the condition of Lemma 3.8(ii) is not sufficient.
Example 3.9 (not embedding). Consider the monoid
\[ M = \langle a, b, c, d, a', b', c', d' \mid ac = a'c', ad = a'd', bc = b'c' \rangle. \]
Using for instance the criterion of Proposition 4.44 one checks that \( M \) is cancellative. However, \( M \) does not embed in a group. Indeed, \( bd = b'd' \) fails in \( M \), whereas
\[ b|d \equiv b|c|a|d = b|c|(\overline{a|c})|a|d \equiv b'|c'|a'|d' \equiv b'|d' \]
holds, whence \( \iota(bd) = \iota(b'd') \).

3.2 Groupoid of fractions

We leave the general question of characterizing which categories embed in their enveloping groupoid open, and consider now a more restricted case, namely that of categories \( C \) embedding in their enveloping groupoid and such that, in addition, all elements of \( \mathcal{E}nv(C) \) all have the form of a fraction. In this case, \( \mathcal{E}nv(C) \) is called a groupoid of fractions for \( C \). We shall give below (Proposition 3.11) a simple characterization for this situation.

Definition 3.10 (Ore category). A category \( C \) is said to be a left-Ore (resp. right-Ore) category if it is cancellative and any two elements with the same target (resp. source) admit a common left-multiple (resp. common right-multiple). An Ore category is a category that is both a left-Ore and a right-Ore category.

Proposition 3.11 (Ore’s theorem). For every category \( C \), the following are equivalent:
(i) There exists an injective functor \( \iota \) from \( C \) to \( \mathcal{E}nv(C) \) and every element of \( \mathcal{E}nv(C) \) has the form \( \iota(f)^{-1} \iota(g) \) for some \( f, g \) in \( C \).
(ii) The category \( C \) is a left-Ore category.
When the above conditions are met, every element of \( \mathcal{E}nv(C) \) is represented by a negative-positive path \( \overline{f|g} \) with \( f, g \) in \( C \), and two such paths \( \overline{f|g}, \overline{f'|g'} \) represent the same element of \( \mathcal{E}nv(C) \) if and only if they satisfy the relation
\[ \exists h, h' \in C \ ( hf' = h'f \ \text{and} \ \ h g' = h'g), \]
hereafter written \( (f, g) \bowtie (f', g') \). Moreover, every presentation of \( C \) as a category is a presentation of \( \mathcal{E}nv(C) \) as a groupoid.

The proof, which is a non-commutative generalization of the construction of rational numbers from integers, is postponed to the final Appendix.
We now mention two easy transfer results from a left-Ore category to its groupoid of left-fractions. The first one is that every functor between left-Ore categories extends to the associated groupoids of fractions.

**Lemma 3.13.** If $\mathcal{C}_1, \mathcal{C}$ are left-Ore categories and $\phi$ is a functor from $\mathcal{C}_1$ to $\mathcal{C}$, then there exists a unique way to extend $\phi$ into a functor $\hat{\phi}$ from $\mathcal{E}_1\nu(\mathcal{C}_1)$ to $\mathcal{E}_1\nu(\mathcal{C})$, namely putting $\hat{\phi}(f^{-1}g) = \phi(f)^{-1}\phi(g)$ for $f, g$ in $\mathcal{C}_1$.

**Proof.** Assume $f^{-1}g = f'^{-1}g'$ are two fractionary expressions for some element $h$ of $\mathcal{E}_1\nu(\mathcal{C}_1)$. Then $(f, g) \bowtie (f', g')$ holds, so there exist $h, h'$ in $\mathcal{C}_1$ satisfying $hf' = h'f$ and $hg' = h'g$. As $\phi$ is a functor, we have $\phi(h)\phi(f') = \phi(h')\phi(f)$ and $\phi(h)\phi(g') = \phi(h')\phi(g)$, hence $(\phi(f), \phi(g)) \bowtie (\phi(f'), \phi(g'))$. So putting $\hat{\phi}(f^{-1}g) = \phi(f)^{-1}\phi(g)$ gives a well defined map from $\mathcal{E}_1\nu(\mathcal{C}_1)$ to $\mathcal{E}_1\nu(\mathcal{C})$. That $\hat{\phi}$ is a functor is then easy.

The second observation is that the left-divisibility relation of a left-Ore category naturally extends to its enveloping groupoid.

**Definition 3.14 (left-divisibility).** If $\mathcal{G}$ is a groupoid of left-fractions for a left-Ore category $\mathcal{C}$ and $f, g$ lie in $\mathcal{G}$, we say that $g$ is a right-$\mathcal{C}$-multiple of $f$, or that $f$ is a left-$\mathcal{C}$-divisor of $g$, written $f \preceq_{\mathcal{C}} g$, if $f^{-1}g$ belongs to $\mathcal{I}(\mathcal{C})$.

In other words, we have $f \preceq_{\mathcal{C}} g$ if there exists $g'$ in $\mathcal{C}$ satisfying $g = f\iota(g')$. Note that $f \preceq_{\mathcal{C}} g$ implies that $f$ and $g$ share the same source. Of course, $\preceq_{\mathcal{C}}$ depends on $\mathcal{C}$, and not only on $\mathcal{E}_1\nu(\mathcal{C})$: a groupoid may be a groupoid of fractions for several non-isomorphic left-Ore categories, leading to different left-divisibility relations.

**Proposition 3.15 (left-divisibility).** Assume that $\mathcal{G}$ is a a groupoid of left-fractions for an Ore category $\mathcal{C}$.

(i) The left-divisibility relation $\preceq_{\mathcal{C}}$ is a partial preordering on $\mathcal{G}$.

(ii) For $f, g$ in $\mathcal{C}$, the relation $\iota(f) \preceq_{\mathcal{C}} \iota(g)$ is equivalent to $f \preceq_{\mathcal{C}} g$.

(iii) Any two elements of $\mathcal{G}$ sharing the same source admit a common left-$\mathcal{C}$-divisor.

(iv) Two elements of $\mathcal{G}$ sharing a common right-$\mathcal{C}$-multiple if and only if any two elements of $\mathcal{C}$ sharing the same source admit a common right-multiple.

**Proof.** Point (i) is obvious. Point (ii) follows from $\iota$ being an embedding. For (iii), assume that $f, g$ belong to $\mathcal{G}$ and share the same source. Then $f^{-1}g$ exists. As $\mathcal{G}$ is a groupoid of left-fractions for $\mathcal{C}$, there exist $f', g'$ in $\mathcal{C}$ satisfying $f^{-1}g = \iota(f')^{-1}\iota(g')$. Then we have $f\iota(f')^{-1} = g\iota(g')^{-1}$. Let $h$ be the latter element. Then we have $f = h\iota(f')$ and $g = h\iota(g')$, whence $h \preceq_{\mathcal{C}} f$ and $h \preceq_{\mathcal{C}} g$. So $f$ and $g$ admit a common left-$\mathcal{C}$-divisor.

Assume that any two elements of $\mathcal{C}$ with the same source admit a common right-multiple. Let $f$ and $g$ be elements of $\mathcal{G}$ with the same source, and let $f', g'$ be elements of $\mathcal{C}$ that satisfy $f^{-1}g = \iota(f')^{-1}\iota(g')$. Let $f'', g''$ satisfy $f'g'' = g'f''$. Then we obtain

$$f\iota(g'') = f\iota(f')^{-1}\iota(g')^{-1} = g\iota(g')^{-1}\iota(f'') = g\iota(f''),$$

and we conclude that $f$ and $g$ admit a common right-$\mathcal{C}$-multiple.

Conversely, if any two elements of $\mathcal{G}$ sharing the same source admit a common right-$\mathcal{C}$-multiple, this applies in particular to elements in the image of $\iota$, which, by (ii), implies that any two elements of $\mathcal{C}$ sharing the same source admit a common right-multiple. □
We conclude with a few observations involving subcategories. If $\mathcal{C}$ is a left-Ore category $\mathcal{C}$ and $\mathcal{C}_1$ is a subcategory of $\mathcal{C}$ that is itself a left-Ore category—in which case we simply say that $\mathcal{C}_1$ is a left-Ore subcategory of $\mathcal{C}$, the question arises of connecting the groupoids of fractions of $\mathcal{C}_1$ and $\mathcal{C}$. More precisely, two questions arise, namely whether $\mathcal{E}_\nuv(\mathcal{C}_1)$ embeds in $\mathcal{E}_\nuv(\mathcal{C})$ and whether $\mathcal{C}_1$ coincides with $\mathcal{E}_\nuv(\mathcal{C}_1) \cap \mathcal{C}$. Both are answered in Proposition 3.18 below. Before that, we begin with easy preparatory observations.

**Definition 3.16 (closure under quotient).** A subfamily $\mathcal{S}$ of a left-cancellative category $\mathcal{C}$ is said to be closed under right-quotient if the conjunction of $g \in \mathcal{S}$ and $gh \in \mathcal{S}$ implies $h \in \mathcal{S}$. Symmetrically, a subfamily $\mathcal{S}$ of a right-cancellative category $\mathcal{C}$ is said to be closed under left-quotient if the conjunction of $h \in \mathcal{S}$ and $gh \in \mathcal{S}$ implies $g \in \mathcal{S}$.

**Lemma 3.17.** Assume that $\mathcal{C}$ is a left-Ore category.

(i) A subcategory $\mathcal{C}_1$ of $\mathcal{C}$ is a left-Ore subcategory if and only if any two elements of $\mathcal{C}_1$ with the same target admit a common left-multiple in $\mathcal{C}_1$.

(ii) If $\mathcal{C}_1$ is closed under right-quotient in $\mathcal{C}$, then $\mathcal{C}_1$ is a left-Ore subcategory of $\mathcal{C}$ if and only if, for all $g, h$ in $\mathcal{C}_1$ with the same target, at least one of the common left-multiples of $g$ and $h$ in $\mathcal{C}$ lies in $\mathcal{C}_1$.

**Proof.** (i) Every subcategory of a cancellative category inherits cancellativity, so the only condition that remains to be checked is the existence of common left-multiples, and this is what the condition of the statement ensures.

(ii) If $\mathcal{C}_1$ is closed under left-quotient in $\mathcal{C}$ and $h$ lies in $\mathcal{C}_1$, then every left-multiple of $h$ (in the sense of $\mathcal{C}$) that lies in $\mathcal{C}_1$ is a left-multiple in the sense of $\mathcal{C}_1$: if $gh$ lies in $\mathcal{C}_1$, then $g$ must lie in $\mathcal{C}_1$. \qed

The embedding problem is then easily solved in the following result:

**Proposition 3.18 (left-Ore subcategory).** Assume that $\mathcal{C}_1$ is a left-Ore subcategory of a left-Ore category $\mathcal{C}$.

(i) The inclusion of $\mathcal{C}_1$ in $\mathcal{C}$ extends into an embedding of $\mathcal{E}_\nuv(\mathcal{C}_1)$ into $\mathcal{E}_\nuv(\mathcal{C})$.

(ii) We have $\mathcal{C}_1 = \mathcal{E}_\nuv(\mathcal{C}_1) \cap \mathcal{C}$ if and only if $\mathcal{C}_1$ is closed under right-quotient in $\mathcal{C}$.

The proof, which is directly connected with that of Ore’s theorem, is given in the Appendix. In the context of Proposition 3.18 we shall usually identify the groupoid $\mathcal{E}_\nuv(\mathcal{C}_1)$ with its image in $\mathcal{E}_\nuv(\mathcal{C})$, that is, drop the letter $\nu$. Let us observe that the conclusion of Proposition 3.18 (ii) need not hold when the closure condition is not satisfied.

**Example 3.19 (positive elements).** Let $M$ be the additive monoid $\langle \mathbb{N}, + \rangle$ and let $M_1$ be the submonoid $M \setminus \{1\}$. Then $M$ and $M_1$ are Ore monoids which both admit $\langle \mathbb{Z}, + \rangle$ as their group of fractions. Now $1$ belongs to $\mathcal{E}_\nuv(M_1) \cap M$, but not to $M_1$: here $M_1$ is a proper subset of $\mathcal{E}_\nuv(M_1) \cap M$.

As can be expected, the above results do not extend to the case of a subcategory that is not a left-Ore subcategory. See for instance Exercise 10 for an example of an Ore monoid (actually a Garside monoid) in which some element of the group of left-fractions belongs to the subgroup generated by a subset $S$ but cannot be expressed as a left-fraction with numerator and denominator in the submonoid generated by $S$. 

Remark 3.20. If a category \( C \) satisfies the Ore conditions on the left and on the right, the enveloping groupoid is both a groupoid of left-fractions and of right-fractions for \( C \). However, there exist cases when the Ore conditions are satisfied on one side only. For instance, consider the monoid \( M = \langle a, b \mid a = b^2ab \rangle^+ \). As can be shown using the techniques of Section 4 below, \( M \) is cancellative and any two elements admit a common left-multiple, so that \( M \) embeds in a group of left-fractions \( G \) that admits, as a group, the same presentation. However, the elements \( a \) and \( ba \) admit no common right-multiple in \( M \), and \( G \) is not a group of right-fractions for \( M \): the element \( a^{-1}ba \) of \( G \) cannot be expressed as a right-fraction \( gh^{-1} \) with \( g, h \) in \( M \).

3.3 Torsion elements in a groupoid of fractions

We now investigate torsion elements. If \( C \) is a category, a torsion element in \( C \) is an element \( g \) such that some power of \( g \) is an identity-element, that is, \( g^m \) lies in \( I_C \) for some \( m \geq 1 \). Note that the source and the target of a torsion element must coincide. Here we shall observe that, if an Ore category admits lcms, then there exists a simple connection between the torsion elements of \( C \) and those of \( \text{Env}(C) \).

Proposition 3.21 (torsion). If \( C \) is a right-Ore category that admits right-lcms, then the torsion elements of \( \text{Env}(C) \) are the elements of the form \( fhf^{-1} \) with \( f \) in \( C \) and \( h \) a torsion element of \( C \).

Proof. As \((fhf^{-1})^m = fh^m f^{-1}\), it is clear that, if \( h \) is a torsion element of \( C \), then \( fhf^{-1} \) is a torsion element of \( \text{Env}(C) \) whenever it is defined.

Conversely, assume that \( e \) is an element of \( \text{Env}(C) \) with the same source and target. As \( C \) is right-Ore, there exist \( f_1, g_1 \) in \( C \) such that \( e = f_1 g_1^{-1} \). Then \( f_1 \) and \( g_1 \) share the same source, hence, by assumption, they admit a right-lcm in \( C \), say \( f_1 g_2 = g_1 f_2 \). By construction, the sources of \( f_2 \) and \( g_2 \) are the common target of \( f_1 \) and \( g_1 \). So \( f_2 \) and \( g_2 \) admit a right-lcm, say \( f_2 g_3 = g_2 f_3 \). Iterating the argument, we inductively find for every \( i \geq 1 \) two elements \( f_i, g_i \) of \( C \) that share the same source and the same target and satisfy \( f_i g_{i+1} = g_i f_{i+1} \), the latter being the right-lcm of \( f_i \) and \( g_i \). Then an iterated use of Proposition 2.12 shows that, for all \( p, q \geq 1 \), we have

\[
(f_1 \cdots f_p g_p \cdots g_{p+q})^{-1} = g_1 \cdots g_q f_{q+1} \cdots f_{p+q},
\]

and that the latter is a right-lcm of \( f_1 \cdots f_p \) and \( g_1 \cdots g_q \). On the other hand, an easy induction on \( m \) gives, for every \( m \geq 1 \), the following equalities in \( \text{Env}(C) \)

\[
e = (f_1 \cdots f_m)(f_{m+1} g_{m+1}^{-1})(f_1 \cdots f_m)^{-1},
\]

\[
e^m = (f_1 \cdots f_m)(g_1 \cdots g_m)^{-1}.
\]
Now, assume \( e^m = 1_x \). Put \( f = f_1 \cdots f_m \), \( g = g_1 \cdots g_m \), and \( h = f_{m+1} g_{m+1}^{-1} \). Then (3.23) implies \( f = g \), so that \( f \) is a right-lcm of \( f \) and \( g \). But we saw above that \( f g_{m+1} \cdots g_{2m} \) is also a right-lcm of \( f \) and \( g \), so the only possibility is that \( g_{m+1} \cdots g_{2m} \) is invertible, and, in particular, so is \( g_{m+1} \), and \( h \) lies in \( C \). Finally, (3.22) gives \( e = f h f^{-1} \), so \( e^m = 1_x \) implies \( h^m = 1_y \), where \( y \) is the common target of \( f_m \) and \( g_m \).

**Corollary 3.24 (torsion-free).** If \( C \) is a torsion-free right-Ore category that admits right-lcms, then the enveloping groupoid \( E^v(C) \) is torsion-free.

A torsion element is necessarily invertible so, in particular, Corollary 3.24 says that the enveloping groupoid of a right-Ore category that admits right-lcms and has no nontrivial invertible element is torsion-free. As, by definition, the quasi-Garside monoids of Definition I.2.2 have no nontrivial invertible element, we deduce

**Proposition 3.25 (quasi-Garside).** Every quasi-Garside group is torsion-free.

The example of the monoid \( \langle a, b \mid ab = ba, a^2 = b^2 \rangle^+ \) shows that the existence of right-lcms is crucial in Proposition 3.21. Indeed, the latter monoid is right-Ore and has no nontrivial invertible element. However, \( ab^{-1} \) is a nontrivial torsion element in the associated group, since we have \((ab^{-1})^2 = a^2 b^{-2} = 1\).

## 4 Working with presented categories

Almost all developments in the sequel take place in categories or monoids that are left-cancellative. In order to illustrate our constructions with concrete examples that, in general, will be specified using presentations, we need to be able to recognize that our structures are left-cancellative. Several methods are available—in particular, we shall develop a powerful method based on germs in Chapter VI below. However, it is convenient to introduce now a practical method based on the so-called subword (or subpath) reversing approach. The toolbox so provided will be useful for several purposes, in particular proving the existence of least common multiples.

The section is organized as follows. In Subsection 4.1 we state without proof exportable criteria for establishing that a presented category is left-cancellative and admits right-lcms (Proposition 4.16). The rest of the section is devoted to the study of right-reversing, the involved method of proof. Right-reversing is defined in Subsection 4.2 and its termination is (briefly) discussed in Subsection 4.3. Finally, we introduce in Subsection 4.4 a technical condition called completeness and we both show how the latter leads to the results listed in Subsection 4.1 and how to practically establish completeness.

### 4.1 A toolbox

Here we state (without proof) a simple version of the criterion that will be established in the sequel. This version is sufficient in most cases, and it can be used as a black box.
We recall that, if \((\mathcal{S}, \mathcal{R})\) is a category presentation, then \(\mathcal{S}^*\) is the free category of all \(\mathcal{S}\)-paths and \(\equiv^+\mathcal{R}\) is the congruence on \(\mathcal{S}^*\) generated by \(\mathcal{R}\), so that \(\langle \mathcal{S} | \mathcal{R} \rangle^+\) is (isomorphic to) \(\mathcal{S}^*/\equiv^+\mathcal{R}\). Here we shall consider presentations of a special syntactic form.

**Definition 4.1 (right-complemented presentation).** A category presentation \(\langle \mathcal{S} | \mathcal{R} \rangle\) is called **right-complemented** if \(\mathcal{R}\) contains no \(\varepsilon\)-relation (that is, no relation \(w = \varepsilon\) with \(w\) nonempty), no relation \(s... = s...\) with \(s\) in \(\mathcal{S}\) and, for \(s \neq t\) in \(\mathcal{S}\), at most one relation \(s... = t...\).

**Definition 4.2 (syntactic right-complement).** A syntactic right-complement on a precategory \(\mathcal{S}\) is a partial map \(\theta\) from \(\mathcal{S}^2\) to \(\mathcal{S}^*\) such that \(\theta(s, s) = \varepsilon\) holds for every \(s\) in \(\mathcal{S}\) and, if \(\theta(s, t)\) is defined, then \(s\) and \(t\) share the same source, \(\theta(t, s)\) is defined, and both \(s\theta(s, t)\) and \(t\theta(t, s)\) are defined and share the same target; in this case, the list of all relations \(s\theta(s, t) = t\theta(t, s)\) with \(s \neq t\) in \(\mathcal{S}\) is denoted by \(R_{\theta}\). A syntactic right-complement \(\theta\) is called **short** if, for all \(s, t\), the path \(\theta(s, t)\) has length at most 1 when it is defined, that is, \(\theta(s, t)\) belongs to \(\mathcal{S}\) or is empty.

The following connection is straightforward:

**Lemma 4.3.** A category presentation \(\langle \mathcal{S} | \mathcal{R} \rangle\) is right-complemented if and only if there exists a syntactic right-complement \(\theta\) on \(\mathcal{S}\) such that \(\mathcal{R} = R_{\theta}\).

In the situation of Lemma 4.3 we naturally say that the presentation \(\langle \mathcal{S} | \mathcal{R} \rangle\) is associated with the syntactic right-complement \(\theta\) (which is uniquely determined by the presentation).

**Example 4.4 (braids).** Consider the Artin presentation (I.1.5) of the braid group \(B_n\) (Reference Structure 2, page 5). It contains no \(\varepsilon\)-relation, no relation \(\sigma_i... = \sigma_i...\), and, for \(i \neq j\), exactly one relation \(\sigma_i... = \sigma_j...\). So the presentation is right-complemented, associated with the syntactic right-complement \(\theta\) defined by

\[
\theta(\sigma_i, \sigma_j) = \begin{cases} 
\varepsilon & \text{for } i = j, \\
\sigma_j | \sigma_i & \text{for } |i - j| = 1, \\
\sigma_j & \text{for } |i - j| \geq 2.
\end{cases}
\]

As the value of \(\theta(\sigma_1, \sigma_2)\) is a length two word, \(\theta\) is not short for \(n \geq 3\).

As, by definition, a right-complemented presentation contains no \(\varepsilon\)-relation, Lemma 1.42 implies that a category admitting a right-complemented presentation contains no nontrivial invertible element.

On the other hand, if \(\langle \mathcal{S} | \mathcal{R} \rangle\) is associated with a syntactic right-complement \(\theta\), every pair \((s, t)\) such that \(\theta(s, t)\) exists gives rise to a diagram as on the right, which is commutative when evaluated in \(\langle \mathcal{S} | \mathcal{R} \rangle^+\): the map \(\theta\) specifies a distinguished common right-multiple for each pair of elements of \(\mathcal{S}\).
To arrive quickly to the expected criteria, we now state a technical result that will be established later (Lemma 4.32) and, more importantly, that should become more transparent after right-reversing is introduced in Subsection 4.2.

**Lemma 4.6.** If \((\mathcal{S}, \mathcal{R})\) is a right-complemented presentation associated with the syntactic right-complement \(\theta\), there exists a unique minimal extension \(\theta^*\) of \(\theta\) into a partial map from \(\mathcal{S}^* \times \mathcal{S}^*\) to \(\mathcal{S}^*\) that satisfies the rules

\[
\begin{align*}
\theta^*(s, s) &= \varepsilon_y \quad \text{for } s \in \mathcal{S}(\cdot, y), \\
\theta^*(u_1 u_2, v) &= \theta^*(u_2, \theta^*(u_1, v)), \\
\theta^*(u, v_1 v_2) &= \theta^*(u, v_1) | \theta^*(v_1, u), v_2), \\
\theta^*(\varepsilon_x, u) &= u \quad \text{and} \quad \theta^*(u, \varepsilon_x) = \varepsilon_y \quad \text{for } u \in \mathcal{S}^*(x, y).
\end{align*}
\]

The map \(\theta^*\) is such that \(\theta^*(u, v)\) exists if and only if \(\theta^*(v, u)\) does.

**Example 4.11 (braids).** Let \(\theta\) be the braid witness as defined in (4.5). Let us try to evaluate \(\theta^*(\sigma_1 \sigma_2, \sigma_3 \sigma_2)\) by applying the rules above. We find

\[
\begin{align*}
\theta^*(\sigma_1 \sigma_2, \sigma_3 \sigma_2) &= \theta^*(\sigma_2, \theta^*(\sigma_1, \sigma_3 \sigma_2)) \quad \text{by (4.8) applied to } \theta^*(\sigma_1 | \sigma_2, \cdot), \\
&= \theta^*(\sigma_2, \theta^*(\sigma_1, \sigma_3) \theta^*(\sigma_3, \sigma_2)) \quad \text{by (4.9) applied to } \theta^*(\cdot, \sigma_1 | \sigma_2), \\
&= \theta^*(\sigma_2, \sigma_3 \theta^*(\theta^*(\sigma_3, \sigma_1), \sigma_2)) \quad \text{owing to the value of } \theta(\sigma_1, \sigma_3), \\
&= \theta^*(\sigma_2, \sigma_3 \theta^*(\sigma_1, \sigma_2)) \quad \text{owing to the value of } \theta(\sigma_3, \sigma_1), \\
&= \theta^*(\sigma_2, \sigma_3 \sigma_2 \sigma_1) \quad \text{owing to the value of } \theta(\sigma_1, \sigma_2), \\
&= \theta^*(\sigma_2, \sigma_3) \theta^*(\theta^*(\sigma_3, \sigma_2), \sigma_2 \sigma_1) \quad \text{by (4.9) applied to } \theta^*(\cdot, \sigma_3 | \sigma_2 \sigma_1), \\
&= \sigma_3 \sigma_2 \theta^*(\theta^*(\sigma_3, \sigma_2), \sigma_2 \sigma_1) \quad \text{owing to the value of } \theta(\sigma_3, \sigma_2), \\
&= \sigma_3 \sigma_2 \theta^*(\theta^*(\sigma_3, \sigma_2), \sigma_1) \quad \text{by (4.8) applied to } \theta^*(\sigma_3 | \sigma_2, \cdot), \\
&= \sigma_3 \sigma_2 \theta^*(\sigma_3, \theta^*(\varepsilon, \sigma_1)) \quad \text{by (4.7) applied to } \theta^*(\sigma_2, \varepsilon), \\
&= \sigma_3 \sigma_2 \theta^*(\sigma_3, \sigma_1) \quad \text{by (4.10) applied to } \theta(\varepsilon, \cdot), \\
&= \sigma_3 \sigma_2 \sigma_1 \quad \text{owing to the value of } \theta(\sigma_3, \sigma_1).
\end{align*}
\]

So we conclude that \(\theta^*(\sigma_1 \sigma_2, \sigma_3 \sigma_2)\) exists, and is equal to \(\sigma_3 \sigma_2 \sigma_1\).

For the specific purposes of Chapter XII we also introduce here a (very) particular type of right-complemented presentation.

**Definition 4.12 (right-triangular).** A right-complemented monoid presentation \((\mathcal{S}, \mathcal{R})\) associated with a syntactic right-complement \(\theta\) is called right-triangular if there exists a (finite or infinite) enumeration \(s_1, s_2, \ldots\) of \(\mathcal{S}\) such that \(\theta(s_i, s_{i+1})\) is defined and empty for every \(i\) and, for \(i + 1 < j\), either \(\theta(s_i, s_j)\) is undefined, or we have

\[
\theta(s_i, s_j) = \varepsilon \quad \text{and} \quad \theta(s_j, s_i) = \theta(s_j, s_{j-1}) | \cdots | \theta(s_{i+1}, s_i) \quad \text{for } i < j;
\]

then \((\mathcal{R}, \mathcal{S})\) is called maximal (resp. minimal) if \(\theta(s_i, s_j)\) is defined for all \(i, j\) (resp. for \(|i - j| \leq 1\) only).
A minimal right-triangular presentation is a list of relations of the form \( s_i = s_{i+1} w_i \). If a right-triangular presentation is not minimal, (4.13) implies that the relation associated with \((s_i, s_j)\) is a consequence of the above relations \( s_i = s_{i+1} w_i \). So the monoid specified by a right-triangular presentation only depends on the minimal right-triangular presentation made of the relations \( s_i = s_{i+1} \). A typical right-triangular presentation is the presentation \((a, b, a = bab)\) of the Klein bottle monoid (Reference Structure 5, page 17).

The announced criteria for categories (and monoids) admitting right-complemented presentations will involve a technical condition that we introduce now.

**Definition 4.14 (θ-cube condition).** If \((S, R)\) is a right-complemented presentation, associated with the syntactic right-complement \(θ\), and \(u, v, w\) are \(S\)-paths, we say that the sharp \(θ\)-cube condition (resp. the \(θ\)-cube condition) is true for \((u, v, w)\) if

\[
\text{(4.15) Either both } θ^*_3(u, v, w) \text{ and } θ^*_3(v, u, w) \text{ are defined and they are equal (resp. they are } \equiv^+_R\text{-equivalent)}, \text{ or neither is defined,}
\]

where \(θ^*_3(u, v, w)\) stands for \(θ^*(θ^*(u, v), θ^*(u, w))\) with \(θ^*\) as in Lemma 4.6. For \(X \subseteq S^3\), we say that the (sharp) \(θ\)-cube condition is true on \(X\) if it is true for all \((u, v, w)\) in \(X^3\).

As the difference is an equality being replaced with an \(\equiv^+_R\)-equivalence, the sharp \(θ\)-cube condition implies the \(θ\)-cube condition. By definition, if \(θ\) is a syntactic right-complement, \(θ^*(s, t)\) can be defined only if \(s\) and \(t\) share the same source, and the inductive definition of \(θ^*\) preserves this property. Hence, the \(θ\)-cube and sharp \(θ\)-cube conditions are vacuously true for every triple of paths \((u, v, w)\) that do not share the same source: in that case, neither \(θ^*_3(u, v, w)\) nor \(θ^*_3(v, u, w)\) may be defined.

Here are the main results for categories with right-complemented presentations:

**Proposition 4.16 (right-complemented).** Assume that \((S, R)\) is a right-complemented presentation associated with the syntactic right-complement \(θ\), and at least one of the following conditions is satisfied:

\[
\text{(4.17) The presentation } (S, R) \text{ contains only short relations and the sharp } θ\text{-cube condition is true for every triple of pairwise distinct elements of } S; \]
\[
\text{(4.18) The presentation } (S, R) \text{ is right-Noetherian and the } θ\text{-cube condition is true for every triple of pairwise distinct elements of } S. \]
\[
\text{(4.19) The presentation } (S, R) \text{ is maximal right-triangular.}
\]

Then:

(i) The category \((S | R)^+\) is left-cancellative.
(ii) The category \( \langle S \mid R \rangle^* \) admits conditional right-lcms; more precisely, for all \( w, u' \) in \( S^* \), the elements of \( \langle S \mid R \rangle^* \) represented by \( u \) and \( v \) admit a common right-multiple if and only if \( \theta^*(u, v) \) exists and, then, \( u\theta^*(u, v) \) represents the right-lcm of these elements.

(iii) Two elements \( u, v \) of \( S^* \) represent the same element of \( \langle S \mid R \rangle^* \) if and only if both \( \theta^*(u, v) \) and \( \theta^*(v, u) \) exist and are empty.

The results in Proposition 4.16 are special cases of more general results that will be established in Subsection 4.4 below.

Example 4.20 (braids). Consider the Artin presentation (I.1.5). As observed in Example 4.4 this presentation is right-complemented, associated with the syntactic right-complement \( \theta \) of (4.13). We claim that (4.18) is satisfied. Indeed, the presentation is homogeneous, hence (strongly) Noetherian. So, it suffices to check that the \( \theta \)-cube condition is true for every triple of pairwise disjoint generators \( \sigma_1, \sigma_j, \sigma_k \). For instance, the case \( i = 1, j = 2, k = 3 \) amounts to comparing \( \theta_1^*(\sigma_1, \sigma_2, \sigma_3) \) and \( \theta_5^*(\sigma_2, \sigma_1, \sigma_3) \). In view of Example 4.11 the task may seem extremely boring. Actually it is not so, for two reasons.

First, only a few patterns have to be considered. Indeed, only two types of braid relations exist, so, when considering a triple \( (\sigma_i, \sigma_j, \sigma_k) \), what matters is the mutual positions of \( i, j, k \) and whether they are neighbors or not. A moment’s thought will convince that it is sufficient to consider \( (\sigma_1, \sigma_2, \sigma_3) \), \( (\sigma_1, \sigma_2, \sigma_3) \), \( (\sigma_1, \sigma_3, \sigma_j) \), plus their images under a cyclic permutation. Among these triples, a number are straightforward, namely those that correspond to commutation relations as, if \( s \) commutes with all letters of \( u \) in the sense that \( st = ts \) is a relation of the presentation for every \( t \) occurring in \( w \), then we have \( \theta^*(w; s) = s \) and \( \theta^*(s, w) = w \). It follows that the only nontrivial triples are \( (\sigma_1, \sigma_2, \sigma_3) \), \( (\sigma_2, \sigma_3, \sigma_1) \), and \( (\sigma_3, \sigma_1, \sigma_2) \).

Then, for the latter cases, the diagrammatic technique explained in Subsection 4.2 makes the determination of \( \theta^* \) much easier than what Example 4.11 suggests. The reader is encouraged to check the values

\[
\theta^*(\theta(\sigma_1, \sigma_2), \theta(\sigma_1, \sigma_3)) = \sigma_3 \sigma_2 \sigma_1 = \theta^*(\theta(\sigma_2, \sigma_1), \theta(\sigma_2, \sigma_3)),
\theta^*(\theta(\sigma_2, \sigma_3), \theta(\sigma_2, \sigma_1)) = \sigma_1 \sigma_2 \sigma_3 = \theta^*(\theta(\sigma_3, \sigma_2), \theta(\sigma_3, \sigma_1)),
\theta^*(\theta(\sigma_1, \sigma_3), \theta(\sigma_3, \sigma_2)) = \sigma_2 \sigma_1 \sigma_2 \equiv^+ \sigma_2 \sigma_3 \sigma_1 \sigma_2 = \theta^*(\theta(\sigma_1, \sigma_3), \theta(\sigma_1, \sigma_2)),
\]

which complete the proof of (4.18). Then Proposition 4.16 implies that the monoid \( B_n^+ \) presented by (I.1.5) is left-cancellative, and that any two elements of \( B_n^+ \) that have a common right-multiple have a right-lcm. It is not hard to show that any two elements of \( B_n^+ \) admit a common right-multiple (see Exercise 11) and, therefore, we conclude that \( B_n^+ \) admits right-lcms. By the way, note that the sharp \( \theta \)-cube condition is not satisfied for \( n \geq 4 \) since \( \theta_3^*(\sigma_1, \sigma_1, \sigma_2) = \theta_5^*(\sigma_1, \sigma_3, \sigma_2) \) fails.
4.2 Right-reversing: definition

We turn to the proof of Propositions 4.16. As announced, we shall establish more general results and, in particular, no longer restrict to right-complemented presentations. This extension does not make the arguments more complicated and, on the contrary, it helps understanding the situation.

Our main technical tool will be a certain transformation called right-reversing on signed paths (see Definition 4.21). In essence, right-reversing is a strategy for constructing van Kampen diagrams in a context of monoids, that is, equivalently, for finding derivations between words. We shall see that it is especially relevant for investigating right-complemented presentations.

Definition 4.21 (right-reversing). Assume that \((S, R)\) is a category presentation, and \(w, w'\) are signed \(S\)-paths. We say that \(w\) is \(R\)-right-reversible to \(w'\) in one step, written \(w \overset{1}{\leftrightarrow} R w'\), if \(w'\) is obtained from \(w\) either by replacing a length two subpath \(\varepsilon_y (y\) the target of \(s))\), or by replacing a length two subpath \(s t\) with \(\varepsilon_x\) such that \(sv = tv\) is a relation of \(R\). An \(R\)-right-reversing sequence is a (finite or infinite) sequence \((w_0, w_1, \ldots)\) such that \(w_{i-1} \overset{i}{\leftrightarrow} R w_i\) holds for each \(i\). We say that \(w\) is \(R\)-right-reversible to \(w'\) in \(n\) steps, written \(w \overset{n}{\leftrightarrow} R w'\), if there exists an \(R\)-right-reversing sequence of length \(n + 1\) that goes from \(w\) to \(w'\).

When using \(\overset{n}{\leftrightarrow} R\) we shall often drop the exponent \(n\), and the subscript \(R\).

Example 4.22 (braids). Consider the presentation \([(1,5)\) of \(B_n\) (Reference Structure 2 page 5]. A right-reversing sequence from the signed braid word \(\sigma_2 | \sigma_1 | \sigma_3 | \sigma_2 \overset{1}{\leftrightarrow} \sigma_2 | \sigma_3 | \sigma_1 | \sigma_2 | \sigma_2 | \sigma_1 | \sigma_2 | \sigma_1 \overset{1}{\leftrightarrow} \sigma_2 | \sigma_2 | \sigma_2 | \sigma_1 | \sigma_2 | \sigma_1 | \sigma_2 | \sigma_1 \overset{1}{\leftrightarrow} \sigma_2 | \sigma_2 | \sigma_3 | \sigma_2 | \sigma_2 | \sigma_1 | \sigma_2 | \sigma_1 \overset{1}{\leftrightarrow} \sigma_2 | \sigma_2 | \sigma_2 | \sigma_1 | \sigma_2 | \sigma_2 | \sigma_1 | \sigma_1 \].

So the signed braid word \(\sigma_2 | \sigma_1 | \sigma_2 | \sigma_2 \) is right-reversible to \(\sigma_2 | \sigma_1 | \sigma_2 | \sigma_1 | \sigma_1 | \sigma_2 | \sigma_1 \), in five steps, that is, we have \(\sigma_2 | \sigma_1 | \sigma_2 | \sigma_1 | \sigma_2 \) \(\overset{5}{\leftrightarrow} \sigma_2 | \sigma_1 | \sigma_2 | \sigma_1 | \sigma_2 | \sigma_1 \). The last word is terminal with respect to right-reversing, as it contains no subword of the form \(\sigma_1 | \sigma_j\). Note: using the concatenation symbol \(|\) in words, typically braid words, is not usual and may appear clumsy; however, it is useful here to emphasize that right-reversing is a purely syntactic transformation, and not a transformation on the braids represented by these words.

If \((S, R)\) is a right-complemented presentation associated with a syntactic right-complement \(\theta\), all relations of \(R\) have the form \(s \theta(s, t) = t \theta(t, s)\) with \(s \neq t\) in \(S\), so right-reversing consists in either replacing some subpath \(\varepsilon_y t\) with \(s \neq t\) with \(\theta(s, t) \theta(t, s)\) or deleting some subpath \(\varepsilon_x s\), which, with our definition, also means replacing it with \(\theta(s, t) \theta(t, s)\) since the latter is an empty path.

It will be convenient—actually essential in order to understand how right-reversing works—to associate with every reversing sequence, say \(\bar{w} = (w_0, w_1, \ldots)\), a rectangular grid diagram \(D(\bar{w})\) that we now define. We first consider the special case when the considered presentation \((S, R)\) is associated with a short syntactic right-complement \(\theta\) and the initial signed \(S\)-path \(w_0\) is negative–positive, meaning that we have \(w_0 = \varepsilon_x v\) for some positive \(S\)-paths \(u, v\). In this case, the diagram \(D(\bar{w})\) is a rectangular grid. We
begin \(D(\vec{w})\) by starting from an initial vertex that represents the common source of \(u\) and \(v\) and drawing a vertical down-oriented sequence of arrows labeled by the successive entries of \(u\) and a horizontal right-oriented sequence of arrows labeled by the successive entries of \(v\). Then we inductively construct \(D(\vec{w})\). By definition, \(w_1\) is obtained from \(w_0\) by replacing some subpath \(s|t\) with \(\theta(s, t)\theta(t, s)\), which we first assume to be of length two. In the diagram, \(s|t\) corresponds to some pattern

\[
\begin{array}{c}
s \\
\downarrow t \\
\downarrow \theta(s, t)
\end{array}
\]

, which we complete into

\[
\begin{array}{c}
s \\
\downarrow t \\
\downarrow \theta(t, s)
\end{array}
\]

and we continue in the same way for \(w_2\), etc., inductively constructing a grid. Special cases occur when empty paths appear: for instance, if \(\theta(t, s)\) is empty (hence in particular for \(s = t\)), we draw

\[
\begin{array}{c}
s \\
\downarrow t
\end{array}
\]

and duplicate all horizontal arrows on the right of \(t\)

with patterns

\[
\begin{array}{c}
s \\
\downarrow \theta(s, t)
\end{array}
\]

. Similarly, for \(\theta(s, t)\) empty, we draw

\[
\begin{array}{c}
s \\
\downarrow \theta(t, s)
\end{array}
\]

duplicate the vertical arrows below \(s\) using

\[
\begin{array}{c}
s \\
\downarrow \theta(t, s)
\end{array}
\]

. See an example in Figure 4.

An obvious induction shows that the successive entries of the right-reversing sequence \(\vec{w}\) all can be read in the grid from the South-West corner to the North-East corner, using the convention that an \(s\)-labeled arrow crossed in the wrong direction (from the target to the source) contributes \(s\).

Once this is done, extending the construction to more general cases is easy. First, in the case of a reversing sequence \(\vec{w}\) whose first entry \(w_0\) is not negative–positive, we draw a similar diagram but start from a staircase that may have more than one stair: details should be clear on Figure 5.

In the case of a right-complement that is not short, the paths \(\theta(s, t)\) and \(\theta(t, s)\) may have length more than one. Then we draw the grid as before, but, when necessary, we split the edges of the squares into several shorter arrows, see Figure 6 for an example (in the case of braids).

Finally, in the most general case, that is, for a presentation \((\mathcal{S}, \mathcal{R})\) that need not be right-complemented, the construction of the diagram associated with a reversing sequence is similar: the main difference is that, in the right-complemented case, there is only one way to construct a diagram from a given initial path whereas, in the general case, there may exist several ways since, in the list of relations \(\mathcal{R}\), there may exist several relations of the form \(s... = t...\), hence several ways of reversing \(s|t\) and several ways of continuing
Figure 4. The grid associated with a right-reversing, in a right-complemented case. Here we consider
the syntactic right-complement $\theta$ on \{a, b\} defined by $\theta(a, a) = \theta(b, b) = \epsilon$, $\theta(a, b) = b$, and $\theta(b, a) = a$ (with one object only), and start from the negative–positive word $b\bar{b}|a\bar{a}|b\bar{b}|a$: the initial word
is written on the left (negative part, here $a|b$) and the top (positive part, here $b|a|b$), and then the
grid is constructed using the syntactic right-complement $\theta$ to recursively complete the squares. The
diagram shows that the initial word right-reverses in 3 steps to the word $b$; the diagram has 12 squares,
among which the three marked $\curvearrowright$ correspond to reversing steps and the remaining nine correspond
to duplications induced by empty words.

Figure 5. The grid associated with the right-reversing of a signed path that need not be negative–
positive. We consider the right-complement from Figure 4 and now start from the word $a|b|a|b|a$:
the initial word is written on the top-left boundary (negative edges vertically and positive edges hori-
zontally), and completing the grid to the bottom-right; here there are 2 reversing steps, and the final
word is $a|a$.

a diagram in which the pattern \[ t \] occurs.

We conclude this introduction to right-reversing and the associated diagrams with
a first technical result that will be used for many inductions, namely the possibility of
splitting a reversing diagram into several reversing subdiagrams, as illustrated in Figure 7.

**Lemma 4.23.** Assume that $(\mathcal{S}, \mathcal{R})$ is a category presentation, $w, w'$ are signed $\mathcal{S}$-paths,
and $w \curvearrowleft^R_{\mathcal{R}} w'$ holds. For each decomposition $w = w_1w_2$, there exist a decomposition
$w' = w'_1w'_0w'_2$ and two $\mathcal{S}$-paths $u', v'$ satisfying

$$w_1 \curvearrowleft^R_{\mathcal{R}} w'_1u'_1, \quad u'_0 \curvearrowleft^R_{\mathcal{R}} w'_0, \quad \text{and} \quad w_2 \curvearrowleft^R_{\mathcal{R}} v'w'_2$$

with $n_1 + n_0 + n_2 = n$.  

Working with presented categories

4.3 Right-reversing: termination

Right-reversing is a transformation of paths that pushes the negative entries to the right and the positive entries to the left. By definition, a positive-negative path contains no length two subpath of the form $s|t$ and, therefore, it is terminal with respect to right-reversing: no right-reversing sequence of positive length may start from that path. A natural question is whether right-reversing always leads in finitely many steps to a terminal path. Here we gather a few easy observations about this (generally difficult) question.

Figure 6. The grid associated with a right-reversing for a syntactic right-complement that is not short. Here we consider the right-complement $\theta$ on $\{a, b\}$ defined by $\theta(a, a) = \theta(b, b) = \varepsilon$, $\theta(a, b) = b|a$, and $\theta(b, a) = a|b$ (with one object only), and start from the negative–positive word $b|a|b|a|b|b$ (the same as in Figure 4): the difference is that, now, edges of variable size occur, so that the process a priori may never terminate. In the current case, it terminates, and the final word is $a|b|\varepsilon$.

Figure 7. Splitting the right-reversing of a product (general case): every reversing process that goes from the concatenation of two signed paths can be split into three reversing processes.

Establishing Lemma 4.23 is easy, though a little cumbersome, and we postpone the proof to the Appendix. Applying Lemma 4.23 in the case when $w_1$ has the form $uv_1$ with $u, v_1 \in S^*$ and $w_2$ belongs to $S^*$ gives:

**Lemma 4.24.** If $(S, R)$ is a category presentation and we have $\overline{uv}_1v_2 \sim v'_1u'_1$ with $u, v_1, v_2, u', v'$ in $S^*$, then there exists a decomposition $v' = v'_1v'_2$ in $S^*$ and $u_1$ in $S^*$ satisfying $\overline{uv}_1 \sim v'_1u'_1$ and $\overline{uv}_2 \sim v'_2u'_2$, as shown on the right.
Definition 4.25 (terminating). If \((S, \mathcal{R})\) is a category presentation and \(w\) is a signed \(S\)-path, we say that right-reversing is **terminating** for \(w\) in \((S, \mathcal{R})\) if there is no infinite right-reversing sequence starting from \(w\). We say that right-reversing is **always terminating** in \((S, \mathcal{R})\) if it is terminating for every signed \(S\)-path.

Recognizing whether right-reversing is terminating is often difficult. Here we address the question in a particular case.

Definition 4.26 (short). A relation \(u = v\) is called **short** if the length of \(u\) and the length of \(v\) are at most two. A category presentation \((S, \mathcal{R})\) is called **short** if all relations of \(\mathcal{R}\) are short.

Proposition 4.27 (termination). (i) If \((S, \mathcal{R})\) is a category presentation that only contains short relations, which happens in particular if \((S, \mathcal{R})\) is associated with a short syntactic right-complement, then right-reversing is always terminating in \((S, \mathcal{R})\). More precisely, every right-reversing sequence starting with a path containing \(p\) negative entries and \(q\) positive entries has length \(pq\) at most.

(ii) If, moreover, for all \(s, t\) in \(S\) with the same source, there exists at least one relation \(s \ldots = t\ldots\) in \(\mathcal{R}\), then every right-reversing sequence can be extended so as to finish with a positive–negative path.

Proof. (i) As every relation in \(\mathcal{R}\) is short, applying right-reversing means replacing length two subpaths with new paths of length at most two. Hence the length cannot increase when right-reversing is performed. If \(w\) is an initial path with \(p\) negative entries and \(q\) positive entries, then every right-reversing diagram for \(w\) can be drawn in a \(p \times q\)-grid (as is the case in Figures 4 and 5 and as is not the case in Figure 6) and, therefore, it involves at most \(pq\) reversing steps.

(ii) The additional assumption guarantees that the only terminal paths are the positive–negative ones: whenever a path is not positive–negative, it contains at least one subpath \(\overline{s}/t\), hence it is eligible for at least one right-reversing step. As there is no infinite reversing sequence, every maximal sequence must finish with a positive–negative path. \(\square\)

The following examples show that, even for simple presentations, termination is no longer guaranteed when paths of length larger than 2 occur in the presentation.

Example 4.28 (non-terminating). Consider the presentation \((a, b, ab = b^2a)\) of the Baumslag–Solitar monoid. The presentation is right-complemented, associated with the syntactic right-complement \(\theta\) defined by \(\theta(a, b) = b\) and \(\theta(b, a) = b\;a\). Then we find

\[\overline{a}b\;a \zright a \zleft b\;\overline{a} \zright b\;a \zleft a \zright b\;\overline{a} \zright a\;b,\]

whence \(\overline{a}b\;a \zright 2^n b^n \overline{a}b\;a \zright b^n a \; b^n\) for every \(n\). In this case, right-reversing never leads to a terminal word of the form \(v\theta\) with \(u, v\) in \((a, b)^+\). The above presentation satisfies (4.18) (finding a right-Noetherianity witness is a little tricky) and, therefore, by Proposition 4.16 the elements \(a\) and \(ba\) admit no common right-multiple.

Similarly, for \((\sigma_1, \sigma_2, \sigma_3, \sigma_1\sigma_2\sigma_1 = \sigma_2\sigma_1\sigma_2, \sigma_2\sigma_3\sigma_2 = \sigma_3\sigma_2\sigma_3, \sigma_1\sigma_3\sigma_1 = \sigma_3\sigma_1\sigma_3\), a presentation of the Artin–Tits monoid of type \(A_2\) (see Reference Structure [9] page [11] below and Chapter [IX]), we find

\[\overline{\sigma_1}\sigma_2\overline{\sigma_1} \zleft \sigma_2\sigma_1\sigma_3 \zright \sigma_1\sigma_2\sigma_1 \zright \sigma_1 \zleft \sigma_2 \zright \sigma_3\sigma_2\sigma_3 \zleft \sigma_2\sigma_3 \zright \sigma_3 \zleft \sigma_1 \zright \sigma_1\sigma_2\sigma_1,\]
again leading to a non-terminating reversing sequence.

We shall not say more about termination of right-reversing here. In the right-complemented case, there exists at most one maximal right-reversing diagram starting from each initial path (but there are in general many reversing sequences as the reversing steps can be enumerated in different orders), yielding a trichotomy:

(4.29) either right-reversing leads in finitely many steps to a positive–negative path;
(4.30) or one gets stuck at some step with a pattern \( \bar{s}|t \) such that \( \theta(s, t) \) and \( \theta(t, s) \) do not exist;
(4.31) or right-reversing can be extended endlessly reaching neither of the above two cases.

If the syntactic right-complement \( \theta \) is short, then (4.31) is excluded; if it is everywhere defined (on pairs sharing the same source), (4.30) is excluded.

In the framework now well defined, we can establish Lemma 4.6 that was left pending in Subsection 4.1.

**Lemma 4.32.** (i) If \( (S, R) \) is a right-complemented category presentation associated with the syntactic right-complement \( \theta \), then, for all \( S \)-paths \( u, v \), there exist at most one pair of \( S \)-paths \( u', v' \) satisfying \( \bar{u}v \overset{\theta}{\to} v'u' \).

(ii) Define \( \theta^*(u, v) \) to be the above path \( v' \) when it exists. Then \( \theta^* \) is a partial map from \( S^* \times S^* \) to \( S^* \) that extends \( \theta \), it satisfies the induction rules of Lemma 4.6 and, as a family of pairs, it is the least such extension of \( \theta \).

**Proof.** (i) As \( (S, R) \) is right-complemented, for every initial signed \( S \)-word \( w \), the maximal right-reversing diagram from \( w \) is unique. In case (4.31), there is no final path: then it is impossible that \( w \) right-reverses to a positive–negative path, as such a path would be final. In case (4.30), the diagram is finite, there exists a unique final path \( w' \), and the latter contains some subpath \( \bar{s}|t \) such that \( \theta(s, t) \) is not defined, so it is not positive–negative. Finally, in case (4.29), the unique final path is positive–negative. Applying this in the case where \( w \) is \( \bar{w}v \), we conclude that, in every case, there exists at most one pair of \( S \)-paths \( u', v' \) satisfying \( \bar{u}v \overset{\theta}{\to} v'u' \).

(ii) By construction, \( \bar{w}v \overset{\theta}{\to} v'u' \) always implies \( \bar{w}v \overset{\theta}{\to} w'u' \). So \( \bar{w}v \overset{\theta}{\to} v'u' \) implies \( \bar{u}v \overset{\theta}{\to} w'u' \). This shows that, when \( \bar{u}v \overset{\theta}{\to} w'u' \) holds, the path \( \theta^*(v, u) \) exists and equals \( u' \). So \( \theta^*(u, v) \) exists if and only if \( \theta^*(v, u) \) does.

For all \( s, t \) in \( S \) such that \( \theta(s, t) \) exists, we have \( \bar{s}|t \overset{\theta}{\to} \theta(s, t)\theta(t, s) \), whence \( \theta^*(s, t) = \theta(s, t) \). So \( \theta^* \) extends \( \theta \).

Next, \( \bar{s}|s \overset{\theta}{\to} \bar{s} \) holds for every \( s \) in \( S \), and, therefore, \( \theta^* \) satisfies (4.7). Then, when we express the relations of Lemma 4.24 in the right-complemented case, we directly obtain that \( \theta^* \) satisfies (4.8) and (4.9), as can be read in Figure 8. As for (4.10), it follows from the trivial relations \( \bar{e}_xu \overset{\theta}{\to} u \) and \( \bar{t}e_x \overset{\theta}{\to} \bar{t} \), which hold for every \( u \) with source \( x \).

Finally, assume that \( \theta^* \) is an extension of \( \theta \) to \( S^* \times S^* \) that satisfies (4.7)–(4.10). Assume that \( u, v \) are \( S \)-paths and \( \theta^*(u, v) \) is defined. Then \( \theta^*(v, u) \) is defined as well and we have \( \bar{w}v \overset{\theta}{\to} \theta^*(u, v)\theta^*(v, u) \). We prove using induction on \( n \) that \( \theta^*(u, v) \) exists as well and coincides with \( \theta^*(u, v) \), which will show the minimality and uniqueness of \( \theta^* \). For \( n = 0 \), at least one of the words \( u, v \) must be empty, and the result follows from
the fact that (4.10) is satisfied by \( \theta^* \) by construction and by \( \theta' \) by assumption. For \( n = 1 \), the paths \( u \) and \( v \) must have length one, that is, there exist \( s, t \) in \( S \) satisfying \( u = s \), \( v = t \). Then the result follows from the fact that \( \theta^* \) extends \( \theta \) and the assumption that \( \theta' \) extends \( \theta \) as well and satisfies (4.7). Assume now \( n \geq 2 \). Then one of the words \( u, v \) must have length at least two. Assume \( v \) does. Decompose \( v \) into \( v_1 v_2 \). Then we have

\[
\begin{align*}
\theta^*(u, v_1) &\circlearrowleft_{\mathcal{R}} \theta^*(v_1, u), \\
\theta^*(v_1, u)v_2 &\circlearrowright_{\mathcal{R}} \theta^*(\theta^*(v_1, u), v_2)\theta^*(v_2, \theta^*(v_1, u))
\end{align*}
\]

for some \( n_1, n_2 < n \). By induction hypothesis, we deduce that \( \theta'(u, v_1), \theta'(v_1, u), \theta'(v_1, u), v_2 \), and \( \theta'(v_2, \theta^*(v_1, u)) \) exist and coincide with their \( \theta^* \) counterpart. Using the assumption that \( \theta' \) satisfies (4.8) and (4.9), we deduce that \( \theta'(u, v_1 v_2) \) and \( \theta'(v_1 v_2, u) \) exist and coincide with \( \theta^*(u, v_1 v_2) \) and \( \theta^*(v_1 v_2, u) \), respectively. Thus \( \theta' \) includes \( \theta^* \) as a family of pairs. 

![Figure 8. Splitting the right-reversing of a product (complemented case)](image)

So the function \( \theta^* \) of Lemma 4.6 coincides with that of Lemma 4.32. The double induction in the relations (4.8) and (4.9), which may look mysterious at first, becomes quite natural in the context of reversing diagrams and Figure 8. However, it should be kept in mind that this induction may not terminate, as was seen in Example 4.28.

Even in the case of a right-complemented presentation, right-reversing is not a deterministic procedure: a path may contain several patterns \( \overrightarrow{st} \), leading to several reversing sequences. This ambiguity is however superficial since Lemma 4.32 shows that, in the right-complemented case, every initial path leads to a unique maximal reversing diagram, and we can obtain a deterministic procedure by deciding (for instance) to reverse the leftmost subpath \( \overrightarrow{st} \) of the current path. With such an option, right-reversing can be described as an algorithmic procedure.

**Algorithm 4.33 (Right-reversing, right-complemented case).**

**Context:** A precategory \( S \), a syntactic right-complement \( \theta \) on \( S 

**Input:** A signed \( S \)-path \( w \)

**Output:** A positive–negative \( S \)-path, or \( \text{fail} \), or no output

1. while \( \exists i < \log(w) \) (\( w[i] \in S \) and \( w[i + 1] \in S \))
   1.1. put \( j := \min \{ i \mid w[i] \in S \text{ and } w[i + 1] \in S \} \)
   1.2. put \( s := w[j] \) and \( t := w[j + 1] \)
   1.3. if \( s = t \) then
      1.3.1. remove \( \overrightarrow{st} \) in \( w \)
      1.3.2. else
      1.3.3. if \( \theta(s, t) \) is defined then


8: replace $s|t$ with $\theta(s, t)|\theta(t, s)$ in $w$ at position $j$
9: else
10: return fail
11: return $w$

We recognize the three cases of the trichotomy (4.29)–(4.31): success when there exists a positive–negative path to which the initial path is right-reversible (case of (4.29)), failure when, at some point, one reaches a path with a factor that cannot be reversed (case of (4.30)), non-termination when one never goes out of the while loop (case of (4.31)).

4.4 Right-reversing: completeness

Introducing right-reversing is possible for every category presentation. However, this leads to interesting results (such as left-cancellativity) only when some specific condition called completeness is satisfied. The intuition behind completeness is that, when a presentation is complete for right-reversing, the a priori complicated equivalence relation associated with $\mathcal{R}$ can be replaced with the more simple right-reversing relation. As can be expected, this condition follows from the assumptions (4.17)–(4.19) of Proposition 4.16 in the context of a right-complemented presentation.

Before introducing completeness, we start from an easy general property that connects right-reversing with path equivalence.

**Proposition 4.34 (reversing implies equivalence).** If $(\mathcal{S}, \mathcal{R})$ is a category presentation $(\mathcal{S}, \mathcal{R})$, then, for all $\mathcal{S}$-paths $u, v, u', v'$, the relation $uv \mathrel{\mathcal{R}} v'u'$ implies $u'v' \equiv_R vu'$. In particular, for $u, v$ with target $y$,

(4.35) $uv \mathrel{\mathcal{R}} y \quad \text{implies} \quad u \equiv_R^+ v$.

**Proof.** We use induction on the number of steps $n$ needed to right-reverse $uv$ into $v'u'$.

For $n = 0$, the only possibility is that $u$ or $v$ is empty, in which case we have $u' = u$, $v' = v$, and the result is true. For $n = 1$, the only possibility is that $u$ and $v$ have length one, that is, there exist $s$ and $t$ in $\mathcal{S}$ satisfying $u = s$ and $v = t$. In this case, for $st$ to right-reverse to $v'u'$ means that $sv' = tu'$ is a relation of $\mathcal{R}$, and $sv' \equiv_R tu'$ holds by definition. For $n \geq 2$, at least one of $u, v$ has length at least two. Assume for instance $\ell(y) \geq 2$. Then let $v = v_1v_2$ be a decomposition of $v$ with $v_1$ and $v_2$ nonempty. Applying Lemma (4.24) we obtain $u', v'_1, v'_2$ satisfying $v' = v'_1v'_2$, $uv_1 \mathrel{\mathcal{R}} v'_1u_1$, and $u_1v_2 \mathrel{\mathcal{R}} v'_2u'$ with $n_1, n_2 < n$. The induction hypothesis implies $uv_1 \equiv_R v_1u_1$ and $u_1v_2 \equiv_R v_2u'$, whence $uv' = uv_1v'_2 \equiv_R v_1u_1v'_2 \equiv_R v_1v_2u' = vu'$.

In the context of a syntactic right-complement, $uv \mathrel{\mathcal{R}} \theta^*(u, v)\theta^*(v, u)$ holds whenever $\theta^*(u, v)$ is defined, so Proposition 4.34 implies

**Corollary 4.36 (reversing implies equivalence).** If $(\mathcal{S}, \mathcal{R})$ is a right-complemented category presentation, associated with the syntactic right-complement $\theta$, then, for all $\mathcal{S}$-paths $u, v$ such that $\theta^*(u, v)$ is defined, we have

(4.37) $u\theta^*(u, v) \equiv_R^+ v\theta^*(v, u)$. 

We now restate the implication of Proposition \ref{prop:complete_monoid} in still another form.

**Definition 4.38 (factorable).** If \((S, R)\) is a category presentation, a quadruple \((u, v, \hat{u}, \hat{v})\) of \(S\)-paths is said to be factorable through right-reversing, or \(\bowtie\)-factorable, if there exist \(S\)-paths \(u', v', w'\) satisfying

\[
\hat{u} \equiv_R^+ w', \quad \text{and} \quad \hat{v} \equiv_R^+ v'w',
\]
as shown on the right.

**Lemma 4.39.** For every category presentation \((S, R)\), every \(\bowtie\)-factorable quadruple \((u, v, \hat{u}, \hat{v})\) satisfies \(uv \equiv_R^+ \hat{u} \hat{v}\).

*Proof.* Assume that \((u, v, \hat{u}, \hat{v})\) is \(\bowtie\)-factorable. With the notation of Definition \ref{def:factorable}, we have \(uv \bowtie \hat{u} \hat{v}\), and Proposition \ref{prop:complete_monoid} implies \(uv' \equiv R^+ vu'\). Then we deduce \(uv \equiv_R^+ uv'w \equiv_R^+ vuv'w \equiv_R^+ \hat{u} \hat{v}\).

Thus saying that \((u, v, \hat{u}, \hat{v})\) is \(\bowtie\)-factorable means that \(uv \equiv_R^+ \hat{u} \hat{v}\) holds and that the latter equivalence somehow factors through a right-reversing, whence our terminology.

**The notion of completeness.** We shall be interested in the case when the converse of Lemma \ref{lem:complete_monoid} is satisfied, that is, when every equivalence is \(\bowtie\)-factorable.

**Definition 4.40 (complete).** Right-reversing is called complete for a presentation \((S, R)\) if every quadruple \((u, v, \hat{u}, \hat{v})\) of \(S\)-paths satisfying \(uv \equiv_R^+ \hat{u} \hat{v}\) is \(\bowtie\)-factorable.

Owing to Lemma \ref{lem:complete_monoid} if right-reversing is complete for \((S, R)\), then, for all \(S\)-paths \(u, v, \hat{u}, \hat{v}\), the relation \(uv \equiv_R^+ \hat{u} \hat{v}\) is equivalent to \((u, v, \hat{u}, \hat{v})\) being \(\bowtie\)-factorable.

**Example 4.41 (complete).** Every category \(C\) admits a presentation for which right-reversing is complete. Indeed, let \(R\) be the family of all relations \(f_1 \cdots f_p = g_1 \cdots g_q\) for \(p, q \geq 1\) and \(f_1, \ldots, g_q\) in \(C\) satisfying \(f_1 \cdots f_p = g_1 \cdots g_q\). Then \((C, R)\) is a presentation of \(C\). Now assume \(uv \equiv_R^+ \hat{u} \hat{v}\). Then \(uv'\) and \(\hat{u} \hat{v}\) have the same evaluation in \(C\), hence \(uv = \hat{u} \hat{v}\) is a relation of \(R\). If both \(u\) and \(v\) are nonempty, we have \(uv \bowtie v^y \hat{u}\) by definition, and \(u' = \hat{u}, v' = \hat{v}\), and \(u'w' = \hat{u} \hat{v}\) witness that \((u, v, \hat{u}, \hat{v})\) is \(\bowtie\)-factorable. If \(u\) is empty, we put \(u' = \varepsilon_y\) where \(y\) is the target of \(v\), \(v' = v\), and \(w = \hat{u}\); then \(v \bowtie v'\) is true and \(u', v', w'\) satisfy that \((u, v, \hat{u}, \hat{v})\) is \(\bowtie\)-factorable. So right-reversing is (trivially) complete for the presentation \((C, R)\).

On the other hand, right-reversing is not complete for all presentations. Let \(M\) be the (stupid!) presented monoid \(\langle S \mid R \rangle^*\) with \(S = \{a, b, c\}\) and \(R = \{a = b, b = c, a = c\}\). In \(M\), which is a free monoid on one generator, we have \(a = c\), that is, \(a \equiv_R^+ c\) holds in \(S^*\). However, \(ac\) is right-reversible to no word of the form \(v\) since there is no relation \(a, c, \ldots, c\) in \(R\). So right-reversing cannot be complete for \((S, R)\). By contrast, it is complete for the (redundant) presentation \(\langle a, b, c \mid a = b, b = c, a = c \rangle^*\) of \(M\): in this special case, the failure of completeness amounts to a lack of transitivity.

In this text, we shall only consider completeness in the context of presentations with no \(\varepsilon\)-relations, in which case completeness takes a more simple form.
Lemma 4.42. If \((S, R)\) is a category presentation containing no \(\varepsilon\)-relation, then right-reversing is complete for \((S, R)\) if and only if, for all \(S\)-paths \(u, v\) with target \(y\),

\[
\forall y \in S, u \equiv_R^+ v \text{ implies } \bar uv \vDash R \vDash y.
\]

Proof. Assume that right-reversing is complete for \((S, R)\) and \(u \equiv_R^+ v\) holds. Then we have \(uv \equiv_R v\varepsilon_y\), so the quadruple \((u, v, \varepsilon_y, \varepsilon_y)\) is \(R\)-factorable, so there exist \(S\)-paths \(u', v', w'\) satisfying \(uv \vDash R \vDash w'\), \(v' \vDash R \vDash u'\), and \(\varepsilon_y \vDash_R v'u'\). As \(R\) contains no \(\varepsilon\)-relation, the latter two equivalences imply that \(u'\) and \(v'\) must be empty, so the first relation reads \(uv \vDash R \vDash y\).

Conversely, assume that \(u \equiv_R^+ v\) implies \(uv \vDash R \vDash y\). Assume \(uv \equiv_R v\varepsilon_y\). Then, by assumption, \(uwv\varepsilon_y \vDash R \vDash y\), where \(y\) is the target of \(u\). By Lemma 4.23 there exist \(S\)-paths \(u', v', w'\) satisfying \(uv \vDash R \vDash w'\), \(u' \vDash R \vDash w\), \(w \vDash R \vDash y\), \(uv' \vDash R \vDash y\), and \(w' \vDash R \vDash y\). By Proposition 4.34 we deduce \(u \equiv_R^+ v'u'\), \(v \equiv_R^+ v'\), and \(w' \equiv_R w\), whence also \(u \equiv_R^+ v'u'\): so \((u, v, \bar u, \bar v)\) is \(R\)-factorable, and right-reversing is complete for \((S, R)\). \(\Box\)

So, when there is no \(\varepsilon\)-relation, right-reversing is complete for a presentation \((S, R)\) if \(R\)-equivalence can always be detected by right-reversing.

Consequences of completeness. When right-reversing is complete for a category presentation \((S, R)\), then certain properties of the category \((S \mid R)^+\) can be recognized easily.

Proposition 4.44 (left-cancellative). If \((S, R)\) is a category presentation for which right-reversing is complete, then the following conditions are equivalent:

(i) The category \((S \mid R)^+\) is left-cancellative;

(ii) For every \(s\) in \(S\) and every relation \(su = sv\) in \(R\) (if any), we have \(u \equiv_R^+ v\).

Proof. Assume that \((S \mid R)^+\) is left-cancellative and \(su = sv\) is a relation of \(R\). Then \(su \equiv_R^+ sv\) holds by definition, hence so does \(u \equiv_R^+ v\). So (i) implies (ii).

Conversely, assume (ii). In order to prove that \((S \mid R)^+\) is left-cancellative, it is sufficient to prove that, for all \(u, v\) in \(S^+\), if \(su \equiv_R^+ sv\) holds for some \(s\) in \(S\), then \(u \equiv_R^+ v\) holds as well. So assume \(su \equiv_R^+ sv\). By definition of completeness, \((s, u, v)\) is \(R\)-factorable: there exist \(S\)-paths \(u', v', w'\) satisfying \(ss \vDash R \vDash u'\), \(u' \vDash R \vDash w'\), and \(v \equiv_R^+ u'v'\). Now, by definition of right-reversing, either \(su' = sv'\) is a relation of \(R\), in which case \(u' \equiv_R^+ v'\) holds by assumption, or \(u'\) and \(v'\) are empty, and \(u' \equiv_R^+ v'\) holds as well. Then we find \(u \equiv_R^+ u'v' \equiv_R^+ v'u' \equiv_R^+ v\), as expected. \(\Box\)

Condition (ii) in Proposition 4.44 is vacuously true for a presentation that contains no relation \(su = sv\). So we have

Corollary 4.45 (left-cancellative). If \((S, R)\) is a category presentation for which right-reversing is complete and \((S, R)\) contains no relation of the form \(su = sv\), then \((S \mid R)^+\) is left-cancellative.
We turn to common right-multiples.

**Proposition 4.46 (common right-multiple).** If $\langle S, R \rangle$ is a category presentation for which right-reversing is complete, then, for all $S$-paths $u, v$, the elements of $\langle S \mid R \rangle^*$ represented by $u$ and $v$ admit a common right-multiple if and only if there exist $S$-paths $u', v'$ satisfying $uv \vdash_R v' u'$. In this case, every common right-multiple is a right-multiple of an element represented by a path $uv'$ with $uv \vdash_R v' u'$.

**Proof.** Let $f, g$ be the elements of $\langle S \mid R \rangle^*$ represented by $u$ and $v$. Assume that $h$ is a common right-multiple of $f$ and $g$. This means that there exist $\hat{u}, \hat{v} \in S^*$ satisfying $uv \equiv_R^h \hat{u} \hat{v}$ and $h$ is represented by $uv$ (and $\hat{v} \hat{u}$). By definition of completeness, this implies the existence of $u', v'$, and $w$ satisfying $uv \vdash_R v' u'$, $\hat{u} \equiv_R^h u' w$, and $\hat{v} \equiv_R^h v' w$. By construction, $h$ is a right-multiple of the element represented by $uv'$.

Conversely, assume that $uv \vdash_R v' w$ holds for some $u', v'$ in $S^*$. By Proposition 4.44 this implies $uv' \equiv_R^h vu'$, and the element of $\langle S \mid R \rangle^*$ represented by $uv'$ and $vu'$ is a common right-multiple of the elements represented by $u$ and $v$. \qed

**Corollary 4.47 (right-lcm).** If $\langle S, R \rangle$ is a right-complemented category presentation for which right-reversing is complete, then any two elements of $\langle S \mid R \rangle^*$ that admit a common right-multiple admit a right-lcm. Moreover, for all $u, v \in S^*$, the elements of $\langle S \mid R \rangle^*$ represented by $u$ and $v$ admit a common right-multiple if and only if there exist $u', v'$ in $S^*$ satisfying $uv \vdash_R v' u'$ and, in this case, their right-lcm is represented by $u' v$.

**Proof.** Assume that the elements $f, g$ of $\langle S \mid R \rangle^*$ represented by $u$ and $v$ admit a common right-multiple $h$. By Proposition 4.46, $h$ is a right-multiple of an element $h'$ represented by $uv'$ and $vu'$, where $uv \vdash_R v' u'$ holds. The assumption that $\langle S, R \rangle$ is right-complemented implies that there exists at most one pair of $S$-paths $u', v'$ satisfying $uv \vdash_R v' u'$. So the element $h'$ is unique and does not depend on $h$. Therefore, it is a right-lcm of $f$ and $g$. \qed

**Recognizing completeness.** Propositions 4.44 and 4.46 would remain useless if we had no practical criteria for recognizing whether right-reversing is complete. Such criteria do exist, as will be explained now.

**Definition 4.48 (cube condition).** (See Figure 9) For $\langle S, R \rangle$ a category presentation and $u, v, w \in S^*$, we say that the sharp cube condition (resp. the cube condition) is true for $(u, v, w,)$ if

$$\text{For all } u_0, u_1, u_2, v_0, v_1, v_2 \text{ in } S^* \text{ satisfying }$$

$$uv \vdash_R v_1 u_0, \quad uv \vdash_R v_0 u_1, \quad u_0 v_0 \vdash_R v_2 u_2 \quad \text{(if any)},$$

$$\text{(4.49) \hspace{1cm} there exist } u', v', w' \text{ in } S^* \text{ satisfying }$$

$$uv \vdash_R v' u', \quad u' w \vdash_R u_1 v_1, \quad v' w' \vdash_R w' u_2,$$

$$\text{or}\quad u_1 v_2 \equiv_R u' w' \quad \text{or} \quad v_1 u_2 \equiv_R v' w'.$$

For $S'$ included in $S^*$, we say that the (sharp) cube condition is true on $S'$ if it is true for every triple of elements of $S'$. 


Note that, in (4.49), the premise that \( u \wedge w \) and \( w \wedge u \) are right-reversible to positive–negative paths requires that \( u, v, w \) and \( u \wedge w \) share the same source. So the (sharp) cube condition is vacuously true for triples of paths not sharing the same source. By Proposition 4.33, \( u \wedge w \wedge v \) implies \( u_1 u_2 \equiv u' w'\) and \( v_1 v'_2 \wedge w_2 w'_1 \) implies \( v_1 v_2 \equiv v' w'\), so the sharp cube condition implies the cube condition, making the terminology coherent.

**Example 4.50 (cube condition).** Consider the presentation with two generators \( a, b \) and two relations \( a^2 = b^2, ab = ba \). The cube condition for \( a, a, b \) is true, but the sharp cube condition is not. Indeed, the word \( a \wedge b \wedge a \) (that is, \( \overline{u} \wedge \overline{w} \wedge \overline{v} \)) satisfies \( u = \overline{v} = a \) and \( w = b \). However, the sharp cube condition fails, as there exist no word \( w' \) satisfying \( \overline{u} \wedge \overline{a} \wedge \overline{w} \) and \( \overline{v} \wedge \overline{w} \overline{v} \overline{a} \), see Figure 10. The other verifications are similar.

![Figure 9](image9.png)

Figure 9. The sharp cube condition (resp. the cube condition) for \( (u, v, w) \): every half-cube constructed using right-reversing from \( u, v, w \) can be completed into a cube using three more right-reversings (sharp cube condition), or one right-reversing and two equivalences (cube condition).

![Figure 10](image10.png)

Figure 10. Checking the cube condition for \( (a, a, b) \) in \( (a, b, a^2 = b^2) \): the left diagram corresponds to one of the six ways of right-reversing \( a \wedge b \a \); the central diagram then shows that the corresponding instance of the cube property is satisfied, whereas the right diagram shows that the cube property fails; one can complete the diagram with three squares so that one is the a right-reversing and the other two are equivalences, but there is no way to complete the diagram with three right-reversings.

It is easily checked that, if right-reversing is complete for a presentation \((S, R)\), then the cube condition must be true on \( S^* \), see Exercise 23. What we shall do now is to establish that, conversely, the cube condition guarantees the completeness of right-reversing,
the point being that, in good cases, it is enough to check the cube condition for arbitrary triples of paths, but simply for triples of generators. Here is the main result:

**Proposition 4.51 (completeness).** Assume that \((S, R)\) is a category presentation with no \(\varepsilon\)-relation, and at least one of the following conditions is satisfied:

\begin{align}
(4.52) \quad & \text{The presentation } (S, R) \text{ is short and the sharp cube condition is true on } S; \\
(4.53) \quad & \text{The presentation } (S, R) \text{ is right-Noetherian and the cube condition is true on } S; \\
(4.54) \quad & \text{The presentation } (S, R) \text{ is maximal right-triangular.}
\end{align}

Then right-reversing is complete for \((S, R)\).

Before addressing the proof of Proposition 4.51, let us observe that the latter implies the results of Subsection 4.1. As can be expected, the point is that the \(\theta\)-cube condition of Subsection 4.1 is directly connected with the current cube condition.

**Lemma 4.55.** If the presentation \((S, R)\) is associated with a syntactic right-complement \(\theta\), then, for all \(S\)-paths \(u, v, w\), the sharp cube condition (resp. the cube condition) is true on \(\{u, v, w\}\) whenever the sharp \(\theta\)-cube condition (resp. the \(\theta\)-cube condition) is.

**Proof.** Assume that the \(\theta\)-cube condition is true on \(\{u, v, w\}\). We shall show that so is the cube condition. As the assumptions assign symmetric roles to \(u, v, w\), it is enough to consider the cube condition for \((u, v, w)\). So assume \(\overline{uw} \in R v_1 u_0, \overline{uw} \in R v_0 u_1\), and \(u_0 v_0 \in R v_2 u_2\). The connection of \(\in R\) with \(\theta^*\) implies

\[
\begin{align*}
\theta^* u_0 &= \theta^* (w, u), & u_1 &= \theta^* (v, w), & w_2 &= \theta^* (w, v, u), \\
v_0 &= \theta^* (w, v), & v_1 &= \theta^* (u, w), & v_2 &= \theta^* (w, u, v),
\end{align*}
\]

see Figure 11. As the \(\theta\)-cube condition is true for \((u, v, w)\), the assumption that \(\theta^* (w, v, u)\) is defined implies that \(\theta^* (u, v, w)\) and \(\theta^* (v, u, w)\) are defined as well, which, in turn, implies that \(\theta^* (u, v)\) and \(\theta^* (v, u)\) are defined. Put \(u' = \theta^* (v, u)\), \(v' = \theta^* (u, v)\), \(w' = \theta^* (u, v, w)\). Then \(\overline{uw} \in R \theta^* v' u'\) holds by definition. Next, as \(\theta^* (v, u, w)\) and \(\theta^* (u, v, w)\) are defined, we have

\[
\begin{align}
(u_1, \theta^*(v, u, w), \theta^*(v, v, w)) &\equiv_R (u_1, \theta^*(v, u, w)) \theta^*(v, v, w) \\
(v_1, \theta^*(u, v, w), \theta^*(u, u, w)) &\equiv_R (v_1, \theta^*(u, v, w)) \theta^*(u, u, w),
\end{align}
\]

which, by Corollary 4.56 implies

\[
\begin{align}
u_1 \theta^*(v, u, w) &\equiv_R u' \theta^*(v, u, w) \\
v_1 \theta^*(u, v, w) &\equiv_R v' \theta^*(u, v, w) = v' u'.
\end{align}
\]

As the \(\theta\)-cube condition is true for \((v, u, w)\), we have \(\theta^* (v, u, w) \equiv_R \theta^* (v, u, w) = u_2\). As the \(\theta\)-cube condition is true for \((u, v, w)\), we have \(\theta^* (u, v, w) \equiv_R \theta^* (u, v, w) = w_2\), so (4.58) implies \(u_1 u_2 \equiv_R u' w'\). Similarly, as the \(\theta\)-cube condition is true for \((v, u, w)\), we have \(\theta^* (u, v, w) \equiv_R \theta^* (u, v, w) = v_2\), and (4.59) implies \(v_1 v_2 \equiv_R v' w'\). Hence the cube condition is true for \((u, v, w)\).
Assume now that the sharp $\theta$-cube condition is true on $\{u, v, w\}$, that is, for $(u, v, w)$, $(v, w, u)$, and $(w, u, v)$. Then the sharp $\theta$-cube condition for $(v, w, u)$ and $(u, v, w)$ implies

$$\theta^*_3(v, w, u) = \theta^*_3(w, v, u) = u_2 \quad \text{and} \quad \theta^*_3(u, v, w) = \theta^*_3(v, u, w),$$

so (4.58) gives $\overline{u'}u_1 \overset{R}{\to} \overline{w'}u_2$. Similarly, the sharp $\theta$-cube condition for $(v, w, u)$ implies $\theta^*_3(u, v, w) = \theta^*_3(w, u, v) = v_2$, so (4.59) gives $\overline{v'}u_1 \overset{R}{\to} \overline{w'}v_2$. Hence the sharp cube condition is true for $(u, v, w)$.

![Figure 11. Connection between the $\theta$-cube conditions and the cube conditions in the right-complemented case: the assumption that the arrows in the left diagram exist guarantees the existence of the arrows in the right diagram.](image)

The connection of Lemma 4.55 also goes in the other direction, from the cube condition to the $\theta$-cube condition, but the connection is local in the sharp case only: in the general case, what can be proved is that, if the cube condition is true for all triples of $S$-paths, then the $\theta$-cube condition is true for all triples of $S$-paths, see Exercise 25.

**Proof of Proposition 4.16 from Proposition 4.51.** Assume that $(S, R)$ is a right-complemented category, associated with the syntactic right-complement $\theta$. By Lemma 4.55, the (sharp) cube condition is true whenever the (sharp) $\theta$-cube condition is. A priori, there is a difference between the assumptions in Propositions 4.16 and 4.51, namely that, in the former, only triples of pairwise distinct elements are mentioned. However, one easily checks that, if at least two entries in $(u, v, w)$ coincide, then the $\theta$-cube property is necessarily true. Owing to symmetries, it is enough to consider the cases $u = v$ and $u = w$.

So assume that $\theta^*_3(w, u, v)$ is defined and $u = v$ holds. This implies that $\theta^*(w, u)$, and, therefore, $\theta^*(u, w)$, are defined. Let $y$ be the target of $u$. Then we have $\theta^*(u, v) = \varepsilon_y$, and, by definition, $\theta^*_3(u, v, w)$ is defined, and equal to $\theta^*(u, w)$. And so is $\theta^*_3(v, u, w)$, which is the same expression. So the sharp $\theta$-cube condition is true for $(u, v, w)$.

Assume now that $\theta^*_3(w, u, v)$ is defined and $u = w$ holds. This implies that $\theta^*(w, v)$, which is also $\theta^*(u, v)$, and, therefore, $\theta^*(v, u)$, which is $\theta^*(v, w)$, are defined. Let $y$ be the target of $u$ again, and let $z$ be that of $\theta^*(u, v)$. Then we have $\theta^*(u, w) = \varepsilon_y$, whence $\theta^*_3(u, v, w) = \theta^*(\theta^*(u, v), \varepsilon_y) = \varepsilon_z$. On the other hand, as $\theta^*(v, u)$ is defined and has target $z$, so $\theta^*_3(v, u, w)$ is $\varepsilon_z$, and we obtain $\theta^*_3(u, v, w) = \theta^*_3(v, u, w)$, and the sharp $\theta$-cube condition is true for $(u, v, w)$.

So, in all three cases of Proposition 4.16, the presentation $(S, R)$ is eligible for Proposition 4.51 and, therefore, right-reversing is complete for $(S, R)$. Then Corollary 4.45
states that the category \( \langle S \mid R \rangle^+ \) is left-cancellative, and Corollary 4.47 states that \( \langle S \mid R \rangle^+ \) admits conditional right-lcms together with the additional results. Finally, for (iii), we observe that \( u \) and \( v \) represent the same element of \( \langle S \mid R \rangle^+ \) if the latter element is the right-lcm of the elements represented by \( u \) and \( v \). By (ii), this happens if and only if \( \theta^*(u) \) and \( \theta^*(v) \) exist and are empty.

Proof of Proposition 4.51. At this point, it only remains to establish Proposition 4.51. The arguments are different in the three cases and, as details require some care, we shall postpone most of the proofs to the final Appendix.

In the case of (4.52), the proof consists in using an induction on the length of paths to stack the elementary cubes provided by the assumption so as to extend the sharp cube condition from \( S \) to \( S^* \), and then deduce the completeness of right-reversing at the end. So the two steps are:

Lemma 4.60. If \((S, R)\) is a short category presentation and the sharp cube condition is true on \( S \), then the sharp cube condition is true on \( S^* \).

Lemma 4.61. If \((S, R)\) is a category presentation that contains no \( \varepsilon \)-relation and the cube condition is true on \( S^* \), then right-reversing is complete for \((S, R)\).

In the case of (4.53), the argument, which is more delicate, relies on several nested inductions involving a right-Noetherianity witness. In this case, one does not establish the cube condition on \( S^* \), but directly prove that the cube condition on \( S \) implies the completeness of right-reversing.

Lemma 4.62. If \((S, R)\) is a category presentation that is right-Noetherian, contains no \( \varepsilon \)-relation, and the cube condition is true on \( S \), then right-reversing is complete for \((S, R)\).

Finally, in the (very) special case of a right-triangular presentation, the proof uses an induction on the combinatorial distance and does not involve the cube condition.

Lemma 4.63. If \((S, R)\) is a maximal right-triangular presentation, then right-reversing is complete for \((S, R)\).

When the proofs of the above lemmas are completed, Proposition 4.51 follows, and therefore all results in this section are established, in particular the recipes of Subsection 4.1.

Remark 4.64 (left-reversing). Everything said so far about right-reversing has a natural counterpart in terms of left-reversing, which is the symmetric transformation in which one replaces a pattern of the form \( t \mid s \) (\( s, t \) in \( S \)) with \( \overline{s} \mid \overline{t} \) such that \( ut = vs \) is a relation of the considered presentation \((S, R)\), or one deletes a pattern of the form \( \overline{s} \mid \overline{t} \) (\( s \) in \( S \)). Results for left-reversing are entirely similar to those for right-reversing. As in the case of left- and right-divisibility, going from right- to left-reversing just amounts to going from a category to the opposite category. In particular, in the case of a presentation for which left-reversing is complete, the counterparts of Propositions 4.44 and 4.46 provide criteria for right-cancellativity and existence of left-lcms. It should be kept in mind that left-reversing (denoted by \( \triangleleft \)) is not the inverse of right-reversing: for each generator \( s \) with target \( y \), the relation \( \overline{s} \mid s \triangleleft \varepsilon_y \) holds, whereas \( \varepsilon_y \triangleleft \overline{s} \) does not hold.
Exercises

Exercise 2 (functor). Assume that $C$ is a category and $\phi$ is a functor of $C$ into itself. Show that, if $\phi$ is injective (resp. surjective) on $\text{Obj}(C)$, then it is automatically injective (resp. surjective) on $\text{Obj}(C)$. [Hint: Use the identity-elements.]

Exercise 3 (collapsing invertible elements). (i) Assume that $M$ is a left-cancellative monoid, $G$ is a group, and $\phi$ is a homomorphism of $M$ into $\text{Aut}(G)$. Show that the semidirect product $M \ltimes \phi G$ satisfies the conditions (i)–(iii) of Proposition 1.18. [Hint: Show that $GM$ is included in $MG$.] (ii) Assume that $M$ is a monoid with no nontrivial invertible element and $G$ is a group with at least two elements. Show that the free product $M * G$ is a monoid that does not satisfy the conditions (i)–(iii) of Proposition 1.18. [Hint: If $g$ is a nontrivial element of $M$ and $f$ is a nontrivial element of $G$, then $fg$ is an element of $M * G$ that does not belong to $MG$.]

Exercise 4 (atom). Assume that $C$ is a left-cancellative category. Show that, for $n \geq 1$, every element $g$ of $C$ satisfying $\text{ht}(g) = n$ admits a decomposition into a product of $n$ atoms.

Exercise 5 (unique right-mcm). Assume that $C$ is a left-cancellative category that admits right-mcms. (i) Assume that $f, g$ are elements of $C$ that admit a common right-multiple and any two right-mcms of $f$ and $g$ are $\equiv^*\text{-equivalent}$. Show that every right-mcm of $f$ and $g$ is a right-lcm of $f$ and $g$. (ii)

Exercise 6 (right-gcd to right-mcm). Assume that $C$ is a cancellative category that admits right-gcds, $f, g$ are elements of $C$ that admit a common right-multiple and any two right-mcms of $f$ and $g$ share the same source. Assume that $M$ is a cancellative category that admits right-lcms, and $h$ is a right-multiple of $f$ and $g$ such that every common right-multiple of $f$ and $g$ left-divides $h$ is a right-multiple of $h_0$.

Exercise 7 (iterated lcm). Assume that $C$ is a left-cancellative category. (i) Show that, if $h$ is a right-lcm of $f$ and $g$, then $h_0h$ is a right-lcm of $h_0f$ and $h_0g$. (ii) Deduce an alternative proof of Proposition 2.12.

Exercise 8 (conditional right-lcm). Assume that $C$ is a left-cancellative category. (i) Show that every left-lcm of $f g_1$ and $f g_2$ (if any) is of the form $f g$ where $g$ is a left-lcm of $g_1$ and $g_2$. (ii) Assume moreover that $C$ admits conditional right-lcms. Show that, if $g$ is a left-lcm of $g_1$ and $g_2$ and $f g$ is defined, then $f g$ is a left-lcm of $f g_1$ and $f g_2$.

Exercise 9 (left-coprime). Assume that $C$ is a left-cancellative category. Say that two elements $f, g$ of $C$ sharing the same source $x$ are left-coprime if $1_x$ is a left-lcm of $f$ and $g$. Assume that $g_1, g_2$ are elements of $C$ sharing the same source, and $f g_1$ and $f g_2$ are defined. Consider the properties (i) The elements $g_1$ and $g_2$ are left-coprime; (ii) The element $f$ is a left-lcm of $f g_1$ and $f g_2$. Show that (ii) implies (i) and that, if $C$ admits conditional right-lcms, (i) implies (ii). [Hint: Use Exercise 8]

Exercise 10 (subgroupoid). Let $M = \{a, b, c, d | ab = bc = cd = da\}$ and $\Delta = ab$. (i) Check that $M$ is a Garside monoid with Garside element $\Delta$. (ii) Let $M_1$ (resp. $M_2$) be the submonoid of $M$ generated by $a$ and $c$ (resp. $b$ and $c$). Show that $M_1$ and $M_2$ are free monoids of rank 2 with intersection reduced to $\{1\}$. (iii) Let $G$ be the group of fractions...
of $M$. Show that the intersection of the subgroups of $G$ generated by $M_1$ and $M_2$ is not $\{1\}$.

Exercise 11 (weakly right-cancellative). Say that a category $C$ is weakly right-cancellative if $gh = h$ implies that $g$ is invertible. (i) Observe that a right-cancellative category is weakly right-cancellative; (ii) Assume that $C$ is a left-cancellative category. Show that $C$ is weakly right-cancellative if and only if, for all $f, g$ in $C$, the relation $f \preceq g$ is equivalent to the conjunction of $f \preceq g$ and "$g = g'f$ holds for no $g'$ in $C^{\infty}$".

Exercise 12 (right-Noetherian). Let $M = \langle a, b \mid ba = b \rangle^\ast$. (i) Show that every element of $M$ has a unique expression $a^p b^q$ with $p, q \geq 0$, and that the map $\lambda : M \rightarrow \omega^2$ defined by $\lambda(a^p b^q) = \omega \cdot q + p$ is an anti-isomorphism of $M$ to the monoid $(\omega^2, \cdot)$. (ii) Show that $f \neq 1$ implies $\lambda(fg) > \lambda(g)$. (iii) Deduce that $M$ satisfies the condition of Proposition 2.28(ii), but does not satisfy the condition of Proposition 2.28(iv). (iv) Conclude about the necessity of the assumption that $C$ is left-cancellative in Proposition 2.28.

Exercise 13 (increasing sequences). Assume that $C$ is a left-cancellative. For $S$ included in $C$, put $\text{Div}_S(h) = \{ f \in C \mid \exists g \in S(fg = h) \}$. Show that the restriction of $\preceq$ to $S$ is well-founded (that is, admits no infinite descending sequence) if and only if, for every $g$ in $S$, every strictly increasing sequence in $\text{Div}_S(g)$ with respect to left-divisibility is finite.

Exercise 14 (lifted omega monoid). (See Figure 12) (i) Let $\mathcal{M}_\omega = \langle a, (b_i)_{i \in \mathbb{Z}} \mid b_{i+1} = b_i a \text{ for each } i \rangle^\ast$. Show that $\mathcal{M}_\omega$ identifies with the family of all words $a^p u$ with $p \geq 0$ and $u$ a word in the alphabet $\{ b_i \mid i \in \mathbb{Z} \}$ equipped with the product defined by $a^p u a^q v = a^{p+q} u v$ if $u$ is empty, and $a^p u a^q v = a^p u b_{i+q} v$ if $u$ is $u b_i$. (ii) Show that $\mathcal{M}_\omega$ is generated by every family $\{ a \} \cup \{ b_i \mid i \leq C \}$ where $C$ is any (positive or negative) constant, and that $\mathcal{M}_\omega$ admits no $\mathbb{N}$-valued right-Noetherianity witness. (iii) Show that $\mathcal{M}_\omega$ is cancellative. [Hint: Establish explicit formulas for $a \cdot a^p u, b_i \cdot a^p u, a^p u \cdot a, b_i \cdot a^p u$ and deduce that the value of $g$ can be recovered from the value of $sg$, and from the value of $gs$.] (iv) Show that $\mathcal{M}_\omega$ is right-Noetherian, but not left-Noetherian. [Hint: Consider $\lambda$ defined by $\lambda(a^p u) = \omega \cdot \lg(u) + p$] Show that the left-height of $b_0$ is not defined, whereas its right-height is $\omega$. (v) Let $M$ denote the submonoid of $\mathbb{Z}^2$ consisting of the pairs $(x, y)$ with $y > 0$ plus the pairs $(x, 0)$ with $x \geq 0$. Put $a = (1, 0)$ and $b_i = (i, 1)$ for $i \in \mathbb{Z}$. Show that $M$ is generated by $a$ and all elements $b_i$, and it admits a presentation consisting, in addition to all commutation relations, of the relations $b_{i+1} = b_i a$. Deduce that $M$ is the Abelianization of $\mathcal{M}_\omega$. Show that, in $M$, we have $(x, y) \preceq (x', y')$ if and only if $y < y'$ or $y = y'$ and $x \leq x'$. Deduce that $M$ is not right-Noetherian.

Exercise 15 (left-generating). Assume that $C$ is a left-cancellative category that is right-Noetherian. Say that a subfamily $S$ of $C$ left-generates (resp. right-generates) $C$ if every non-invertible element of $C$ admits at least one non-invertible left-divisor (resp. right-divisor) belonging to $S$. (i) Show that $C$ is right-generated by its atoms. (ii) Show that, if $S$ is a subfamily of $C$ that left-generates $C$, then $S \cup C^\ast$ generates $C$. (iii) Conversely, show that, if $S \cup C^\ast$ generates $C$ and $C^\ast S \subseteq S^\ast$ holds, then $S$ left-generates $C$.

Exercise 16 (atoms not generating). Let $M = \langle a, b, e, \varepsilon \mid e b = 1, e a = a^b \rangle^\ast$, and let $S$ consist of the rewrite rules $e \varepsilon \rightarrow \varepsilon, e e \rightarrow e, e a \rightarrow a b, a b b \rightarrow a$. (i) Show that every
Show that \(a \equiv b\) and invertible elements. \([\text{Hint: The sequence } a, b, \ldots, ab, \ldots] \) is right-Noetherian, but it is not Noetherian and not generated by atoms and invertible elements. \([\text{Hint: The sequence } a, Ea, E^2a, \ldots \) is descending with respect to left-divisibility, and \(a\) is not at atom.\]

**Exercise 17** (no \(\mathbb{N}\)-valued Noetherianity witness I). Let \(M\) be the monoid presented by \(\langle a_1, a_2, \ldots | a_1 = a_2^2 = a_3^3 = \ldots, a_i a_j = a_j a_i \text{ for all } i, j \rangle^*\). (i) Show that every element of \(M\) has a unique expression as \(a_1^{d_1} a_2^{d_2} \ldots\) with \(d_i \leq i\) for every \(i \geq 2\). (ii) Show that the rewrite rules \(E \rightarrow e, E e \rightarrow e, e a b^n a e = ab^{n+1} a, E a b^{n+1} a \rightarrow a b^n a e, ab^{n+1} a E \rightarrow e a b^n a\) with \(n \geq 0\) define a unique normal form for the elements of \(M\). \([\text{Hint: The rules are length-decreasing, so it suffices to check local confluence, on the shape of Exercise 16.}]\)

(ii) Deduce that \(M\) is cancellative. (iii) Show that \(M\) is left- and right-Noetherian. (iv) Show that the height of \(a_1^2\) is infinite.

**Exercise 18** (no \(\mathbb{N}\)-valued Noetherianity witness II). Let \(M\) be the monoid presented by \(\langle a, b, e, E | e E = E e = 1, e a b^n a e = ab^{n+1} a, n = 0, 1, \ldots \rangle^*\). (i) Show that the rewrite rules \(E \rightarrow e, E e \rightarrow e, e a b^n a e = ab^{n+1} a, E a b^{n+1} a \rightarrow a b^n a e, ab^{n+1} a E \rightarrow e a b^n a\) with \(n \geq 0\) define a unique normal form for the elements of \(M\). \([\text{Hint: The rules are length-decreasing, so it suffices to check local confluence, on the shape of Exercise 16.}]\)

(ii) Deduce that \(M\) is cancellative. (iii) Show that \(M\) is left- and right-Noetherian. (iv) Show that the height of \(a^2\) is infinite.

**Exercise 19** (compatibility). Assume that \((S, \mathcal{R})\) is a right-complemented presentation, associated with the syntactic right-complement \(\theta\). Prove that right-reversing is complete for \((S, \mathcal{R})\) if and only if \(\theta^*\) is compatible with \(\equiv^*_R\) in the sense that, if \(\theta^*(u, v)\) is defined, then \(\theta^*(u', v')\) exists and is \(\mathcal{R}\)-equivalent to \(\theta^*(u, v)\) for all \(u', v'\) satisfying \(u' \equiv^*_R u\) and \(v' \equiv^*_R v\).

**Exercise 20** (equivalence). Assume that \((S, \mathcal{R})\) is a category presentation. Say that an element \(s\) of \(S\) is \(\mathcal{R}\)-right-invertible if \(sw \equiv^*_R e_x (x \text{ the source of } s)\) holds for some \(w\) in \(S^*\). Show that a category presentation \((S, \mathcal{R})\) is complete with respect to right-reversing if and
only if, for all $u, v$ in $S^*$, the following are equivalent: (i) $u$ and $v$ are $\mathcal{R}$-equivalent (that is, $u \equiv_{\mathcal{R}} v$ holds), (ii) $\overline{uv} \in \mathcal{R}$ if and only if $v' \overline{u'}$ holds for some $\mathcal{R}$-equivalent paths $u', v'$ in $S^*$ all of which entries are $\mathcal{R}$-right-invertible.

**Exercise 21 (two generators).** Assume that $M = (\{a, b\}, a v = b u)$ and there exists $\lambda : \{a, b\}^* \to \mathbb{N}$ that is $\equiv_{\mathcal{R}}$-invariant and satisfies $\lambda(a v) = \lambda(u)$ and $\lambda(b v) = \lambda(w)$ for every $w$. $\lambda$ is left-cancellative and admits conditional right-lcms. [Hint: Check that Condition 4.13 is satisfied.]

**Exercise 22 (complete vs. cube, complemented case).** Assume that $(S, \mathcal{R})$ is a right-complemented presentation, associated with the syntactic right-completion $\theta$. Show the equivalence of the following three properties: (i) Right-reversing is complete for $(S, \mathcal{R})$; (ii) The map $\theta^*$ is compatible with $\equiv_{\mathcal{R}}$-equivalence in the sense that, if $u' \equiv_{\mathcal{R}} u$ and $v' \equiv_{\mathcal{R}} v$ hold, then $\theta^*(u', v')$ is defined if and only if $\theta(u, v)$ is and, if so, they are $\equiv_{\mathcal{R}}$-equivalent; (iii) The $\theta$-cube condition is true for every triple of $\mathcal{S}$-paths. [Hint: For (i) $\Rightarrow$ (ii), note that, if $\theta^*(u, v)$ is defined and $u' \equiv_{\mathcal{R}} u$ and $v' \equiv_{\mathcal{R}} v$ hold, then $(u', v', \theta^*(u, v), \theta^*(v, u))$ must be $\cap$-factorable; for (ii) $\Rightarrow$ (iii), compute $\theta^*(w, u \theta^*(u, v))$ and $\theta^*(w, v \theta^*(v, u))$; for (iii) $\Rightarrow$ (i), use Lemma 4.61.]

**Exercise 23 (alternative proof).** Assume that $(S, \mathcal{R})$ is a right-complemented presentation associated with the syntactic right-completion $\theta$, that $(S, \mathcal{R})$ is right-Noetherian, and that the $\theta$-cube condition is true on $S$. (i) Show that, for all $r, s, t$ in $S$, the path $\theta^*(r, s \theta(s, t))$ is defined if and only if $\theta^*(r, t \theta(t, s))$ is and, in this case, the relations $\theta^*(r, s \theta(s, t)) \equiv_{\mathcal{R}} \theta^*(r, t \theta(t, s))$ and $\theta^*(s \theta(s, t), r) \equiv_{\mathcal{R}} \theta^*(t \theta(t, s), r)$ hold. (ii) Show that the map $\theta^*$ is compatible with $\equiv_{\mathcal{R}}$: the conjunction of $u' \equiv_{\mathcal{R}} u$ and $v' \equiv_{\mathcal{R}} v$ implies that $\theta^*(u', v')$ exists if and only if $\theta^*(u, v)$ does and, in this case, they are $\equiv_{\mathcal{R}}$-equivalent. [Hint: Show using on $\mathcal{R}^*(u \theta^*(u, v))$, where $\lambda^*$ is a right-Noetherianity witness for $(S, \mathcal{R})$ that, if $\theta^*(u, v)$ is defined and we have $u' \equiv_{\mathcal{R}} u$ and $v' \equiv_{\mathcal{R}} v$, then $\theta^*(u', v')$ is defined and we have $\theta^*(u', v') \equiv_{\mathcal{R}} \theta^*(u, v)$ and $\theta^*(v', u') \equiv_{\mathcal{R}} \theta^*(v, u)$.] (iii) Apply Exercise 24 to deduce a new proof of Proposition 4.16 in the right-Noetherian case.

**Exercise 24 (cube condition).** Assume that $(S, \mathcal{R})$ is a category presentation (i) Show that the cube condition is true for $(u, v, w)$ if and only if, for all $\hat{u}, \hat{v}$ in $S^*$ satisfying $\overline{uvw} \in \mathcal{R}$, the quadruple $(u, v, \hat{u}, \hat{v})$ is $\cap$-factorable. (ii) Show that, if right-reversing is complete for $(S, \mathcal{R})$, then the cube condition is true for every triple of $\mathcal{S}$-paths.

**Exercise 25 (cube to $\theta$-cube).** Assume that $(S, \mathcal{R})$ is a category presentation associated with a syntactic right-completion $\theta$. (i) Show that, if the sharp cube condition is true on $\{u, v, w\}$, then so is the sharp $\theta$-cube condition. (ii) Show that, if the cube condition is true on $S^*$, then so is the $\theta$-cube condition. [Hint: First observe that right-reversing must be complete for $(S, \mathcal{R})$ and then, translating the cube condition for $(u, v, w)$, show that the existence of $w'$ satisfying $\theta^*(u, w) \theta^*(w, u, v) \equiv_{\mathcal{R}} \theta^*(u, v) w'$ implies that the path $\theta^*(\theta^*(u, w, v), \theta^*(w, u, v))$ exists and is empty.]

**Exercise 26 (1-complete).** Say that right-reversing is 1-complete for a category presentation $(S, \mathcal{R})$ if $\overline{uv} \equiv_{\mathcal{R}} v \hat{u}$ implies that $(u, v, \hat{u}, \hat{v})$ is $\cap$-factorable whenever $u, v$ have length one, that is, lie in $S$. (i) Prove that, if right-reversing is 1-complete for $(S, \mathcal{R})$ and
(S, R) is short, then right-reversing is complete for (S, R). (ii) Same question with the assumption that (S, R) is right-Noetherian.

Notes

Sources and comments. The definitions of Section 1 are standard. A useful reference is S. MacLane’s book [167]. However, we insist once more on the fact that, in this text, categories are only used as conditional monoids, and no specific familiarity with categories is needed.

The definitions of Section 2 and most of the results mentioned there are standard as well. The only less classical point is the emphasis put on the algebraic properties of the least common multiple operation and the derived right-complement operation, which can be found for instance in [80]. Note that, in a categorical terminology, right-lcms and left-gcds are called pushouts (or amalgamated sums) and pullbacks (or fiber products), respectively. The notion of a minimal common right-multiple (right-mcm, Definition 2.38) is maybe new, but it is a straightforward extension for the notion of a least common right-multiple.

Noetherianity conditions are standard in many domains, with the meaning of forbidding infinite sequences. Our current convention is coherent with the standard definition in terms of non-existence of ascending sequences of ideals in ring theory, and both are related with the possibility of decomposing every element into a product of irreducible elements. Most results of Section 2 may be considered as folklore, yet some examples are maybe new.

All results around Ore’s theorem in Section 3 also are standard and can be found, for instance, in the textbook Clifford–Preston [62]. The only exception is maybe Proposition 3.21 (torsion) and Corollary 3.24 (torsion-free), which can be found in [83].

Right-reversing and its application to proving cancellativity as developed in Section 4 may be seen as an extension of Garside’s proof of Theorem H in [123]—and, therefore, it should maybe be attributed to G. Higman as a foreword in Garside’s PhD thesis says “I am indebted to my supervisor Professor G. Higman for the method of proof of Theorem H and Theorem 4, and I wish to thank him both for this and his generous interest and advise”.

This method of proof is reminiscent of the “Kürzungslemma” in Brieskorn–Saito [30], and the monoids eligible for this approach were investigated as “chainable monoids” by R. Corran in [65] and [64], and, in a slightly different setting, by K. Tatsuoka in [222].

Right-reversing itself was first introduced in 1991 in [72, 75] in order to investigate the geometry monoid of left-selfdistributivity that will be described in Chapter XI. The connection with Garside’s Theorem H [124] emerged subsequently when a number of presentations proved to be eligible, in particular Artin’s presentation of braid groups, see [76]. The extension to presentations that are not right-complemented was developed in [82], see also [89]. We think that the method, which includes all above mentioned methods, is now optimal. The (easy) extension to a category context is probably new. The cancellativity criterion stemming from Proposition 4.51 is efficient for presentations with many relations, whereas Adjan’s method explained in Remmers [199] is relevant
for presentations with few relations. The completeness criterion of (4.52) appears (in a slightly restricted form) in [80], the one of (4.53) in [76], and the one of (4.54) in [92]. A fourth criterion, not developed here but used in an example of Chapter IX appears in [78].

Reversing is useful only when it is complete, that is, when it misses no path equivalence. When we start with a right-Noetherian presentation \((S, R)\) and right-reversing fails to be complete, the cube condition must fail for some triple of generators \((r, s, t)\), and some relation of the form \(s \cdots = t \cdots\) is satisfied in \(\langle S \mid R \rangle^+\) but it is not detected by right-reversing. Adding the latter relation to \((S, R)\) yields a new presentation \((S, R')\) of the same category, for which the \((r, s, t)\) cube condition is satisfied by construction. Repeating the process provides a completion method that produces successive equivalent presentations \((S, R'), (S, R''), \ldots\) eventually leading in good cases to a presentation for which right-reversing is complete (see [82] for examples).

In terms of algorithmic complexity, Proposition 4.27 implies that reversing has a quadratic time complexity when the closure \(\hat{S}\) of the initial family of generators \(S\) under reversing is finite—\(\hat{S}\) being the smallest family of \(S\)-paths such that, for all \(u, v\) in \(\hat{S}\), reversing \(uv\) leads to positive–negative path(s) \(v' u'\) such that \(u'\) and \(v'\) belong to \(\hat{S}\). When \(\hat{S}\) is infinite, no uniform complexity bound may be given: the standard presentation of the Heisenberg monoid [82] or the presentation of Exercise 122 below lead to a cubic time complexity, whereas the only known upper bound for the complexity of the right-reversing in the of the presentation of the monoid \(M_{LD}\) of Definition XI.3.7 is a tower of exponentials of exponential height, see [75 Chapter VIII]. A comparison of reversing as a way of solving the Word Problem and Gröbner–Shirshov bases appears in Autord [5].

We do not claim that the reversing method is a universal tool: in practice, the method is efficient only for complemented presentations, and useful only for proving cancellativity and existence of least common multiples. However, as the latter questions are central in this text and complemented presentations naturally appear in many examples, reversing is specially useful here.

Further questions. All examples of monoids that are Noetherian but not strongly Noetherian mentioned in the text or in Exercise 17 involve an infinite presentation, leading to

Question 3. Is every finitely generated left-cancellative category that is Noetherian necessarily strongly Noetherian?

We refer to Exercise 18 for an example of a finitely generated (but not finitely presented) cancellative monoid that is Noetherian but not strongly Noetherian.
Chapter III
Normal decompositions

We now enter the core of our subject, namely a certain type of decompositions for the elements of a monoid, a group, or a category that exist in many different situations, in particular those mentioned in Chapter I. The common unifying principle in these decompositions is that each entry is, in a sense to be made precise, a maximal fragment of what lies after it. The approach we develop here is sort of reverse engineering: we define what we call normal decompositions by their expected properties and Garside families to be those families that guarantee the existence of normal decompositions. This abstract definition is not suitable for concrete examples, but the quest for more concrete characterizations is postponed to the subsequent Chapters. The advantage of this top–down approach is to make it clear that it exhausts the range of possible applications—contrary to the bottom-up approach that once led to Garside groups.

The chapter is organized as follows. In Section 1, we consider the case of monoids and categories and analyze the diagrammatic mechanisms involved in what we call $S$-normal decompositions. In particular, we show that $S$-normal decompositions are essentially unique and obey nice construction rules, the domino rule(s) (Proposition 1.53). In Section 2, we similarly consider the case of groups and groupoids and show how to extend, in good cases, $S$-normal decompositions in a category into what we call symmetric $S$-normal decompositions in the enveloping groupoid of this category. Again we establish existence and uniqueness results, the main one being that, if $\mathcal{C}$ is an Ore category that admits left-lcms and $S$ is a Garside family of $\mathcal{C}$, then every element of the enveloping groupoid of $\mathcal{C}$ admits an essentially unique symmetric $S$-normal decomposition (Proposition 2.20). Finally, in Section 3, we establish various geometric and algorithmic consequences of the existence of $S$-normal decompositions. We prove that such decompositions are geodesic and we establish the Grid Property (Proposition 3.11), a convexity result that associates with every triangle a certain hexagonal grid in which any two vertices are connected by a geodesic, a result loosely reminiscent of a CAT(0) property. We also show that normal decompositions satisfy a form of the Fellow Traveller Property (Proposition 3.14) and that, when some finiteness assumptions are satisfied, they give rise to an automatic structure and to a practical method for computing homology (Corollary 3.55). Finally, we address the Word Problem (in a category and in its enveloping groupoid) and briefly analyze the complexity of the algorithms deduced from $S$-normal decompositions (Corollary 3.64).

Main definitions and results (in abridged form)

Definition 1.1 (greedy). If $S$ is a subfamily of a left-cancellative category $\mathcal{C}$, a length-two $\mathcal{C}$-path $g_1|g_2$ in $\mathcal{C}^2$ is called $S$-greedy if each relation $s \lesssim fg_1g_2$ with $s$ in $S$ implies
Definition 1.17 (normal, strict normal). A path is S-normal if it is $S$-greedy and its entries lie in $S^2$. An $S$-normal path is strict if no entry is invertible and all entries excepted possibly the last one lie in $S$.

Definition 1.20 (deformation). A path $g_1|\cdots|g_p$ in a $C^\times$-deformation, of another path $g_1|\cdots|g_p$ if there exist invertible elements $e_0,\ldots,e_m, m = \max(p,q)$, such that $e_0,e_m$ are identity-elements and $e_{i-1}g_i = g_i'\epsilon_i$ holds for $1 \leq i \leq m$; for $p \neq q$, the shorter path is expanded by identity-elements.

Proposition 1.25 (normal unique). If $S$ is a subfamily of a left-cancellative category $C$, any two $S$-normal decompositions of an element of $C$ (if any) are $C^\times$-deformations of one another.

Definition 1.28 (Garside family). A subfamily $S$ of a left-cancellative category $C$ is called a Garside family if every element of $C$ admits an $S$-normal decomposition.

Definition 1.28 (property □). A family $S$ satisfies □ if every element of $S^2$ admits an $S$-greedy decomposition $s_1|s_2$ with $s_1,s_2$ in $S$.

Proposition 1.39 (recognizing Garside I). A subfamily $S$ of a left-cancellative category $C$ is a Garside family if and only one of the following equivalent conditions holds: (1.40) The family $S^2$ generates $C$ and satisfies Property □; (1.41) The family $S^2$ generates $C$ and every element of $(S^2)^2$ admits an $S$-normal decomposition; (1.42) The family $S^2$ generates $C$, every element of $S^2$ admits an $S$-normal decomposition, and $C^\circ S \subseteq S^2$ holds.

Proposition 1.53 (normal decomposition). If $S$ is a Garside family in a left-cancellative category $C$, then, for every $S^2$-path $s_1|\cdots|s_p$, Algorithm 1.52 running on $s_1|\cdots|s_p$ returns an $S$-normal decomposition of $s_1\cdots s_p$. The □-witness is appealed $p(p-1)/2$ times.

Definition 2.1 (left-disjoint). Two elements $f,g$ of a left-cancellative category $C$ are called left-disjoint if $f$ and $g$ share the same source and, for all $h,h'$ in $C$, the conjunction of $h' \preceq hf$ and $h' \preceq hg$ implies $h' \preceq h$.

Definition 2.9 (symmetric greedy, symmetric normal). If $S$ is a subfamily of a left-cancellative category $C$, a negative–positive $C$-path $f_1|\cdots|f_q|g_1|\cdots|g_p$ is called symmetric $S$-greedy (resp. symmetric $S$-normal, resp. strictly symmetric $S$-normal) if the paths $f_1|\cdots|f_q$ and $g_1|\cdots|g_p$ are $S$-greedy (resp. $S$-normal, resp. strictly $S$-normal) and, in addition, $f_1$ and $g_1$ are left-disjoint.

Proposition 2.16 (symmetric normal unique). If $S$ is a subfamily of a left-Ore category $C$ and $S^2$ generates $C$, any two symmetric $S$-normal decompositions of an element of $\mathcal{E}_\mathcal{O}(C)$ are $C^\times$-deformations of one another.

Proposition 2.20 (symmetric normal exist). If $S$ is a Garside family in a left-Ore category $C$, the following conditions are equivalent: (i) Every element of $\mathcal{E}_\mathcal{O}(C)$ lying in $C^{-1}$ has a symmetric $S$-normal decomposition; (ii) The category $C$ admits left-lcms.

Definition 2.22 (Garside base). A subfamily $S$ of a groupoid $\mathcal{G}$ is Garside base of $\mathcal{G}$ if every element of $\mathcal{G}$ admits a decomposition that is symmetric $S$-normal with respect to the subcategory of $\mathcal{G}$ generated by $S$.
Definition 2.29 (strong Garside). A Garside family \( S \) in a left-Ore category is called strong if, for all \( s, t \) in \( S^2 \) with the same target, there exist \( s', t' \) in \( S^2 \) such that \( s't \) equals \( s't' \)'s and it is a left-lcm of \( s \) and \( t \).

Proposition 2.34 (strong exists). If \( C \) is a left-Ore category, then some Garside family of \( C \) is strong if and only if \( C \) viewed a Garside family of \( C \) is strong, if and only if \( C \) admits left-lcms.

Proposition 2.37 (symmetric normal, short case). If \( S \) is a strong Garside family in a left-Ore category \( C \) that admits left-lcms, then every element of \( \mathcal{E}v\mathcal{W}(C) \) that can be represented by a positive–negative \( S^2 \)-path of length \( \ell \) admits a symmetric \( S \)-normal decomposition of length at most \( \ell \).

Definition 3.6 (perfect Garside). A Garside family \( S \) in left-Ore category \( C \) is called perfect if there exists a short left-lcm witness \( \tilde{\theta} \) on \( S^2 \) such that, for all \( s, t \) with the same target, \( \tilde{\theta}(s, t)t \) belongs to \( S^2 \).

Proposition 3.11 (Grid Property). If \( C \) is an Ore category that admits unique left-lcms and \( S \) is a perfect Garside family in \( C \), then, for all \( g_1, g_2, g_3 \) in \( \mathcal{E}v\mathcal{W}(C) \), there exists a planar diagram \( \Gamma \) that is the union of three \( \mathcal{S} \)-grids, admits \( g_1, g_2, g_3 \) as extremal vertices, and such that, for all vertices \( x, y \) of \( \Gamma \), there exists a symmetric \( \mathcal{S} \)-normal (hence geodesic) path from \( x \) to \( y \) inside \( \Gamma \).

Proposition 3.14 (fellow traveller). (i) If \( S \) is a subfamily of a left-Ore category \( C \) and \( S^2 \) generates \( C \), then, for every \( g \) in \( \mathcal{E}v\mathcal{W}(C) \), any two strict symmetric \( S \)-normal decompositions of \( g \) are 1-fellow travellers. (ii) If \( S \) is a strong Garside family in \( C \), then, for every \( g \) in \( \mathcal{E}v\mathcal{W}(C) \) and every \( s \) in \( S^2 \), any two strict symmetric \( S \)-normal decompositions of \( g \) and \( gs \) are 2-fellow travellers.

Proposition 3.45 (resolution). If \( S \) is a strong Garside family in a left-cancellative category \( C \) that admits unique left-lcms, the associated complex \( (\mathbb{Z}, \partial_n) \) is a resolution of the trivial \( \mathbb{Z}C \)-module \( \mathbb{Z} \) by free \( \mathbb{Z}C \)-modules.

Corollary 3.46 (homology). If \( C \) is an Ore category that admits unique left-lcms and has a finite Garside family, the groupoid \( \mathcal{E}v\mathcal{W}(C) \) is of FL type. For every \( n \), we have \( H_n(\mathcal{E}v\mathcal{W}(C), \mathbb{Z}) = H_n(C, \mathbb{Z}) = \ker d_n/\text{Im} d_{n+1} \), where \( d_n \) is the \( \mathbb{Z} \)-linear map on \( \mathbb{Z}^n \) such that \( d_nC \) is obtained from \( \partial_nC \) by collapsing all \( C \)-coefficients to 1.

Corollary 3.55 (dimension). If \( S \) is a strong Garside family in a left-Ore category \( C \) that admits unique left-lcms and the height of every element of \( S \) is bounded above by some constant \( N \), the (co)homological dimension of \( \mathcal{E}v\mathcal{W}(C) \) is at most \( N \).

Corollary 3.64 (decidability). If \( S \) is a strong Garside family in a left-Ore category \( C \) and there exist a computable \( \Box \)-witness, a computable left-lcm witness on \( S^2 \), and a computable \( \Rightarrow^\infty \)-maps for \( S^4 \), the Word Problem of \( \mathcal{E}v\mathcal{W}(C) \) with respect to \( S^2 \) is decidable. Moreover, if \( S^2 \) is finite, the Word Problem of \( \mathcal{E}v\mathcal{W}(C) \) has a quadratic time complexity and a linear space complexity.
1 Greedy decompositions

We begin with the case of categories (including monoids), and consider the generic question of finding distinguished decompositions for the elements of the category in terms of the elements of some fixed generating subfamily. As announced above, the main intuition is to construct the decomposition by extracting the maximal fragment lying in the considered family, maximal here referring to the left-divisibility relation (Definition II.2.1).

Technically, we shall start from an abstract diagrammatic definition, that will be seen to be equivalent subsequently and that makes the inductive constructions easy and natural, in particular with the use of the so-called domino rule.

The main results of this section are Proposition 1.25 which says that an $S$-normal decomposition is essentially unique when it exists, and Proposition 1.39 which characterizes Garside families, defined to be those families $S$ such that every element of the ambient category admits an $S$-normal decomposition.

The section is organized as follows. The notion of an $S$-greedy path is introduced and studied in Subsection 1.1 Then, in Subsection 1.2 we define the notion of an $S$-normal decomposition of an element and establish its (near)-uniqueness. In Subsection 1.3 we introduce the notion of a Garside family and establish general properties. Next, in Subsection 1.4 we give alternative definitions of Garside families that are more tractable than the initial definition, and we extract the algorithmic content of the constructions. Finally, in Subsection 1.5 we discuss an additional condition, the second domino rule, which provides an alternative way of determining greedy decompositions.

1.1 The notion of an $S$-greedy path

As in Chapter II (almost) all categories we shall consider below will be supposed to be left-cancellative, that is, $f g' = fg$ implies $g = g'$—see Remark 1.16 below for a discussion about removing this assumption. So, assuming that $C$ is a left-cancellative category and that $S$ is a fixed subfamily of $C$, we shall introduce the notion of a $S$-greedy path. The intuition is that a path $g_1 | \cdots | g_p$ is $S$-greedy if each factor $g_i$ contains as much of the $S$-content of $g_1 \cdots g_p$ as possible. However, we do not just use the classical definition that a length-two path $g_1 | g_2$ is $S$-greedy if every element of $S$ that left-divides $g_1 g_2$ has to left-divide $g_1$. This notion is natural but uneasy to work with when $S$ is arbitrary, and we shall use a stronger notion. It will be seen subsequently, in Chapter IV that both notions coincide when $S$ has suitable properties.

**Definition 1.1 (greedy path).** If $S$ is a subfamily of a left-cancellative category $C$, a length-two $C$-path $g_1 | g_2$ in $C[2]$ is called $S$-greedy if each relation $s \leq f g_1 g_2$ with $s$ in $S$ implies $s \leq f g_1$. A path $g_1 | \cdots | g_p$ is called $S$-greedy if $g_i | g_{i+1}$ is $S$-greedy for each $i < p$.

By definition, a path of length zero or one is always $S$-greedy. We shall sometimes use “$S$-greedy sequence” as a synonymous for “$S$-greedy path”.

Example 1.2 (greedy). Consider the free Abelian monoid $\mathbb{N}^n$ and $S_n = \{g \in \mathbb{N}^n \mid \forall k \leq n (f(k) \in \{0, 1\})\}$ (Reference Structure 1, page 3). For $f,g$ in $\mathbb{N}^n$, as noted in Example II.2.3, the left-divisibility relation $f \preceq g$ is equivalent to $\forall k \leq n (f(k) \leq g(k))$. In this context, Definition 1.1 amounts to requiring, for each $s$ in $S_n$,

\[(1.3) \quad \forall k \leq n \ (s(k) \leq f(k) + g_1(k) + g_2(k) \Rightarrow s(k) \leq f(k) + g_1(k)).\]

If $s(k)$ is zero, (1.3) is always true. If $s(k)$ is one, the only case when (1.3) can fail is for $f(k) = g_1(k) = 0$ and $g_2(0) \geq 1$. For every $k$ in $\{1, \ldots, n\}$, there exists an element $s$ in $S_n$ that satisfies $s(k) = 1$ (for instance the element $\Delta_n$), so the conjunction of all implications (1.3) for $s$ in $S_n$ reduces to the unique condition

\[(1.4) \quad \forall k \leq n \ (g_1(k) = 0 \Rightarrow g_2(k) = 0).\]

Note that, for any set $I$, even infinite, the above analysis remains valid in the case of $\mathbb{N}^{(I)}$ and $S_I = \{g \in \mathbb{N}^{(I)} \mid \forall k \in I \ (f(k) \in \{0, 1\})\}$. Diagrams will be used throughout this text. In a diagram, the property that a path $g_1 \| g_2$ is $S$-greedy will be indicated by a small arc connecting the arrows associated with $g_1$ and $g_2$ as in $g_1 \longrightarrow g_2$ (here we assume that the reference family $S$ is clear).

The definition of greediness should become immediately more transparent when stated in a diagrammatic way.

Lemma 1.5. Assume that $C$ is a left-cancellative category and $S$ is included in $C$. Then a $C$-path $g_1 \| g_2$ is $S$-greedy if and only if, for all $s$ in $S$ and $f, h$ in $C$,

\[(1.6) \quad s h = f g_1 g_2 \quad \text{implies} \quad \exists g \in C \ (s g = f g_1 \text{ and } h = g g_2),\]

that is, if each commutative diagram

\[\begin{array}{c}
\begin{array}{ccc}
\downarrow f & & \downarrow g \\
g_1 & \Rightarrow & h \\
g & & g_2
\end{array}
\end{array}\]

splits as shown.

Proof. Assume that $g_1 \| g_2$ is $S$-greedy and $s h = f g_1 g_2$ holds, that is, we have a commutative diagram

\[\begin{array}{c}
\begin{array}{ccc}
\downarrow f & & \downarrow g \\
g_1 & \Rightarrow & h \\
g & & g_2
\end{array}
\end{array}\]

by definition of $S$-greediness. So we have $s g = f g_1$ for some $g$. Moreover, we deduce $s h = f g_1 g_2 = s g g_2$, hence $h = g g_2$ by left-cancelling $s$, which is legal since the ambient category $C$ is left-cancellative. So (1.6) is true, and the diagram of the lemma splits into two commutative subdiagrams as shown.

Conversely, assume that (1.6) is true, and we have $s \preceq f g_1 g_2$ for some $s$ belonging to $S$. By definition of left-divisibility, we have $s h = f g_1 g_2$ for some $h$, whence $s g = f g_1$ by (1.6), and $s \preceq f g_1$ holds. So $g_1 \| g_2$ is $S$-greedy.

A direct consequence is the following connection of greediness with the left- and right-divisibility relations.
Lemma 1.7. Assume that $C$ is a left-cancellative category and $S$ is included in $C$. If $g_1|g_2$ is $S$-greedy, then so is $g'_1|g'_2$ for all $g'_1, g'_2$ such that $g'_1$ is a left-multiple of $g_1$ and $g'_2$ is a left-divisor of $g_2$.

Proof. Assume $s \in S$ and $s \not\ll fg'_1 g'_2$ (see figure on the right). Assuming $g'_1 = f'g_1$, we deduce $s \not\ll f f' g_1 g_2$, whence $s \not\ll f f' g_1 = f g'_1$ since $g_1|g_2$ is $S$-greedy. Hence $g'_1|g'_2$ is $S$-greedy by Lemma 1.8.

We continue with the connection between greedy paths and invertible elements.

Lemma 1.8. Assume that $C$ is a left-cancellative category, $S$ is included in $C$, and $g_1|g_2$ is a $C$-path.

(i) If $g_2$ is invertible, then $g_1|g_2$ is $S$-greedy.

(ii) If $g_1$ is invertible and $g_2$ lies in $S$, then $g_1|g_2$ is $S$-greedy (if and only if) only if $g_2$ is invertible.

Proof. (i) If $g_2$ is invertible, then $g_1 = g_1^{-1} g_2$ holds, and, therefore, for $s$ in $S$ and $f$ in $C$, the relation $s \not\ll f g_1 g_2$ is merely equivalent to $s \not\ll f g_1$. So, in any case, $g_1|g_2$ is greedy.

(ii) Assume that $g_1$ is invertible and $g_2$ lies in $C(x, g)$. Applying Lemma 1.8 to the equality $g_2 \cdot 1_y = g_1^{-1} \cdot g_1 \cdot g_2$ gives the existence of $g$ satisfying $g_2 \cdot g = g_1^{-1} \cdot g_1 = 1_x$. So $g$ is an inverse of $g_2$.

Finally, we observe that multiplying by invertible elements preserves greediness.

Lemma 1.9. Assume that $C$ is a left-cancellative category, $S$ is included in $C$, and we have a commutative diagram as on the right with $\epsilon_0, \epsilon_1, \epsilon_2$ invertible. Then $g_1|g_2$ is $S$-greedy if and only if $g'_1|g'_2$ is.

Proof. Assume that $g_1|g_2$ is $S$-greedy and $s \not\ll fg'_1 g'_2$ holds for some $s$ in $S$. Then we have $s \not\ll fg'_1 g'_2 \epsilon_2 = (f \epsilon_0) g_1 g_2$, whence $s \not\ll (f \epsilon_0) g_1$ as $g_1|g_2$ is $S$-greedy. Now we have $(f \epsilon_0) g_1 = fg_1 \epsilon_1$, hence $s \not\ll fg_1 \epsilon_1$, and, therefore, $s \not\ll fg'_1$ since $\epsilon_1$ is invertible. Hence $g'_1|g'_2$ is $S$-greedy.

The converse implication is similar, using $\epsilon_i^{-1}$ in place of $\epsilon_i$.

In the same vein, we observe now that adding invertible elements in the reference family $S$ does not change the associated notion of greediness. We recall from Definition 1.2 that, if $C$ is a category and $S$ is included in $C$, then $S^2$ is $SC^\circ \cup C^\circ$, the least subfamily of $C$ that includes $S$ and $1_C$ and is closed under right-multiplication by invertible elements.

Lemma 1.10. Assume that $C$ is a left-cancellative category and $S$ is included in $C$. Then a $C$-path is $S$-greedy if and only if it is $S^2$-greedy, if and only if it is $C^\circ S^2$-greedy.

Proof. The definition implies that, if a $C$-path is $S$-greedy, then it is $S^2$-greedy for every $S'$ included in $S$. By definition, we have $S \subseteq S^2 \subseteq C^\circ S^2$, so being $C^\circ S^2$-greedy implies being $S^2$-greedy, which itself implies being $S$-greedy.
Conversely, assume that $g_1 \cdots g_p$ is $\mathcal{S}$-greedy, and let $s$ be an element of $\mathcal{C}^\times \mathcal{S}^2$, say $s = e_1 s' e_2$ in $\mathcal{C}^\times$ and $s'$ in $\mathcal{S}$. Assume $s \not\leq f g_1 g_{i+1}$. Then we have $s' \not\leq (e_1^{-1} f) g_1 g_{i+1}$. As $s'$ belongs to $\mathcal{S}$ and $g_1 | g_{i+1}$ is $\mathcal{S}$-greedy, this implies $s' \not\leq (e_1^{-1} f) g_1$, say $(e_1^{-1} f) g_1 = s' f'$. We deduce $s(e_1^{-1} f') = e_1 s' e_2 e_1^{-1} f' = e_1 (e_1^{-1} f) g_1$, whence $s \not\leq f g_1$. So $g_1 | g_{i+1}$ is $\mathcal{C}^\times \mathcal{S}^2$-greedy for each $i$, and $g_1 \cdots g_p$ is $\mathcal{C}^\times \mathcal{S}^2$-greedy. So the three properties are equivalent.

Combining the above results, we deduce:

**Lemma 1.11.** Assume that $\mathcal{C}$ is a left-cancellative category, $\mathcal{S}$ is included in $\mathcal{C}$, and we have $f_1 f_2 = g_1 g_2$ with $f_1, f_2$ in $\mathcal{S}^2$ and $g_1 | g_2$ $\mathcal{S}$-greedy.

(i) If $f_1$ or $f_2$ is non-invertible, then $g_1$ is non-invertible.

(ii) If $f_1$ or $f_2$ is invertible, then $g_2$ is invertible.

**Proof.** (i) Assume that $g_1$ is invertible. We have $f_1 \cdot f_2 = g_1 g_2$ with $f_1$ in $\mathcal{S}^2$ and, by Lemma 1.10, the path $g_1 | g_2$ is $\mathcal{S}^2$-greedy, so we deduce $f_1 \not\leq g_1$, and the assumption that $g_1$ is invertible implies that $f_1$ is invertible. Then, we can write $f_2 = f_1^{-1} \cdot g_1 g_2$ with $f_2$ in $\mathcal{S}^2$, whence $f_2 \not\leq f_1^{-1} g_1$ as $g_1 g_2$ is $\mathcal{S}^2$-greedy. This implies that $f_2$ is invertible since $f_1^{-1}$ and $g_1$ are.

(ii) Assume that $f_1$ is invertible. By assumption, $f_2$ belongs to $\mathcal{S}^2$ and we have $f_2 = f_1^{-1} g_1 g_2$, whence $f_2 \not\leq f_1^{-1} g_1 g_2$. The assumption that $g_1 | g_2$ is $\mathcal{S}$-greedy, hence $\mathcal{S}^2$-greedy by Lemma 1.10, implies $f_2 \not\leq f_1^{-1} g_1$, say $f_1^{-1} g_1 = f_2 g$. Left-multiplying by $f_1$, we deduce $g_1 = f_1 f_2 g = g_1 g_2 g$, whence $g_2 g \in 1_{\mathcal{C}}$ by left-cancelling $g_1$. So $g_2$ is invertible.

If $f_2$ is invertible, $f_1 f_2$ belongs to $\mathcal{S}^2$ and it left-divides $g_1 g_2$. As $g_1 | g_2$ is $\mathcal{S}^2$-greedy, we deduce that $f_1 f_2$ left-divides $g_1$ and, as above, that $g_2$ is invertible.

We now observe that greediness is preserved when adjacent entries are gathered.

**Proposition 1.12 (grouping entries).** Assume that $\mathcal{C}$ is a left-cancellative category and $\mathcal{S}$ is included in $\mathcal{C}$. If a path $g_1 \cdots g_p$ is $\mathcal{S}$-greedy, then so is every path obtained from $g_1 \cdots g_p$ by replacing adjacent entries by their product. In particular, $g_1 | g_2 \cdots g_p$ is $\mathcal{S}$-greedy, that is

\begin{equation}
(1.13) \quad \text{each relation } s \not\leq f g_1 \cdots g_p \text{ with } s \in \mathcal{S} \text{ implies } s \not\leq f g_1.
\end{equation}

**Proof.** We first prove using decreasing induction on $q \leq p$ that, if $g_1 \cdots g_p$ is $\mathcal{S}$-greedy and $s$ lies in $\mathcal{S}$ and satisfies $s \not\leq f g_1 \cdots g_p$, then, for each $q$ with $1 \leq q \leq p$, we have $s \not\leq f g_1 \cdots g_q$. For $q = p$, this is the initial assumption. Otherwise, the induction hypothesis gives $s \not\leq f g_1 \cdots g_{q-1}$, that is, $s \not\leq (f g_1 \cdots g_{q-1}) g_q g_{q+1}$. Then the assumption that $g_q | g_{q+1}$ is $\mathcal{S}$-greedy implies $s \not\leq (f g_1 \cdots g_{q-1}) g_q$, and the induction goes on, see Figure 1.

Now assume that $g_1 | \cdots | g_p$ is $\mathcal{S}$-greedy and $1 \leq q \leq r < p$ hold. Applying the above result to the $\mathcal{S}$-greedy path $g_q \cdots g_p$, shows that every element of $\mathcal{S}$ left-dividing $f g_{q-1} (g_q \cdots g_r)$ left-divides $f g_q$, which shows that $g_q \cdots g_r$ is $\mathcal{S}$-greedy. On the other hand, applying the above result to the $\mathcal{S}$-greedy path $g_q \cdots g_{r+1}$ shows that every element of $\mathcal{S}$ left-dividing $f (g_q \cdots g_r) g_{r+1}$ left-divides $f (g_q \cdots g_r)$, which shows that $g_q \cdots g_r | g_{r+1}$ is $\mathcal{S}$-greedy. Hence $g_1 \cdots g_q | g_q \cdots g_r | g_{r+1} \cdots g_p$ is $\mathcal{S}$-greedy.
We conclude with a result about $S^m$-greedy paths. We recall from Notation II.1.10 that $S^m$ denotes the family of all elements of the ambient category that can be expressed as the product of $m$ elements of $S$.

**Proposition 1.14 (power).** If $S$ is a subfamily of a left-cancellative category $C$ and $g_1 | \cdots | g_p$ is $S$-greedy, then $g_1 \cdots g_m | g_{m+1} \cdots g_p$ is $S^m$-greedy for $1 \leq m \leq p$, that is,

\begin{equation}
(1.15) \quad \text{each relation } s \preceq fg_1 \cdots g_p \text{ with } s \in S^m \text{ implies } s \preceq fg_1 \cdots g_m.
\end{equation}

The (easy) proof is left to the reader. Note that Propositions 1.12 and 1.14 imply that, if $g_1 | g_2 | g_3$ is $S$-greedy, then $g_1 | g_2 g_3$ is $S$-greedy, and $g_1 | g_2 | g_3$ is $S^2$-greedy.

**Remark 1.16.** If the ambient category is not left-cancellative, the notion of an $S$-greedy path still makes sense, but the equivalence of Lemma 1.5 need not be valid in general, and two different notions arise: besides the original notion of Definition 1.1, we have a stronger notion corresponding to the conclusion of Lemma 1.5, namely saying that $g_1 | g_2$ is strongly $S$-greedy if, for each $s$ in $S$ and each equality $sh = fg_1 g_2$, there exists $g$ satisfying $sg = fg_1$ and $h = gg_2$. It is then easy to check which results extend to the two variants. In particular, when properly adapted, the assumption that $S$ is a Garside family still implies the existence of $S$-greedy decompositions, whereas the uniqueness result of Proposition 1.25 below is valid only for strongly $S$-greedy paths.

### 1.2 The notion of an $S$-normal path

Appealing to $S$-greedy paths, we now introduce the notion of an $S$-normal decomposition for an element of a category, and establish its (essential) uniqueness. As usual, we say that a path $g_1 | \cdots | g_p$ is a *decomposition* of an element $g$ if $g = g_1 \cdots g_p$ holds. Our aim is to use $S$-greedy paths to obtain distinguished decompositions for the elements of the ambient category. We recall that $S^1$ stands for $SC \cup C^e$ (Definition II.1.21).

**Definition 1.17 (normal, strict normal).** Assume that $C$ is a left-cancellative category and $S$ is included in $C$. A $C$-path is called $S$-*normal* if it is $S$-greedy and every entry lies in $S^1$. An $S$-normal path is called *strict* if no entry is invertible and all entries excepted possibly the last one lie in $S$.

We shall naturally say that $s_1 | \cdots | s_p$ is a (strict) $S$-normal decomposition for an element $g$ if $s_1 | \cdots | s_p$ is a (strict) $S$-normal path and $g = s_1 \cdots s_p$ holds.
Example 1.18 (normal). Consider again the free Abelian monoid \( \mathbb{N}^n \) and the family \( S_n \) (Reference Structure 1, page 3). We saw in Example 1.12 that a path \( g_1 \cdots g_p \) is \( S_n \)-normal if and only if, for all \( k \) and \( i \), the implication \( g_i(k) = 0 \Rightarrow g_{i+1}(k) = 0 \) is satisfied. For such a path to be \( S_n \)-normal means that each entry \( g_i \) lies in \( S_n \), that is, \( g_i(k) \) is 0 or 1. Then the greediness condition reduces to the condition \( g_i(k) \geq g_{i+1}(k) \): an \( S_n \)-normal path is a path \( g_1 \cdots g_p \) such that, for each \( k \), the sequence of coordinates \( (g_1(k), \ldots, g_p(k)) \) is non-increasing.

We can then check that \( S_n \)-normal paths are exactly those that satisfy the condition (1.1.2) of Proposition 1.1.1: indeed, \( s \in S_n \) is equivalent to \( s \leq \Delta_n \), as both mean \( \forall k \ (s(k) \leq 1) \). Assume that \( s_i | s_{i+1} \) is \( S_n \)-normal, and \( g \) is a nontrivial element satisfying \( g \leq s_{i+1} \). The assumption that \( g \) is nontrivial implies that \( g(k) \geq 1 \) holds for some \( k \), and, therefore, so does \( s_{i+1}(k) \geq 1 \). As \( s_i | s_{i+1} \) is \( S_n \)-normal, as above we must have \( s_i(k) \geq 1 \), whence \((s_i g)(k) \geq 2\). Hence \( s_i g \leq \Delta_n \), and (1.1.2) is satisfied.

Conversely, assume that \( s_i | s_{i+1} \) satisfies (1.1.2). In order to prove that \( s_i | s_{i+1} \) is \( S_n \)-normal, it suffices to show that it is impossible to have \( s_i(k) = 0 \) and \( s_{i+1}(k) = 1 \) simultaneously, for any \( k \). Now assume \( s_{i+1}(k) = 1 \). Let \( g = a_k \), that is, \( g(j) = 1 \) for \( j = k \), and \( g(j) = 0 \) otherwise. Then we have \( g \neq 1 \) and \( g \leq s_{i+1} \). Condition (1.1.2) then implies \( s_i g \not\leq \Delta_n \). By assumption, we have \((s_i g)(j) = s_i(j) \leq 1 \) for \( j \neq k \), so \( s_i g \not\leq \Delta_n \) necessarily comes from \((s_i g)(k) \geq 2\), which is possible only for \( s_i(k) = 1 \). Hence \( s_i | s_{i+1} \) is \( S_n \)-normal.

Extending the case of \( \mathbb{N}^n \), we shall see below that, if \( M \) is a Garside monoid with Garside element \( \Delta \), the distinguished decompositions considered in Chapter I coincide with the Div(\( \Delta \))-normal decompositions in the sense of Definition 1.17.

The properties of \( S \)-greedy paths established in Subsection 1.1 immediately imply the following behavior of \( S \)-normal paths with respect to invertible elements.

Proposition 1.19 (normal vs. invertible). Assume that \( C \) is a left-cancellative category and \( S \) is included in \( C \).

(i) A path is \( S \)-normal if and only if it is \( S^2 \)-normal.

(ii) If \( s_1 | \cdots | s_p \) is \( S \)-normal, then the indices \( i \) such that \( s_i \) is not invertible make an initial segment of \( \{1, \ldots, p\} \).

Proof. (i) Assume that \( s_1 | \cdots | s_p \) is \( S \)-normal. By Lemma 1.10, \( s_1 | \cdots | s_p \) is \( S^2 \)-greedy. Moreover, by definition, the elements \( s_j \) lie in \( S^2 \), which coincides with \( (S^2)^2 \). Hence \( s_1 | \cdots | s_p \) is \( S^2 \)-normal. Conversely, assume that \( s_1 | \cdots | s_p \) is \( S^2 \)-normal. Then it is \( S \)-greedy by Lemma 1.10 and its entries lie in \( (S^2)^2 \), which is \( S^2 \). Hence \( s_1 | \cdots | s_p \) is \( S \)-normal.

(ii) Assume that \( s_1 | \cdots | s_p \) is \( S \)-normal. Then \( s_1 | \cdots | s_p \) is \( S \)-greedy, hence, by Lemma 1.10 (or by (i)), \( S^2 \)-greedy. Then, by Lemma 1.8(ii), if \( s_i \) is invertible, then \( s_{i+1} \) is invertible too.

When there is no nontrivial invertible element in \( C \), we have \( S^2 = S \cup 1_C \), and Proposition 1.19 implies that an \( S \)-normal path consists of non-invertible entries in \( S \) possibly followed by identity-elements, whereas a strict \( S \)-normal path consists of non-invertible entries in \( S \) exclusively.
We now study the uniqueness of $S$-normal decompositions. The main result is that, when it exists, the $S$-normal decomposition of an element is essentially unique (Proposition 1.25). However, the possible existence of nontrivial invertible elements may prohibit a genuine uniqueness. In order to state the result, we first introduce the natural notion of a deformation.

**Definition 1.20 (deformation by invertible elements).** (See Figure 2) Assume that $C$ is a left-cancellative category. A $C$-path $f_1|\cdots|f_p$ is said to be a deformation by invertible elements, or $C^\times$-deformation, of another $C$-path $g_1|\cdots|g_q$ if there exist $\epsilon_0, \ldots, \epsilon_m$ in $C^\times$, $m = \max(p, q)$, such that $\epsilon_0$ and $\epsilon_m$ are identity-elements and $\epsilon_{i-1}g_i = f_i\epsilon_i$ holds for $1 \leq i \leq m$, where, for $p \neq q$, the shorter path is expanded by identity-elements.

![Figure 2. Deformation by invertible elements: invertible elements connect the corresponding entries; if one path is shorter (here we are in the case $p < q$), it is extended by identity-elements.]

**Example 1.21 (deformation by invertible elements).** Consider the wreathed free Abelian monoid $\mathbb{N}^3$ (Reference Structure 6, page 19). Then $a s_1 b s_2 s_1 | c s_2$ and $a | a a s_2 s_1$ are typical deformations by invertible elements of one another, as the diagram shows (here the connecting invertible elements are involutions, that is, equal to their inverses, but this need not be the case in general).

The definition and Figure 2 make it clear that being a $C^\times$-deformation is a symmetric relation and that, if $f_1|\cdots|f_p$ is a $C^\times$-deformation of $g_1|\cdots|g_q$, then

$$f_i \circ \epsilon_i = g_i$$

and

$$f_1 \circ \cdots \circ f_i \circ \epsilon_i = g_1 \circ \cdots \circ g_i$$

hold for every $i$. Conversely, one easily checks that the satisfaction of $f_1 \circ \cdots \circ f_i \circ \epsilon_i = g_1 \circ \cdots \circ g_i$ for each $i$ implies that $f_1|\cdots|f_p$ is a $C^\times$-deformation of $g_1|\cdots|g_q$ provided the ambient category $C$ is left-cancellative.

**Proposition 1.22 (deformation).** Assume that $C$ is a left-cancellative category, and $S$ is a subfamily of $C$ satisfying $C^\times S \subseteq S^3$. Then, for every $g$ in $C$, every $C^\times$-deformation of an $S$-normal decomposition of $g$ is an $S$-normal decomposition of $g$. 
Proof. Assume that \( s_1 | \cdots | s_p \) is an \( S \)-normal decomposition of \( g \), and that \( t_1 | \cdots | t_q \) is a \( C^\ell \)-deformation of \( s_1 | \cdots | s_p \) with witnessing invertible elements \( \epsilon_i \) as in Definition 1.20 and Figure 2. First, by definition, \( t_1 | \cdots | t_q \) is also a decomposition of \( g \).

Next, the definition of a \( C^\ell \)-deformation implies that \( t_i \sim s_i \) holds for each \( i \). Then, by Lemma 1.9 the assumption that \( s_i | s_{i+1} \) is \( S \)-normal, hence in particular \( S \)-greedy, implies that \( t_i | t_{i+1} \) is \( S \)-greedy as well. Moreover, if \( q < p \) holds, then \( t_q | t_y \) and \( t_y | t_y \) are automatically \( S \)-greedy. Hence \( t_1 | \cdots | t_q \) is an \( S \)-greedy path.

Finally, by Lemma II.1.24, which is valid since \( C^\ell S \subseteq S^\ell \) is assumed, the relation \( s_i \sim t_i \) implies that \( t_i \) belongs to \( S^\ell \) for each \( i \). So \( t_1 | \cdots | t_q \) is an \( S \)-normal path. \( \square \)

As a first application for the notion of deformation by invertible elements, we revisit the definition of \( S \)-normal paths. In Definition 1.17 we introduced a variant called strict. As noted above, the difference is inessential when there exists no nontrivial invertible elements: a strict normal path is one in which final identity-elements have been removed. In general, the difference is a genuine one, but the next result shows that, if \( C^\ell S \subseteq S^\ell \) holds, the existence of a strict \( S \)-normal decomposition is not more demanding than that of a general \( S \)-normal decomposition.

**Proposition 1.23 (strict normal).** Assume that \( C \) is a left-cancellative category and \( S \) is a subfamily of \( C \) satisfying \( C^\ell S \subseteq S^\ell \). Then every non-invertible element of \( C \) that admits an \( S \)-normal decomposition with \( \ell \) non-invertible entries admits a strict \( S \)-normal decomposition of length \( \ell \).

**Proof.** We shall show that every \( S \)-normal path with at least one non-invertible entry can be deformed into a strict \( S \)-normal path. So assume that \( s_1 | \cdots | s_p \) is an \( S \)-normal decomposition. Let \( \ell \) be the number of non-invertible entries, which we assume is at least one. By Proposition II.1.19 \( s_1, \ldots, s_\ell \) must be non-invertible, whereas \( s_{\ell+1}, \ldots, s_p \) are invertible if \( p > \ell \) holds.

Put \( t_0 = 1_x \), where \( x \) is the source of \( s_1 \). The assumption \( C^\ell S \subseteq S^\ell \) implies \( C^\ell (S \setminus C^\ell) \subseteq (S \setminus C^\ell)C^\ell \), because a non-invertible element of \( S^\ell \) must belong to \((S \setminus C^\ell)C^\ell \). Using the latter inclusion \( \ell \) times, we find \( t_i \) in \( S \setminus C^\ell \) and \( \epsilon_i \) in \( C^\ell \) satisfying \( \epsilon_{i-1}s_i = t_i\epsilon_i \) for \( i \) increasing from 0 to \( \ell - 1 \). Finally, put \( t_\ell = \epsilon_{\ell-1}s_\ell \cdots s_p \). Then the assumption \( C^\ell S \subseteq S^\ell \) implies that \( t_\ell \) belongs to \( S^\ell \). By construction, the path \( t_1 | \cdots | t_\ell \) is a \( C^\ell \)-deformation of the initial path \( s_1 | \cdots | s_p \). By Proposition 1.22 it is \( S \)-normal, and, by construction again, it is strict. \( \square \)

**Example 1.24 (strict normal).** Consider the wreathed free Abelian monoid \( \mathbb{N}^3 \) (Reference Structure 5 page 19) with \( S_3 = \{ s \in \mathbb{N}^3 \mid \forall k (s(k) \in \{0, 1\}) \} \). Write a for \((1, 0, 0)\), \( b \) for \((0, 1, 0)\), and \( c \) for \((0, 0, 1)\). Then \( ab_1 | b_2a_1 | c | s_2 \) is a typical \( S_3 \)-normal path, and it is not strict since \( ab_1 \) does not belong to \( S_3 \). Applying the conjugation relations to push the invertible elements \( s_1 \) to the right, we obtain the strict \( S_3 \)-normal path \( a[a_1]a_2a_1 \), another decomposition of the same element of \( \mathbb{N}^3 \) which, as seen in Example 1.21 is a deformation of the former and is strictly \( S_3 \)-normal.

We now address the uniqueness of normal decompositions. The next result completely describes the connection between any two \( S \)-normal decompositions of an element.
Proposition 1.25 (normal unique). If $S$ is a subfamily of a left-cancellative category $C$, any two $S$-normal decompositions of an element of $C$ (if any) are $C'$-deformations of one another.

Proof. Assume that $s_1|\cdots|s_p$ and $t_1|\cdots|t_q$ are two $S$-normal decompositions of an element $g$ of $C$. Let $y$ be the target of $g$. At the expense of adding factors $1_y$ at the end of the shorter path if any, we may assume $p = q$; by Lemma 1.8 adding identity-elements at the end of an $S$-normal path yields an $S$-normal path.

Let $\epsilon_0 = 1_x$, where $x$ is the source of $g$. By Proposition 1.14 the path $t_1|t_2|\cdots|t_q$ is $S'$-greedy, hence, by Lemma 1.10 $S'$-greedy. Now $s_1$ belongs to $S'$ and left-divides $s_1|\cdots|s_p$, which is $\epsilon_0t_1|\cdots|t_q$, so it must left-divide $t_1$. In other words, there exists $\epsilon_1$ satisfying $s_1\epsilon_1 = \epsilon_0t_1$. Left-cancelling $s_1$ in $s_1|\cdots|s_p = (s_1s_1')t_2|\cdots|t_q$, we deduce $s_2|\cdots|s_p = \epsilon_1t_1|\cdots|t_q$. Now $s_2$ belongs to $S'$ and, by Proposition 1.14 again, $t_2|t_3|\cdots|t_q$ is $S'$-greedy, so we deduce the existence of $\epsilon_2$ satisfying $s_2\epsilon_2 = \epsilon_1t_1$, and so on, giving the existence of $\epsilon_i$ satisfying $s_i\epsilon_i = s_{i-1}t_i$ for $1 \leq i \leq q$.

Exchanging $s_1|\cdots|s_p$ and $t_1|\cdots|t_q$ and arguing symmetrically from $\epsilon'_0 = 1_x$, we obtain the existence of $\epsilon'_i$ satisfying $t_i\epsilon'_i = s_{i-1}s_i$ for $1 \leq i \leq p$. We deduce, for every $i$, the equalities $(s_1\cdots s_i)\epsilon_i = t_1|\cdots|t_i$ and $(t_1|\cdots|t_i)\epsilon'_i = s_1|\cdots|s_i$, which imply that $\epsilon'_i$ is the inverse of $\epsilon_i$. Hence $s_1|\cdots|s_p$ is a $C'$-deformation of $t_1|\cdots|t_q$. 

When the ambient category has no nontrivial invertible element, Proposition 1.25 is a genuine uniqueness statement: if $s_1|\cdots|s_p$ and $t_1|\cdots|t_q$ are two $S$-normal decompositions of some element $g$ and $p \leq q$ holds, then we have $s_i = t_i$ for $i \leq p$, and $t_i = 1_y$ for $p < i \leq q$. In the general case, the argument does not work, but we can still obtain a uniqueness result at the expense of considering strict $S$-normal paths and families $S$ that are equivariant.

Definition 1.26 (transverse, selector). Assume that $\equiv$ is an equivalence relation on a family $S$ and $S' \subseteq S$ holds. A subfamily $S''$ of $S$ is called $\equiv$-transverse if distinct elements of $S''$ are not $\equiv$-equivalent; it is said to be a $\equiv$-selector in $S'$ of $S$ if $S''$ is included in $S'$ and contains exactly one element in each $\equiv$-equivalence class intersecting $S'$.

By definition, a $\equiv$-selector is $\equiv$-transverse. By the Axiom of Choice, selectors always exist. If $C$ contains no nontrivial invertible element, every subfamily of $C$ is equivariant.

Proposition 1.27 (transverse). Assume that $C$ is a left-cancellative category and $S$ is a subfamily of $C$ that is equivariant. Then every non-invertible element of $C$ admits at most one strict $S$-normal decomposition.

Proof. Assume that $f_1|\cdots|f_p$ and $g_1|\cdots|g_q$ are strict $S$-normal decompositions of some element $g$. First, $p$ and $q$ are equal by Proposition 1.25, so, by definition, no $f_i$ or $g_i$ may be invertible. Next, an induction on $i < p$ gives $f_i = g_i$, whence $f_i = g_i$ since, by assumption, $f_i$ and $g_i$ lies in $S$. Finally, we have $f_1|\cdots|f_p - 1f_p = g_1|\cdots|g_p - 1g_p$, whence $f_p = g_p$ by left-cancelling $f_1|\cdots|f_{p-1}$.

\end{proof}
By contrast, it is easy to see, for instance in the case of the wreathed free Abelian monoid $\tilde{\mathbb{N}}^n$, that, if $\mathcal{S}$ is not $=^\times$-transverse, then an element may admit several strict $\mathcal{S}$-normal decompositions.

A direct consequence of Proposition 1.25 is the following invariance result for the number of invertible elements in normal paths.

**Corollary 1.28 (normal unique).** If $\mathcal{S}$ is a subfamily of a left-cancellative category $\mathcal{C}$, then, for every element $g$ of $\mathcal{C}$, the number of non-invertible elements in an $\mathcal{S}$-normal decomposition of $g$ (if any) does not depend on the choice of the decomposition.

**Proof.** Assume that $s_1|\cdots|s_p$ and $t_1|\cdots|t_q$ are two $\mathcal{S}$-normal decompositions of an element $g$. By Proposition 1.25, $s_1|\cdots|s_p$ is a $\mathcal{C}^\times$-deformation of $t_1|\cdots|t_q$. Therefore, $s_i \sim^\times t_i$ holds for each $i$, which implies that $s_i$ is invertible if and only if $t_i$ is.

Owing to Corollary 1.28, it is natural to introduce the following terminology.

**Definition 1.29 ($\mathcal{S}$-length).** If $\mathcal{S}$ is a subfamily of a left-cancellative category $\mathcal{C}$ and $g$ is an element of $\mathcal{C}$ that admits at least one $\mathcal{S}$-normal decomposition, then the common number of non-invertible elements in all $\mathcal{S}$-normal decompositions of $g$ is called the $\mathcal{S}$-length of $g$, and denoted by $\|g\|_\mathcal{S}$.

So, we have $\|g\|_\mathcal{S} = 0$ if and only if $g$ is invertible, and $\|g\|_\mathcal{S} = 1$ if and only if $g$ is a non-invertible element of $\mathcal{S}^\times$. The general results about $\mathcal{S}^m$-greedy paths easily imply an upper bound for the $\mathcal{S}$-length of an element.

**Proposition 1.30 (length 1).** If $\mathcal{S}$ is a subfamily of a left-cancellative category $\mathcal{C}$, then $\|g\|_\mathcal{S} \leq m$ holds for every $g$ in $(\mathcal{S}^\times)^m$ that admits at least one $\mathcal{S}$-normal decomposition.

**Proof.** Assume that $s_1|\cdots|s_p$ is an $\mathcal{S}$-normal decomposition of $g$. At the expense of appending identity-entries at the end, we may assume $p \geq m$. By Proposition 1.19, $s_1|\cdots|s_p$ is $\mathcal{S}^\times$-normal, hence, by Proposition 1.14, $s_1|\cdots|s_m|s_{m+1}|\cdots|s_p$ is $(\mathcal{S}^\times)^m$-greedy. As $g$ is assumed to lie in $(\mathcal{S}^\times)^m$ and it left-divides $s_1|\cdots|s_p$, we deduce that $g$ left-divides $s_1|\cdots|s_m$, which implies that $s_{m+1},\ldots,s_p$ is invertible. Therefore, $\|g\|_\mathcal{S} \leq m$ holds.

### 1.3 The notion of a Garside family

We turn to the existence of $\mathcal{S}$-normal decompositions. A moment’s thought shows that such decompositions need not always exist, see Exercise 27(iii). We define a Garside family to be a family $\mathcal{S}$ for which every element of the ambient category admits an $\mathcal{S}$-normal decomposition. In this subsection, we establish a first criterion for recognizing a Garside family. Further results in this direction will be established in Chapters IV and VI.

**Definition 1.31 (Garside family).** A subfamily $\mathcal{S}$ of a left-cancellative category $\mathcal{C}$ is called a Garside family in $\mathcal{C}$ if every element of $\mathcal{C}$ admits at least one $\mathcal{S}$-normal decomposition.
Example 1.32 (Garside family). Let $C$ be any left-cancellative category. Then $C$ is a Garside family in itself: for every $g$ in $C$, the length one path $g$ is a $C$-normal decomposition of $g$.

Consider now the free Abelian monoid $\mathbb{N}^n$ and $S_n = \{ s \in \mathbb{N}^n \mid \forall k \ (s(k) \in \{0,1\}) \}$ (Reference Structure II page 3). Then $S_n$ is a Garside family in $\mathbb{N}^n$. Indeed, let $g$ be an element of $\mathbb{N}^n$. If $g$ is the identity-element, then the empty path is an $S_n$-normal decomposition for $g$. Otherwise, let $\ell = \max\{g(k) \mid k = 1,\ldots,n\}$. For $i \leq \ell$, define $s_i$ by $s_i(k) = 1$ if $g(k) \geq i$ holds, and $s_i(k) = 0$ otherwise. Then $s_i$ belongs to $S_n$ for every $i$, and, by construction, $s_1 \cdots s_\ell$ is a decomposition of $g$. Moreover, it follows from the characterization of Example 1.18 that $s_i | s_j$ is $S_n$-greedy for every $i$. So $s_1 \cdots s_\ell$ is an $S_n$-normal decomposition of $g$. Hence, by definition, $S_n$ is a Garside family in $\mathbb{N}^n$.

Although trivial, the first example above should be kept in mind as it shows that the existence of a Garside family is an empty assumption. In other direction, we refer to Example [IV.2.34] for a non-trivial, infinite monoid that has no Garside family except itself.

We now observe that for $S$ to be a Garside family is actually a property of $S^2$.

Proposition 1.33 (invariance). Assume that $C$ is a left-cancellative category. Then a subfamily $S$ of $C$ is a Garside family in $C$ if and only if $S^2$ is.

Proof. Assume that $S$ is a Garside family in $C$. Then every element of $C$ has an $S$-normal decomposition. By Proposition 1.19 the latter is an $S^2$-normal decomposition. Hence $S^2$ is a Garside family. Conversely, assume that $S^2$ is a Garside family in $C$. Then every element of $C$ has an $S^2$-normal decomposition, which, by Proposition 1.19, is $S$-normal as well. Hence $S$ is a Garside family.

Corollary 1.34 (invariance). Assume that $C$ is a left-cancellative category.

(i) If $S, S'$ are included in $C$ and satisfy $S^2 = S'^2$, then $S$ is a Garside family if and only if $S'$ is.

(ii) In particular, if $S'$ is an $=^\ast$-selector in $S$, then $S$ is a Garside family if and only if $S'$ is, if and only if $S' \setminus \mathbb{N} = \emptyset$.

Proof. Point (i) directly follows from Proposition 1.33. For (ii), we observe that $S'$ being an $=^\ast$-selector in $S$ implies $S^2 = S'^2 = (S' \setminus \mathbb{N})^2$, and we apply (i).

Owing to the above results, we might think of restricting to families of the form $S^2$, that is, families that contain all identity-elements and are closed under right-multiplication by an invertible element. As we shall be interested in Garside families that are as small as possible, padding the families with invertible elements is useless and restrictive. On the contrary, it is often useful to consider Garside families that are $=^\ast$-transverse.

Example 1.35 (selector). In the wreathed free Abelian monoid $\mathbb{N}^n$ (Reference Structure III page 19), one can check using a construction similar to that of Example 1.32 that the size $2^n$ family $S_n$ is a Garside family. By Proposition 1.33 the larger family $S_n^2$, which is $S_n \circ S_n$, is also a Garside family with $2^{2n}$ elements. The $=^\ast$-selectors for $S_n^2$ are the families of the form $\{(g, F(g)) \mid g \in S_n\}$ with $F : S_n \to \mathcal{S}_n$, and each of them is a Garside family in $\mathbb{N}^n$. 

...
Before entering the investigation of Garside families more precisely, we still state a general transfer result.

**Proposition 1.36 (power).** If \( S \) is a Garside family that includes \( 1_C \) in a left-cancellative category \( C \), the family \( S^m \) is a Garside family for every \( m \geq 1 \).

**Proof.** Let \( g \) be an arbitrary element of \( C \). By assumption, \( g \) admits an \( S \)-normal decomposition, say \( s_1 | \cdots | s_p \). At the expense of appending identity-entries at the end, we may assume that \( p \) is a multiple of \( m \), say \( p = qm \). Then, by Proposition 1.34, \( t_1 | \cdots | t_q \) is an \((S^m)^\#\)-greedy decomposition of \( g \). By construction, \( t_1, \ldots, t_q \) lie in \((S^m)^\#\). Anticipating on Proposition 1.39, we have \( C \times S \subseteq S^\# \). Hence, by Lemma II.1.26, \( t_1, \ldots, t_q \) also lie in \((S^m)^\#\). Then \( t_1 | \cdots | t_q \) is a \( S^m \)-normal decomposition of \( g \). As every element of \( C \) admits a \( S^m \)-normal decomposition, \( S^m \) is a Garside family.

By Proposition 1.33, a subfamily \( S \) of a category \( C \) is a Garside family if and only if \( S \cup 1_C \) is a Garside family. Applying Proposition 1.36 to the latter gives

**Corollary 1.37 (power).** If \( S \) is a Garside family in a left-cancellative category \( C \), the family \( S \cup S^2 \cup \cdots \cup S^m \) is a Garside family for every \( m \geq 1 \).

### 1.4 Recognizing Garside families

Definition 1.31 is frustrating in that, except in simple cases like free Abelian monoids, it gives no practical way of recognizing Garside families and for determining the normal decompositions whose existence is asserted. We shall now establish a first criterion for recognizing a Garside family, and describe an effective method for finding normal decompositions.

**Definition 1.38 (property \( \square \), \( \square \)-witness).** Assume that \( C \) is a left-cancellative category and \( S \) is included in \( C \). We say that \( S \) satisfies Property \( \square \) if, for every \( s_1 | s_2 \) in \( S^\square \), there exists an \( S \)-greedy decomposition \( t_1 | t_2 \) of \( s_1 s_2 \) with \( t_1 \) and \( t_2 \) in \( S \). In this case, a map that chooses, for every \( s_1 | s_2 \) in \( S^\square \), a pair \( t_1 | t_2 \) as above is called a \( \square \)-witness for \( S \).

For a family \( S \) to satisfy Property \( \square \) means that, for each choice of the left and bottom arrows in \( S \) in a diagram as on the right, there exist top and right arrows in \( S \) making an \( S \)-greedy path (hence an \( S \)-normal path) and letting the diagram commute. By definition, \( S \) satisfies Property \( \square \) if and only if there exists a \( \square \)-witness for \( S \).

Note that, if \( C \) contains no nontrivial invertible elements, a \( \square \)-witness is unique when it exists. In the sequel, when investigating a certain subfamily \( S \) of a category, we shall both consider the satisfaction of Property \( \square \) by \( S \) and by \( S^\square \). These are related conditions, but they need not be equivalent in general.
Proposition 1.39 (recognizing Garside 1). A subfamily $S$ of a left-cancellative category $C$ is a Garside family if and only one of the following equivalent conditions holds:

\begin{enumerate}[(1.40)]
\item The family $S^2$ generates $C$ and satisfies Property $\square$;
\item The family $S^2$ generates $C$ and every element of $(S^2)^2$ admits an $S$-normal decomposition;
\item The family $S^2$ generates $C$, every element of $S^2$ admits an $S$-normal decomposition, and $C^S \subseteq S^2$ holds.
\end{enumerate}

Before proving Proposition 1.39, let us immediately use it to connect the (quasi)-Garside monoids of Chapter II with Garside families.

**Proposition 1.43 (Garside monoid).** Assume that $(M, \Delta)$ is a quasi-Garside monoid. Then $\text{Div}(\Delta)$ is a Garside family in $M$.

**Proof.** First, by definition, $M$ is (left)-cancellative, it contains no nontrivial invertible element, and $\text{Div}(\Delta)$, which coincides with $\text{Div}(\Delta)^2$, generates $M$. So, according to Proposition 1.39, it now suffices to show that, for all $s_1, s_2$ in $\text{Div}(\Delta)$, the element $s_1 s_2$ admits a $\text{Div}(\Delta)$-normal decomposition. Let $t_1$ be the left-gcd of $s_1 s_2$ and $\Delta$. By definition, $t_1$ lies in $\text{Div}(\Delta)$. As $t_1$ left-divides $s_1 s_2$, we have $s_1 s_2 = t_1 t_2$ for some $t_2$, which is unique as $M^2$ is left-cancellative. As $s_1$ left-divides $s_1 s_2$ and $\Delta$, it left-divides their left-gcd $t_1$, that is, we have $t_1 = s_1 t_2$ for some $t_2$. We deduce $s_1 s_2 = s_1 g t_2$, whence $s_2 = g t_2$. As $t_2$ right-divides $s_2$, which lies in $\text{Div}(\Delta)$, it lies in $\text{Div}(\Delta)$ as well.

So, in order to prove that $t_1 | t_2$ is a $\text{Div}(\Delta)$-normal decomposition of $s_1 s_2$, it only remains to show that $t_1 | t_2$ is $\text{Div}(\Delta)$-greedy. Now assume $r \in \text{Div}(\Delta)$ and $r \preceq f t_1 t_2$. As $\text{Div}(\Delta)$ generates $M$, we can write $f = f_1 \cdots f_p$ with $f_1, \ldots, f_p$ in $\text{Div}(\Delta)$. By definition, $r$ and $f_1$ admit a right-lcm, say $f_1 r_1$, see Figure 3. As $r$ and $f_1$ left-divide $\Delta$, so does $f_1 r_1$. Hence $f_1 r_1$ right-divides $\Delta$, and so does $r_1$, that is, $r_1$ lies in $\text{Div}(\Delta)$. Moreover, as $f t_1 t_2$ is a right-multiple of $r_1$ and of $f_1$, it is a right-multiple of their right-lcm $f_1 r_1$. Left-cancelling $f_1$, we deduce $r_1 \preceq f_2 \cdots f_p t_1 t_2$. Repeating the argument with $r_1$ and $f_2$, and iterating, we finally find $r_p \in \text{Div}(\Delta)$ satisfying $r_p \preceq t_1 t_2$. So $r_p$ left-divides $t_1 t_2$ and $\Delta$, hence it left-divides their left-gcd, which is $t_1$ by definition. As can be read on the diagram, $r_p \preceq t_1$ implies $r \preceq f t_1$, as expected. So $t_1 | t_2$ is a $\text{Div}(\Delta)$-normal decomposition of $s_1 s_2$, and $\text{Div}(\Delta)$ is a Garside family in $M$. \hfill $\square$

We now turn to the proof of Proposition 1.39. First, we observe that the conditions of the proposition are necessary, which is essentially trivial.

**Lemma 1.44.** Assume that $C$ is a left-cancellative category and $S$ is included in $C$. Then \[(1.40)\ and \ (1.41)\ are equivalent and, if $S$ is a Garside family, \[(1.40), (1.41),\ and \ (1.42)\ are satisfied.

**Proof.** By Proposition 1.30 every element of $(S^2)^2$ that admits an $S$-normal decomposition admits an $S$-normal decomposition of length at most two, hence an $S$-normal decomposition of length exactly two (possibly with one or two invertible entries). So (1.41) implies (1.40), and, therefore, the latter are equivalent.
Assume that \( S \) is a Garside family in \( C \). Then every element of \( C \) admits an \( S \)-normal decomposition, hence, by definition, an expression as a product of elements of \( S \). So \( S^2 \) generates \( C \). Next, by definition again, every element of \( C \), hence in particular every element of \((S^2)^2\), admits an \( S \)-normal decomposition. So \((1.44)\), hence \((1.40)\) as well, are satisfied. Finally, every element of \( S^2 \) admits an \( S \)-normal decomposition. Now assume that \( \epsilon s \) belongs to \( C^e|S \). By definition, \( \epsilon s \) admits an \( S \)-normal decomposition, say \( s_1|\cdots|s_p \). Then we have \( s \preceq \epsilon^{-1}s_1(s_2\cdots s_p) \). As \( s \) lies in \( S \) and, by Proposition \( 1.12 \), \( s_1|s_2\cdots s_p \) is \( S \)-greedy, we deduce \( s \preceq \epsilon^{-1}s_1 \), which implies that \( s_2,\ldots,s_p \) are invertible. Then \( s_1\cdots s_p \) belongs to \( S^2 \), and we have \( C^eS \subseteq S^2 \). So \((1.42)\) is satisfied.

We now turn to the other direction. The main point is to show that the existence of an \( S \)-normal decomposition for every element of \((S^2)^2\) is sufficient to obtain the existence of an \( S \)-normal decomposition for every element. This will be done by using an induction and a simple diagrammatic rule that we call the (first) domino rule, which guarantees that certain length-two paths are greedy whenever some related paths are. Although easy, the result will play a fundamental role in the sequel and it arguably captures the geometric core of the construction of greedy decompositions.

**Proposition 1.45 (first domino rule).** Assume that \( C \) is a left-cancellative category, \( S \) is included in \( C \), and we have a commutative diagram with edges in \( C \) as on the right. If \( g_1|g_2 \) and \( g'_1|f \) are \( S \)-greedy, then \( g'_1|f g_2 \) and \( g'_1|g_2 \) are \( S \)-greedy as well.

**Proof.** (See Figure 3) Assume \( s \in S \) and \( s \preceq f'g'_1|f g_2 \). Write \( g'_1|f = f_0g_1 \). As the diagram is commutative, we have \( s \preceq f'|f_0g_1 \). The assumption that \( g_1|g_2 \) is \( S \)-greedy implies \( s \preceq f'|f_0g_1 \), hence \( s \preceq f'g'_1|f \). Then the assumption that \( g'_1|f \) is \( S \)-greedy implies \( s \preceq f'|g'_1 \), and we conclude that \( g'_1|f g_2 \) is \( S \)-greedy. By Lemma \( 1.7 \), this implies that \( g'_1|g_2 \) is \( S \)-greedy as well.

**Lemma 1.46.** If \( S \) is a generating family that satisfies Property \( \Box \) in a left-cancellative category \( C \), every element of \( C \setminus 1_C \) admits a \( S \)-normal decomposition with entries in \( S \).

**Proof.** We prove using induction on \( m \) that every element \( g \) of \( C \) that can be expressed as the product of \( m \) elements of \( S \) admits an \( S \)-normal decomposition of length \( m \) with entries in \( S \). By assumption, the case \( m = 0 \) is excluded. For \( m = 1 \), if \( g \) lies in \( S \),
then the length one path $g$ is an $S$-normal decomposition of $g$. Assume $m \geq 2$. Write

$$g = r_0 f$$

with $r_0$ in $S$ and $f$ in $S^{m-1}$. By induction hypothesis, $f$ admits an $S$-normal decomposition of length $m - 1$, say $s_1 \cdots s_{m-1}$, with $s_1, \ldots, s_{m-1}$ in $S$. By Property $\Box$, the element $r_0s_1$ of $S^2$ admits an $S$-normal decomposition, say $s'_1|r_1$, with $s'_1, r_1$ in $S$. Similarly, by Property $\Box$ again, the element $r_1s_2$ of $(S^2)^2$ admits an $S$-normal decomposition, say $s'_2|r_2$, with $s'_2, r_2$ in $S$. Continuing in the same way, we recursively find an $S$-normal decomposition $s'_i|r_i$ of $r_{i-1}s_i$ for $i = 1, \ldots, m - 1$, see Figure 5. Then, we have

$$g = r_0f = r_0s_1 \cdots s_{m-1} = s'_1 r_1 s_2 \cdots s'_{m-1} = \cdots = s'_1 \cdots s'_{m-1} r'_{m-1},$$

so $s'_1 \cdots s'_{m-1} | r_{m-1}$ is a length $m$ decomposition of $g$, whose entries lie in $S$ by construction. Moreover, by assumption, $s_i|s_{i+1}$ and $s'_i|r_i$ are $S$-greedy for every $i$. Then the first domino rule implies that $s'_i | s'_{i+1}$ is $S$-greedy as well. As, by assumption, $s'_{m-1} | r_{m-1}$ is $S$-normal, we deduce that $s'_1 \cdots s'_{m-1} | r_{m}$ is an $S$-normal decomposition of $g$ whose entries lie in $S$. This completes the induction.

---

**Figure 4.** Proof of the first domino rule (Proposition [1.45]): If $g_1|g_2$ and $g'_1|f$ are $S$-greedy, so are $g'_1 | fg_2$ and $g'_1 | g'_2$.

**Figure 5.** Proof of Lemma [1.46]: obtaining an $S$-normal decomposition for $sf$ starting from an $S$-normal decomposition $s_1 \cdots s_{m-1}$ of $f$ and applying $m - 1$ times Property $\Box$; the first domino rule guarantees that the path $s'_1 | \cdots | s'_{m-1} | r_{m-1}$ is $S$-greedy.

We can now complete the proof of Proposition [1.39].

**Proof of Proposition [1.39]** Owing to Lemma [1.44] it remains to show that each of (1.40), (1.41), and (1.42) implies that $S$ is a Garside family in $C$. Assume first that (1.40) and (1.41) (which are known to be equivalent) are satisfied. Applying Lemma [1.46] to $S^2$ implies that every element of $C$ admits an $S^2$-normal decomposition, hence, by Proposition [1.19] an $S$-normal decomposition. So $S$ is a Garside family in $C$.

Finally, assume that (1.42) is satisfied. Assume that $s_1 | s_2$ belongs to $(S^2)^{[2]}$. By definition, $S^2$ is $SC^s \cup C^s$, which is also $(S\setminus C^s)C^s \cup C^s$. We consider three cases.

**Case 1:** $s_2$ is invertible. By Lemma [1.8] $s_1 | s_2$ is $S$-greedy, and, therefore, it is an $S$-normal decomposition of $s_1 s_2$. 

---
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Case 2: \(s_1\) is invertible. Then \(s_1s_2\) lies in \(C^\times S^2\), hence, by assumption, in \(S^2\). Therefore \(s_1s_2\) admits a length one \(S\)-normal decomposition consisting of itself.

Case 3: \(s_1\) and \(s_2\) lie in \((S \setminus C^\times)C^\times\). Write \(s_1 = r_1\epsilon_1\), \(s_2 = r_2\epsilon_2\) with \(r_1, r_2\) in \(S \setminus C^\times\) and \(\epsilon_1, \epsilon_2\) in \(C^\times\). As \(r_2\) is not invertible, \(\epsilon_1r_2\) lies in \(S^2 \setminus C^\times\), hence, by Lemma 1.4.23 in \(SC^\times\). So we can find \(r_2'\) in \(S\) and \(\epsilon_1'\) in \(C^\times\) satisfying \(\epsilon_1r_2 = r_2'\epsilon_1'\). Then \(r_1r_2'\) belongs to \(S^2\), so, by assumption, it admits an \(S\)-normal decomposition, say \(t_1|\cdots|t_p\). Then, by Lemma 1.3.8 \(t_1|\cdots|t_p|\epsilon_1'\epsilon_2\) is an \(S\)-normal decomposition of \(r_1r_2'\epsilon_1'\epsilon_2\), that is, of \(s_1s_2\). So, every element of \((S^2)^2\) admits an \(S\)-normal decomposition. So (1.42) implies (1.41), and therefore it implies that \(S\) is a Garside family in \(C\).

Remark 1.47. In Proposition 1.39 as many times in the sequel, the condition “\(S^2\) generates \(C\)” occurs. Let us observe once for all that this condition is equivalent to “\(S \cup C^\times\) generates \(C\)”: indeed, \(S \cup C^\times\) is included in \(S^2\) by definition and, on the other hand, it generates \(S^2\), which, we recall, is \(SC^\times \cup C^\times\).

The construction of Lemma 1.4.6 is effective, and it is worth describing the involved algorithm explicitly. We mention two algorithms, one that computes for \(s\) in \(S^2\) an \(S\)-normal decomposition of \(sg\) starting from an \(S\)-normal decomposition of \(g\), and one that computes an \(S\)-normal decomposition of \(g\) starting from an arbitrary decomposition of \(g\).

Algorithm 1.48 (left-multiplication). (See Figure 6)

**Context:** A left-cancellative category \(C\), a Garside family \(S\) in \(C\), a \(\Box\)-witness \(\varphi\) for \(S^2\)

**Input:** An element \(s\) of \(S^2\) and an \(S\)-normal decomposition \(s_1|\cdots|s_p\) of an element \(g\) of \(C\) such that \(sg\) exists

**Output:** An \(S\)-normal decomposition of \(sg\)

1: put \(r_0 := s\)
2: for \(i\) increasing from 1 to \(p\) do
3: \(\quad\) put \((s'_i, r_i) := \varphi(r_{i-1}, s_i)\)
4: \(\quad\) put \(s_{p+1} := r_p\)
5: return \(s'_1|\cdots|s'_{p+1}\)

Figure 6. Algorithm 1.48 starting from \(s\) in \(S^2\) and an \(S\)-normal decomposition of \(g\), it returns an \(S\)-normal decomposition of \(sg\).

Proposition 1.49 (left-multiplication). If \(S\) is a Garside family in a left-cancellative category \(C\) and \(\varphi\) is a \(\Box\)-witness for \(S^2\), then Algorithm 1.48 running on an element \(s\) of \(S^2\) and an \(S\)-normal decomposition \(s_1|\cdots|s_p\) of an element \(g\) of \(C\) returns an \(S\)-normal decomposition of \(sg\). The function \(\varphi\) is called \(p\) times.
Moreover, if \( s_1 | \cdots | s_p \) is strict and \( \varphi \) satisfies the condition
\[
(1.50) \quad \text{if } s_1 s_2 \text{ is not invertible, the first entry of } \varphi(s_1, s_2) \text{ lies in } S.
\]
then, in the final decomposition \( s'_1 | \cdots | s'_{p+1} \), either \( s'_1 | \cdots | s'_{p+1} \) or \( s'_1 | \cdots | s'_{p-1} s'_{p+1} \) is strict. If \( s \) is invertible, the latter case always occurs.

**Proof.** By construction, the diagram of Figure 6 is commutative. By assumption, \( s_i | s_{i+1} \) is \( S \)-greedy for every \( i \), and, by definition of a \( \square \)-witness, \( (s'_i, r_i) \) is \( S \)-greedy for every \( i \). Then the first domino rule (Proposition 1.45) implies that \( s'_i | s'_{i+1} \) is \( S \)-normal.

Assume now that \( s_1 | \cdots | s_p \) is strict. By Lemma 1.11(i), the assumption that \( s_1 \) is not invertible implies that \( s'_1 \) is not invertible either, and the assumption that \( \varphi \) satisfies (1.50) then implies that \( s'_i \) lies in \( S \). If \( s'_{p+1} \) is not invertible, then \( s'_1 | \cdots | s'_{p+1} \) is a strict \( S \)-normal \( S \)-decomposition of \( s \) for every \( i \). Otherwise, \( s'_p s'_{p+1} \) lies in \( S^2 \), and \( s'_1 | \cdots | s'_{p-1} s'_{p+1} \) is strict. If \( s \) is invertible, then, by Lemma 1.11(ii), \( r_1 \) must be invertible as well, and so are \( r_2, r_3, \ldots \) inductively. Hence \( s'_{p+1} \), which is \( r_p \), must be invertible, and we are in the second case of the alternative. □

Observe that the additional condition (1.50) can be satisfied at no extra cost.

**Lemma 1.51.** Assume that \( C \) is a left-cancellative category, \( S \) is included in \( C \), and \( S^2 \) satisfies Property \( \square \). Then there exists a \( \square \)-witness for \( S^2 \) that satisfies (1.50).

**Proof.** Assume that \( s_1 | s_2 \) lies in \( (S^2)[2] \) and \( s_1 s_2 \) is not invertible. Then choose \( \varphi(s_1, s_2) \) to be a strict \( S \)-normal decomposition of \( s_1 s_2 \) for \( \|s_1 s_2\|_S = 2 \), to be a decomposition of \( s_1 s_2 \) lying in \( S|C^\times \) for \( \|s_1 s_2\|_S = 1 \), and to be \( (s_1, s_2) \) for \( \|s_1 s_2\|_S = 0 \). Then \( \varphi \) satisfies (1.50).

The second algorithm is an iteration of Algorithm 1.48.

**Algorithm 1.52 (normal decomposition).** (See Figure 7)

**Context:** A left-cancellative category \( C \), a Garside family \( S \) in \( C \), a \( \square \)-witness \( \varphi \) for \( S^2 \)

**Input:** An \( S^2 \)-decomposition \( s_1 | \cdots | s_p \) of an element \( g \) of \( C \)

**Output:** An \( S \)-normal decomposition of \( g 

\begin{algorithm}
\begin{enumerate}
\item put \( s_{0,j} := s_j \) for \( 1 \leq j \leq p \)
\item for \( j \) decreasing from \( p \) to \( 1 \) do
\item for \( i \) increasing from \( 1 \) to \( p - j \) (if any) do
\item put \( t_{i,j-1,1} := \varphi(s_{i-1,j}, t_{i,j}) \)
\item put \( t_{p-j+1,j-1} := s_{p-j,j} \)
\item return \( t_{1,0} | \cdots | t_{p,0} \)
\end{enumerate}
\end{algorithm}

**Proposition 1.53 (normal decomposition).** If \( S \) is a Garside family in a left-cancellative category \( C \), then Algorithm 1.52 running on a decomposition \( s_1 | \cdots | s_p \) of an element \( g \) returns an \( S \)-normal decomposition of \( g \). The map \( \varphi \) is appealed to \( p(p - 1)/2 \) times.
Figure 7. Algorithm 1.52: starting from $s_1 \cdots s_p$, we fill the triangular grid starting from the bottom and using the □-witness $\varphi$ to append squares from bottom to top, and from left to right.

Proof. By definition, the diagram of Figure 7 can be constructed as $\varphi$ is defined on every pair of $(S^5)^2$. In order to construct the $j$th row, $\varphi$ is used $p-j-1$ times, so the complete construction requires $1 + 2 + \cdots + (p-1) = \frac{p(p-1)}{2}$ calls to $\varphi$.

Then, it inductively follows from the first domino rule or, equivalently, from Proposition 1.49 that every row in the diagram is $S$-normal. In particular, so is the first row.

Example 1.54 (normal decomposition). Consider the free Abelian monoid $\mathbb{N}^n$ again, with $S_n = \{s \mid \forall k \ s(k) \leq 1\}$ (Reference Structure 1, page 3). As in Example 1.1.4, let $g = (3, 1, 2) = a^3bc^2$. Starting from the length one path $c$, which is an $S_n$-normal decomposition of $c$—or from the empty path, which is an $S_n$-normal decomposition of $1$—and left-multiplying by the successive generators, possibly gathered provided one remains in $S_n$, one finds the (unique) $S_n$-normal decomposition $abc|a|c|a$, as could be expected.

Figure 8. Computing the $S$-normal decomposition of $a^3bc^2$ in the free Abelian monoid $\mathbb{N}^3$ using Algorithm 1.52. We may gather adjacent letters provided the product remains in $S$, so, here, we may start from $a|a|abc|c$, thus reducing the number of steps.
As a direct application of Proposition \[1.49\] we find bounds for the \( S \)-length.

**Corollary 1.55 (length 1).** If \( S \) is a Garside family of a left-cancellative category \( C \), then, for every \( C \)-path \( f \mid g \), we have

\[
\| g \|_S \leq \| fg \|_S \leq \| f \|_S + \| g \|_S.
\]

**Proof.** We use induction on \( \ell = \| f \|_S \). For \( \ell = 0 \), that is, if \( f \) is invertible, the final point in Proposition \[1.49\] implies \( \| fg \|_S = \| g \|_S \), which gives \(1.56\).

Assume now \( \ell = 1 \), that is, \( f \) belongs to \( S^2 \setminus \mathcal{C}^\circ \). Then Proposition \[1.49\] says that, if \( g \) has a strict \( S \)-normal decomposition of length \( p \), then \( fg \) has a strict \( S \)-normal decomposition of length \( p + 1 \). So, we have \( \| g \|_S \leq \| fg \|_S \leq 1 + \| g \|_S \).

Assume finally \( \ell \geq 2 \). Then there exists a decomposition \( f = s f' \) with \( s \in S^2 \) and \( \| f' \|_S = \ell - 1 \). The induction hypothesis gives \( \| g \|_S \leq \| f' g \|_S \leq \ell - 1 + \| g \|_S \), whereas the above argument for \( \ell = 1 \) gives \( \| f' g \|_S \leq \| sf' g \|_S \leq 1 + \| f' g \|_S \), whose conjunction gives \(1.56\).

We do not claim that \( \| f \|_S \leq \| fg \|_S \) needs to hold: see Subsection \[1.5\] and Example \[1.59\] below for counter-examples.

### 1.5 The second domino rule

The first domino rule (Proposition \[1.45\]) provides a way to compute an \( S \)-normal decomposition using a left-to-right induction (Proposition \[1.49\]). We now consider a symmetric process based on a right-to-left induction.

**Definition 1.57 (second domino rule).** Assume that \( C \) is a left-cancellative category and \( S \) is included in \( C \). We say that the second domino rule is valid for \( S \) if, when we have a commutative diagram as in the margin with edges in \( S^2 \) in which \( s_1 \mid s_2 \) and \( t \mid s' \) are \( S \)-greedy, then \( s'_1 \mid s'_2 \) is \( S \)-greedy as well.

Note that the second domino rule is not an exact counterpart of the first one in that, here, all involved elements are supposed to lie in the reference family \( S^2 \), a restriction that is not present in the first domino rule.

**Example 1.58 (second domino rule).** Let us consider the free Abelian monoid \( \mathbb{N}^n \) and \( S_n = \{ s \mid \forall k \ (g(k) \leq 1) \} \) once more. We claim that the second domino rule is valid for \( S_n \) in \( \mathbb{N}^n \). Indeed, assume that \( s_1, \ldots, s'_2 \) belong to \( S_n \) and satisfy the assumptions of Definition \[1.57\]. Call the left and right vertical arrows \( t_0 \) and \( t_2 \). According to Example \[1.2\] what we have to show is that \( s'_2(k) = 1 \) implies \( s'_1(k) = 1 \). Now assume \( s'_2(k) = 1 \). As \( t \mid s'_2 \) is \( S \)-greedy, we have \( t(k) = 1 \), whence \( t(s'_2)(k) = (s_2)_{t_2}(k) = 2 \), and \( s_2(k) = 1 \). As \( s_1 \mid s_2 \) is \( S \)-normal, the latter value implies \( s_1(k) = 1 \). We deduce \( t_0(s'_1)(k) = (s_1)_{t_1}(k) = 2 \), whence \( s'_1(k) = 1 \), as expected.

However, there exists no general counterpart to Proposition \[1.45\] and the second domino rule is not always valid. To see this, we introduce two more reference structures, which will provide useful counter-examples in the sequel.
Reference Structure #8 (left-absorbing monoid).—

- For $n \geq 1$, put $L_n = \langle a, b \mid ab^n = b^{n+1} \rangle$.
- Put $S_n = \{1, a, b, b^2, \ldots, b^{n+1}\}$, a subset of $L_n$ with $n + 3$ elements.
- Put $\Delta_n = b^{n+1}$.

The unique relation of the above presentation of $L_n$ is of the type $a \cdots = b \cdots$, so it is right-complemented in the sense of Definition [14.2]. Moreover, the two terms have the same length, so, by Proposition [14.3] (homogeneous), $L_n$ is (strongly) Noetherian. As there are only two generators, the cube condition is vacuously true on $\{a, b\}$. Hence, by Proposition [14.16] (right-complemented), the monoid $L_n$ is left-cancellative and admits conditional right-lcms. On the other hand, $L_n$ is not right-cancellative since we have $ab^{n-1} \neq b^n$ and $ab^n = b^{n+1}$.

We claim that $S_n$ is a Garside family in $L_n$. Indeed, $S_n$ contains the atoms $a$ and $b$, and, therefore, it generates $L_n$. There exists no nontrivial invertible element in $L_n$, so $L^+_n S_n \subseteq S^+_n$ is trivial. Hence it suffices to show that every pair of elements of $S_n$ admits an $S_n$-normal decomposition. To this end, one can list all length-two $S_n$-normal paths, namely the paths $a\mid b^p$ with $0 \leq p < n$, plus the paths $b^p \mid a$ with $1 \leq p \leq n$, plus all paths $\Delta_n \mid g$ with $g$ in $S_n$. The verification is then easy—an alternative, much quicker argument can be given using Proposition [14.2] (recognizing Garside II) of the next chapter.

Reference Structure #9 (affine braids of type $\tilde{A}_2$).—

- Put $B^+ = \langle \sigma_1, \sigma_2, \sigma_3 \mid \sigma_1 \sigma_2 \sigma_1 = \sigma_2 \sigma_1 \sigma_2, \sigma_2 \sigma_3 \sigma_2 = \sigma_3 \sigma_2 \sigma_3, \sigma_3 \sigma_1 \sigma_3 = \sigma_1 \sigma_3 \sigma_1 \rangle^+$, and $B = \langle \sigma_1, \sigma_2, \sigma_3 \mid \sigma_1 \sigma_2 \sigma_1 = \sigma_2 \sigma_1 \sigma_2, \sigma_2 \sigma_3 \sigma_2 = \sigma_3 \sigma_2 \sigma_3, \sigma_3 \sigma_1 \sigma_3 = \sigma_1 \sigma_3 \sigma_1 \rangle$.
- Put $E = \{\sigma_1 \sigma_2 \sigma_1, \sigma_2 \sigma_1 \sigma_3, \sigma_3 \sigma_1 \sigma_3 \}$.
- Define $S$ to be the set of elements that right-divide (at least) $F$ one of the three elements of $E$.

The monoid $B^+$ is the Artin–Tits monoid of type $\tilde{A}_2$, and $B$ is the corresponding Artin–Tits group; both are associated with the (infinite) affine type Coxeter group of type $\tilde{A}_2$, see Chapter [A] below. The above presentation of $B^+$ is right-complemented and homogeneous, hence Noetherian, and one easily checks that the cube condition is satisfied on $\{\sigma_1, \sigma_2, \sigma_3\}$. Hence, by Proposition [14.16] (right-complemented) again, the monoid $B^+$ is left-cancellative and it admits conditional right-lcms. By symmetry of the relations, $B^+$ must be right-cancellative and admit conditional left-lcms. By homogeneity, the family $S$ must be finite since it consists of elements with length at most four; it turns out that $S$ consists of the sixteen elements represented in Figure [9].

The family $S$ contains the three atoms of $B^+$, namely $\sigma_1$, $\sigma_2$, and $\sigma_3$. By definition, it is closed under right-divisor, that is, every right-divisor of an element of $S$ belongs to $S$ (by the way, we note that $S$ is not closed under left-divisor: the left-divisor $\sigma_1 \sigma_2 \sigma_3$,
of $\sigma_1\sigma_2\sigma_3\sigma_2$ does not belong to $S$). Finally, one easily checks using right-reversing that the right-lcm of any two elements of $S$ that admit a common right-multiple in $B^+$ also lies in $S$. Anticipating on Corollary [IV.2.29 (recognizing Garside, right-lcm case), we conclude that $S$ is a Garside family in $B^+$.

Note that any two elements of the monoid $B^+$ need not admit a common right-multiple: for instance, $\sigma_1$ and $\sigma_2\sigma_3$ do not, since, as seen in Example [II.4.20] the right-reversing of the word $\sigma_1\sigma_2\sigma_3$ does not terminate. So $B^+$ is neither a left- or a right-Ore monoid, and the enveloping group of $B^+$, which is $B$, is not a group of left- or right-fractions of $B^+$. It is known that $B^+$ embeds into $B$ but, for instance, $\sigma_2\sigma_3\sigma_2^{-1}\sigma_2\sigma_3$ is an element of $B$ that can be expressed neither as a left-fraction nor as a right-fraction with respect to $B^+$.

Figure 9. Two representations of the finite Garside family $S$ in the Artin–Tits monoid of type $\tilde{A}_3$: on the left, the (usual) Cayley graph of $S$, where arrows correspond to right-multiplications; on the right, the “co-Cayley” graph with arrows corresponding to left-multiplications; as the family $S$ is closed under right-divisor, but not under left-divisor, some additional vertices not belonging to $S$ appear on the left diagram (the six grey vertices).

Example 1.59 (second domino rule not valid). The second domino rule is not valid for $S_n$ in $L_n$ for $n \geq 2$, where $L_n$ and $S_n$ are as in Reference Structure [8]. Indeed, the paths $a|b$ and $b^{n+1}|b$ are $S_n$-greedy, the diagram on the right is commutative and all edges corresponds to elements of $S_n$. However $b|b$ is not $S_n$-greedy: the $S_n$-normal decomposition of $b^2$ is $b^2$ itself.

Similarly, the second domino rule is not valid for the Garside family $S$ in the affine braid monoid $B^+$ of Reference Structure [9]. A counter-example is shown on the side: $\sigma_1|\sigma_1\sigma_2$ and $\sigma_1\sigma_2\sigma_2|\sigma_3$ are $S$-normal, but $\sigma_2|\sigma_3$ is not, since $\sigma_2\sigma_3$ is an element of $S$. Note that, contrary to $L_n$, the monoid $B^+$ is both left- and right-cancellative.

We shall come back to the second domino rule later and establish sufficient conditions that guarantee its validity, see Propositions [V.I.39] and [V.I.52]. For the moment, we ob-
serve that, when valid, the second domino rule provides a counterpart of Proposition 1.49 for iteratively computing an $S$-normal decomposition starting from the right.

**Algorithm 1.60 (right-multiplication).** (See Figure 10)

**Context:** A left-cancellative category $C$, a Garside family $S$ of $C$ for which the second domino rule is valid, a $\Box$-witness $\varphi$ for $S^2$

**Input:** An element $s$ of $S^2$ and an $S$-normal decomposition $s_1|\cdots|s_p$ of an element $g$ of $C$ such that $gs$ is defined

**Output:** An $S$-normal decomposition of $gs$

1: put $r_p := s$
2: for $i$ decreasing from $p$ to 1 do
3: put $(r_{i-1}, s'_i) := \varphi(s_i, r_i)$
4: put $s'_0 := r_0$
5: return $s'_0|\cdots|s'_p$

![Figure 10. Algorithm 1.60](image)

**Figure 10.** Algorithm 1.60 running on an element $s$ of $S^1$ and an $S$-normal decomposition $s_1|\cdots|s_p$ of an element $g$ of $C$ returns an $S$-normal decomposition of $gs$. Attention: the correctness of the method is guaranteed only if the second domino rule is valid for $S$.

**Proposition 1.61 (right-multiplication).** If $S$ is a Garside family in a left-cancellative category $C$, if the second domino rule is valid for $S$, and if $\varphi$ is a $\Box$-witness for $S^2$, then Algorithm 1.60 running on an element $s$ of $S^1$ and an $S$-normal decomposition $s_1|\cdots|s_p$ of an element $g$ of $C$ returns an $S$-normal decomposition of $gs$. The function $\varphi$ is called $p$ times.

**Proof.** As the diagram of Figure 10 is commutative, we have $s'_0|\cdots|s'_p = s_1|\cdots|s_p r_p = gs$. Applying the second domino rule to each two-square subdiagram of the diagram starting from the right, we see that $s'_0|s'_1|\cdots|s'_p$ is $S$-greedy. As all entries lie in $S^2$, this path is $S$-normal.

The effect of the second domino rule is to shorten the computation of certain normal decompositions. Assume that $s_1|\cdots|s_p$ and $t_1|\cdots|t_q$ are $S$-normal paths and $s_pt_1$ is defined. By applying Proposition 1.61, we can compute an $S$-normal decomposition of the product $s_1 \cdots s_pl_1 \cdots l_q$ by filling a diagram as in Figure 11. When valid, the second domino rule guarantees that the path consisting of the first $q$ top edges followed by $p$ vertical edges is $S$-normal, that is, the triangular part of the diagram may be forgotten. The failure of this phenomenon in the context of Example 1.59 is illustrated in Figure 12.

Provided some closure assumption is satisfied, another application of the second domino rule is a counterpart of the inequalities (1.56) for the length of a product.
III Normal decompositions

Figure 11. Finding an $S$-normal decomposition of $s_1 \cdots s_p t_1 \cdots t_q$ when $s_1 | \cdots | s_p$ and $t_1 | \cdots | t_q$ are $S$-normal: using Proposition 1.49, hence the first domino rule only, one determines the $S$-normal path $t_1' | \cdots | t_{p+q}'$ in $pq + p(p - 1)/2$ steps; if the second domino rule is valid, the path $s_1' | \cdots | s_p'$ is already $S$-normal, and $t_1' | \cdots | t_q'$ is $S$-normal. Note that, by uniqueness, $t_{q+1}' | \cdots | t_{p+q}'$ must then be a $S$-deformation of $s_1' | \cdots | s_p'$.

Figure 12. Failure of the second domino rule in the context of Example 1.59: starting with $s_1 | s_2 = a | b$ and $t_1 = b^{n+1}$, we obtain the $S$-normal decomposition $b^{n+1} | b^2 | 1$ of $s_1 s_2 t_1$ using three normalizing $\Box$-tiles, and not two as would be the case if the second domino rule were valid.

**Proposition 1.62 (length II).** If $S$ is a Garside family of a left-cancellative category $C$, the second domino rule is valid for $S$, and every left-divisor of an element of $S^2$ belongs to $S^2$, then, for every $C$-path $f | g$, we have

$$\max(||f||_S, ||g||_S) \leq ||fg||_S \leq ||f||_S + ||g||_S,$$

and every left- or right-divisor of an element of $S$-length $\ell$ has $S$-length at most $\ell$.

**Proof.** Owing to Corollary 1.55, the only point to prove is $||f||_S \leq ||fg||_S$. As $S^2$ generates $C$, it is sufficient to prove $||f||_S \leq ||fs||_S$ for $f$ in $S^2$. Assume that $s_1 | \cdots | s_p$ is a strict $S$-normal decomposition of $f$. With the notation of Proposition 1.61 and Figure 10, $r_0 | s_1' | \cdots | s_p'$ is an $S$-normal decomposition of $fs$. The case $p \leq 1$ is trivial, so assume $p \geq 2$. If $s_{p-1}'$ was invertible, so would be $s_p'$, and $s_{p-2}' s_{p-1}' s_p'$, which is $s_{p-1}' s_p s$, would belong to $S^2$, and therefore so would do its left-divisor $s_{p-1} s_p$. As $s_{p-1} s_p$ is $S$-greedy, we would deduce that $s_p$ is invertible, contrary to the assumption that $s_1 | \cdots | s_p$ is strict. So $s_{p-1}'$ cannot be invertible, and the $S$-length of $fs$ is at least $p$. \qed
2 Symmetric normal decompositions

In Section 1 we showed how to construct essentially unique distinguished decompositions for the elements of a left-cancellative category in which a Garside family has been specified. We shall now construct similar distinguished decompositions for the elements of the enveloping groupoid of the category, in the particular case when the considered category is a left-Ore category that admits left-lcms. Let us mention that an alternative, (slightly) different type of distinguished decomposition will be defined, under different assumptions, in Chapter V.

The organization of the current section is parallel to that of Section 1. First, we introduce in Subsection 2.1 the notion of left-disjoint elements, and use it in Subsection 2.2 to define symmetric S-normal decompositions. We show the essential uniqueness of such decompositions in Subsection 2.3 and their existence in left-Ore categories that admit left-lcms in Subsection 2.4. Algorithmic questions are addressed in Subsection 2.5. Finally we briefly discuss in an appendix the extension of the results from left-Ore categories to general cancellative categories.

2.1 Left-disjoint elements

Hereafter our context will be mostly that of a left-Ore category as introduced in Section II, that is, a cancellative category in which any two elements admit a common left-multiple. However, all basic definitions and lemmas make sense and work in the context of a general left-cancellative category, and we begin with such a context.

We look for distinguished decompositions for the elements of a groupoid of fractions. As in the elementary case of rational numbers, obtaining unique expressions requires a convenient notion of irreducible fraction.

Definition 2.1 (left-disjoint). (See Figure 13.) Two elements \( f, g \) of a left-cancellative category \( C \) are called left-disjoint if they have the same source and satisfy

\[
\forall h, h' \in C \ ( (h' \leq h f \text{ and } h' \leq h g ) \Rightarrow h' \leq h ) .
\]

In words: \( f \) and \( g \) are left-disjoint if every common left-divisor of elements of the form \( h f \) and \( h g \) must be a left-divisor of \( h \). We shall indicate in diagrams that \( f \) and \( g \) are left-disjoint using an arc as in \( \frac{f}{g} \).

Example 2.3 (left-disjoint). Consider the free Abelian monoid \( \mathbb{N}^n \) as in Reference Structure 1, page 3. Two elements \( f, g \) of \( \mathbb{N}^n \) are left-disjoint if and only if, for every \( i \), at least one of \( f(i) \), \( g(i) \) is zero. Indeed, assume \( f(i) \geq 1 \) and \( g(i) \geq 1 \). Let \( h = 1 \) and \( h' = a_i \). Then \( h' \leq h f \) and \( h' \leq h g \) are true, but \( h' \leq 1 \) fails, so \( f, g \) are not left-disjoint. Conversely, assume \( f(i) = 0 \). Then \( h' \leq h f \) implies \( h'(i) \leq h(i) \). Similarly, \( g(i) = 0 \) implies
Two elements $f, g$ of a left-cancellative category $\mathcal{C}$ are called left-coprime if $f$ and $g$ share the same source and every common left-divisor of $f$ and $g$ is invertible.

**Definition 2.4 (left-coprime).** Two elements $f, g$ of a left-cancellative category $\mathcal{C}$ are left-coprime whenever $f$ and $g$ are left-disjoint

**Proposition 2.5 (disjoint vs. coprime).** Assume that $\mathcal{C}$ is a left-cancellative category.

1. Any two left-disjoint elements are left-coprime.
2. Conversely, any two left-coprime elements are left-disjoint whenever $\mathcal{C}$ satisfies

$$(2.6)$$

Any two common right-multiples of two elements are right-multiples of some common right-multiple of these elements,

3. Condition $(2.6)$ is satisfied in particular if $\mathcal{C}$ admits left-gcds, and if $\mathcal{C}$ admits conditional right-lcms.

**Proof.**

1. Assume that $f$ and $g$ are left-disjoint and $h$ is a common left-divisor of $f$ and $g$. Let $x$ denote the common source of $f$ and $g$. Then we have $h \lesssim_1 x f$ and $h \lesssim_1 x g$, whence $h \lesssim_1 x$ by definition. Hence $h$ must be invertible, that is, $f$ and $g$ are left-coprime.

2. Assume now that $(2.6)$ is satisfied, and $f, g$ are left-coprime elements of $\mathcal{C}$. Assume $h' \lesssim h f$ and $h' \lesssim h g$, say $h f = h' f'$ and $h g = h' g'$, see Figure 14. By assumption, $h f$ and $h g$ are two common right-multiples of $h$ and $h'$, so, by $(2.6)$, there exists a common right-multiple $h e$ of $h$ and $h'$ satisfying $h e \lesssim h f$ and $h e \lesssim h g$. We deduce $e \lesssim f$ and $e \lesssim g$. As $f$ and $g$ are left-coprime, $e$ must be invertible and, therefore, $h'$, which left-divides $h e$ by assumption, also left-divides $h$. Hence $f$ and $g$ are left-disjoint.

3. Assume $f_i \lesssim g_j$ for $i, j = 1, 2$. Assume first that $\mathcal{C}$ admits left-gcds. Then $g_1$ and $g_2$ admit a left-gcd, say $g$. For $i = 1, 2$, the assumption that $f_i$ left-divide $g_1$ and $g_2$ implies that $f_i$ left-divides $g$. So $g$ witnesses for $(2.6)$.

Assume now that $\mathcal{C}$ admits conditional right-lcms. By assumption, $f_1$ and $f_2$ admit a common right-multiple, hence they admit a right-lcm, say $f$. For $j = 1, 2$, the assumption that $g_j$ is a right-multiple of $f_1$ and $f_2$ implies that $g_j$ is a right-multiple of $f$. So $f$ witnesses for $(2.6)$. 

---

**Figure 13.** Two equivalent ways of illustrating the left-disjointness of $f$ and $g$: whenever we have a commutative diagram corresponding to the plain arrows, there exists a factoring dashed arrow. Note that, in the situation of (2.6), if $f', g'$ are the elements satisfying $h f = h' f'$ and $h g = h' g'$, then, by definition, the pair $(h, h')$ witnesses for $(f, g) \lhd (f', g')$. Attention: a factorization $h = h'h''$ implies $f' = h'' f$ and $g' = h'' g$ only if the ambient category is left-cancellative so, otherwise, the diagram is ambiguous.
Considering the (cancellative) monoid \((a, a', b, b', c, c' \mid ab' = a'b, ac = a'c)^\ast\), in which \(b\) and \(c\) have no nontrivial common left-divisor, but they are not left-disjoint since we have \(a \leq a'b\) and \(a \leq a'c\) but not \(a \leq a'\), we see that some condition about the ambient category is needed to guarantee the converse implication in Proposition 2.5.

On the other hand, when the ambient category is a left-Ore category, left-disjointness has a simple connection with the factorization of fractions.

**Lemma 2.7.** If \(C\) is a left-Ore category, then, for \(f, g\) in \(C\) with the same source, the following conditions are equivalent:

(i) The elements \(f\) and \(g\) are left-disjoint;

(ii) For all \(f', g'\) in \(C\) satisfying \(f^{-1}g = f'^{-1}g'\) in \(Ξ_{W}(C)\), there exists \(h\) satisfying \(f' = hf\) and \(g' = hg\).

**Proof.** Assume that \(f\) and \(g\) are left-disjoint and \(f^{-1}g = f'^{-1}g'\) holds in \(Ξ_{W}(C)\). By Ore’s theorem (Proposition II.3.11), there exist \(h', h''\) witnessing for \((f, g) \overset{\sim}{\cong} (f', g')\), that is, satisfying \(h'f' = h''f\) and \(h'g' = h''g\), hence \(h' \leq h\) and \(h'' \leq h''g\). As \(f\) and \(g\) are left-disjoint, this implies \(h' \leq h''\), so there exists \(h\) satisfying \(h'' = h'h\). We deduce \(h'f' = h'h f\) and \(h'g' = h'h g\), whence \(f' = hf\) and \(g' = hg\) since \(C\) is left-cancellative. So (i) implies (ii).

Conversely, assume that (ii) holds and we have \(h' \leq h'' f\) and \(h' \leq h'' g\). Write \(h'' f = h'f'\) and \(h'' g = h'g'\). Then, in \(Ξ_{W}(C)\), we have \(f^{-1}g = f'^{-1}g'\), and (ii) implies the existence of \(h\) satisfying \(f' = hf\) and \(g' = hg\). We deduce \(h'' f = h'f' = h'h f\), whence \(h'' = h'h\) as \(C\) is right-cancellative. Hence we have \(h' \leq h''\), and \(f\) and \(g\) are left-disjoint. So (ii) implies (i). \(\square\)

Drawn as \(\text{Diagram 2.7}\), which corresponds to \(S\)-greediness: both assert the existence of a factoring arrow for certain pairs of elements with the same endpoints. However, \(S\)-greediness refers to \(S\) (the top arrow has to correspond to an element of \(S\)), whereas no such restriction holds for left-disjointness.

Finally, in the special case of elements that admit a common right-multiple (always the case in an Ore category), we have a simple connection between left-disjointness and left-lcms.

**Lemma 2.8.** Assume that \(C\) is a left-Ore category, and \(f, g, f', g'\) are elements of \(C\) satisfying \(fg' = gf'\). Then the following are equivalent:

(i) The elements \(f\) and \(g\) are left-disjoint;
(ii) The element \( fg' \) is a left-lcm of \( f' \) and \( g' \).

Proof. Assume that \( f \) and \( g \) are left-disjoint, and that \( f''g' = g''f' \) is a common left-multiple of \( f' \) and \( g' \). In \( \mathcal{E}w(C) \), we have \( f''^{-1}g'' = gf''^{-1} = f^{-1}g \), so, by Lemma 2.7, there must exist \( h \) in \( C \) satisfying \( f'' = hf \) and \( g'' = hg \). This means that \( f''g' \) is a left-multiple of \( fg' \) and, therefore, \( fg' \) is a left-lcm of \( f' \) and \( g' \). So (i) implies (ii).

Conversely, assume that \( fg' \) is a left-lcm of \( f' \) and \( g' \). Let \( f'' \), \( g'' \) in \( C \) satisfy \( f''^{-1}g'' = f^{-1}g \) in \( \mathcal{E}w(C) \). As \( f^{-1}g = g'f'^{-1} \) holds in \( \mathcal{E}w(C) \), we deduce \( f''^{-1}g'' = g'f'^{-1} \), whence \( f''g' = g''f' \). As \( fg' \) is a left-lcm of \( f' \) and \( g' \), there must exist \( h \) in \( C \) satisfying \( f''g' = hfg' \), whence \( f'' = hf \) and, similarly, \( g'' = hg \). By Lemma 2.7 this means that \( f \) and \( g \) are left-disjoint. So (ii) implies (i).

2.2 Symmetric normal decompositions

We are now ready to introduce natural distinguished decompositions for the elements of a groupoid of left-fractions by merging the notions of a \( S \)-normal path and of left-disjoint elements. If \( C \) is a left-Ore category, then, according to Ore’s theorem (Proposition 13.11), every element of the enveloping groupoid \( \mathcal{E}w(C) \) is a left-fraction, hence it can be expressed by means of two elements of \( C \). If \( S \) is a Garside family in \( C \), every element of \( C \) admits \( S \)-normal decompositions, and we deduce decompositions for the elements of \( \mathcal{E}w(C) \) involving two \( S \)-paths, one for the numerator, one for the denominator. We naturally say that a signed path \( \overline{f_0} \cdots \overline{f_t}g_1 \cdots g_p \) is a decomposition for an element \( g \) of \( \mathcal{E}w(C) \) if \( g = f_q^{-1} \cdots f_1^{-1}g_1 \cdots g_p \) holds—we recall that we usually drop the canonical embedding \( \iota \) of \( C \) into \( \mathcal{E}w(C) \) that is, we identify \( C \) with its image in \( \mathcal{E}w(C) \).

**Definition 2.9 (symmetric greedy, symmetric normal).** If \( S \) is a subfamily of a left-cancellative category \( C \), a negative–positive \( C \)-path \( \overline{f_0} \cdots \overline{f_t}g_1 \cdots g_p \) is called symmetric \( S \)-greedy (resp. symmetric \( S \)-normal, resp. strict symmetric \( S \)-normal) if the paths \( f_1 \cdots f_q \) and \( g_1 \cdots g_p \) are \( S \)-greedy (resp. \( S \)-normal, resp. strict \( S \)-normal) and, in addition, \( f_1 \) and \( g_1 \) are left-disjoint.

It is natural to consider a \( C \)-path (hence a positive path) as a positive–negative path in which the negative part is the empty path \( e_x \), where \( x \) is the source of the considered path. Then a positive path is symmetric \( S \)-greedy in the sense of Definition 1.1 if and only if it is \( S \)-greedy in the sense of Definition 2.9 when viewed as a degenerate negative–positive path, and the same holds for symmetric and strict symmetric \( S \)-normal paths: indeed, empty paths are strict \( S \)-normal and, by very definition, if \( g \) is an element of \( C \) with source \( x \), then \( 1_x \) and \( g \) are left-disjoint since, if \( f' \), \( g' \), \( h \), and \( h' \) satisfy \( hf' = h'1_x \) and \( h'g' = h'g' \), the first equality implies \( h \preceq h' \) directly.

**Example 2.10 (symmetric greedy, symmetric normal).** In the free Abelian monoid \( \mathbb{N}^n \) with \( S_n = \{ s \mid \forall k \ (s(k) \leq 1) \} \) (Reference Structure 1 page 3), as seen in Example 1.18 a path \( s_1 \cdots s_p \) is \( S_n \)-normal if and only if the sequence \( (s_1(k), \ldots, s_p(k)) \) is
non-increasing for every $k$. We also observed in Example 2.3 that $f$ and $g$ are left-disjoint if and only if $f(k)g(k) = 0$ holds for every $k$. Then $t_q \cdots |t_1|s_1|\cdots|s_p$ is symmetric $S_n$-greedy if and only if, for every $k$, the sequences $(s_1(k), \ldots, s_p(k))$ and $(t_1(k), \ldots, t_q(k))$ are non-increasing and at least one of them exclusively consists of zeros.

Then every element $g$ of $\mathbb{Z}^n$ admits a unique strict symmetric $S_n$-normal decomposition, namely the path $t_q \cdots |t_1|s_1|\cdots|s_p$ with $p = \max\{g(k) \mid 1 \leq k \leq n\}$, $q = \max\{-g(k) \mid 1 \leq k \leq n\}$, and, for every $k$ with $g(k) < 0$ (resp. $g(k) > 0$), we have $t_i(k) = 1$ for $1 \leq i \leq -g(k)$, $t_i(k) = 0$ otherwise, and $s_i(k) = 0$ for every $i$ (resp. $s_i(k) = 1$ for $1 \leq i \leq g(k)$, $s_i(k) = 0$ otherwise, and $t_i(k) = 0$ for every $i$).

For instance, writing $a, b, c$ for $a_1, a_2, a_3$, we see that the unique strict symmetric $S_3$-normal decomposition of $ab^{-2}c^2$, that is, of $(1, -2, 2)$, is the length four path $b|\overline{b}|ac|c$.

The following result is analogous to Proposition 1.12 and enables one to gather the entries of an $S$-greedy path.

**Proposition 2.11 (grouping entries).** Assume that $C$ is a left-cancellative category, $S$ is included in $C$, and $S^2$ generates $C$. Then, for all $S$-greedy paths $f_1|\cdots|f_p, g_1|\cdots|g_q$, the following are equivalent:

(i) The elements $f_1$ and $g_1$ are left-disjoint.

(ii) The elements $f_1\cdots f_p$ and $g_1\cdots g_q$ are left-disjoint.

**Proof.** Assume (i). Put $f = f_1\cdots f_p$ and $g = g_1\cdots g_q$. In order to establish that $f$ and $g$ are left-disjoint, we shall prove using induction on $m$ that, for every $h'$ belonging to $(S^2)^m$ and every $h$ in $C$, the conjunction of $h' \preceq hf$ and $h' \preceq hg$ implies $h' \preceq h$. For $m = 0$, the element $h'$ is an identity-element, and the result is trivial. Assume $m \geq 1$ and write $h' = rh''$ with $r \in S^2$ and $h'' \in (S^2)^{m-1}$ (Figure 15). By assumption, we have $rh'' \preceq hf$, whence a fortiori $r \preceq hf_1\cdots f_p$. By assumption, $f_1|\cdots|f_p$ is $S$-greedy, hence $S^2$-greedy by Lemma 1.10, so $r \preceq hf_1\cdots f_p$ implies $r \preceq h f_1$. A similar argument gives $r \preceq h g_1$, and, therefore, the assumption that $f_1$ and $g_1$ are left-disjoint implies $r \preceq h$, that is, there exists $h_1$ satisfying $h = rh_1$. Then, as $C$ is left-cancellative, the assumption that $h'$ left-divides $hf$ and $hg$ implies that $h''$ left-divides $h_1f$ and $h_1g$. The induction hypothesis then implies $h'' \preceq h_1$, whence $h' \preceq h$. So $f$ and $g$ are left-disjoint, and (i) implies (ii).

That (ii) implies (i) is clear: if $h'$ left-divides $h f_1$ and $h g_1$, then it a fortiori left-divides $hf$ and $hg$, and the assumption that $f$ and $g$ are left-disjoint implies that $h'$ left-divides $h$, hence that $f_1$ and $g_1$ are left-disjoint.

---

**Figure 15.** Proof of Proposition 2.11 using an induction on the length of an expression of $h$. 
As an application, we deduce that the existence of a symmetric $S$-normal decomposition implies the existence of a strict symmetric $S$-normal one.

**Lemma 2.12.** Assume that $\mathcal{C}$ is a left-cancellative category and $S$ is a subfamily of $\mathcal{C}$ that satisfies $\mathcal{C}^\times S \subseteq S^3$. Then, for every symmetric $S$-normal path $\overline{u}|v$, there exists a strict symmetric $S$-normal path $\overline{u}'|v'$ satisfying $([u'], [v']) \preccurlyeq ([u], [v])$.

**Proof.** Assume that $\overline{u}|v$ is a symmetric $S$-normal path. By Proposition 1.23, there exist strict $S$-normal paths $u', v'$ satisfying $[u'] = [u]$ and $[v'] = [v]$. Then the relation $([u'], [v']) \preccurlyeq ([u], [v])$ trivially holds. By Proposition 2.11, the assumption that the first entries of $u$ and $v$ are left-disjoint implies that $[u]$ and $[v]$ are left-disjoint, which in turn implies that the first entries of $u'$ and $v'$ are left-disjoint. Therefore, $\overline{u}'|v'$ is a strict symmetric $S$-normal path.

**Proposition 2.13 (strict).** Assume that $\mathcal{C}$ is a left-Ore category and $S$ is a Garside family of $\mathcal{C}$. Then every element of $\text{Env}(\mathcal{C})$ that admits a symmetric $S$-normal decomposition admits a strict $S$-normal decomposition.

### 2.3 Uniqueness of symmetric normal decompositions

We now establish the essential uniqueness of symmetric $S$-normal decompositions when they exist. As in the positive case, the uniqueness statements have to take into account the possible invertible elements of the ambient category. Here is the convenient extension of Definition 1.20.

**Definition 2.14 (deformation by invertible elements).** (See Figure 16.) A negative–positive $\mathcal{C}$-path $\overline{f_{-q'}}\cdots|\overline{f_{-q}}\overline{f_0}\cdots|\overline{f_{p'}}$ in a left-cancellative category $\mathcal{C}$ is called a deformation by invertible elements, or $\mathcal{C}^\times$-deformation, of another one $\overline{g_{-q'}}\cdots|\overline{g_{-q}}\overline{g_0}\cdots|\overline{g_p}$ if there exist $\epsilon_{-n}, \ldots, \epsilon_m$ in $\mathcal{C}$, $m = \max(p, p') + 1$, $n = \max(q, q')$, such that $\epsilon_{-n}$ and $\epsilon_m$ are identity-elements, $\epsilon_{i-1} g_i = f_i \epsilon_i$ holds for $-n - 1 \leq i \leq m$, where, for $p \neq p'$ or $q \neq q'$, the shorter path is expanded by identity-elements.

![Deformation of a signed path by invertible elements](image)

**Figure 16.** Deformation of a signed path by invertible elements: invertible elements connect the corresponding entries; if some path is shorter than the other (here we have $q < q'$ and $p' < p$), it is extended by identity-elements.

Being a deformation is a symmetric relation. As in the positive case, $S$-normal paths are preserved under deformation.

**Proposition 2.15 (deformation).** Assume that $\mathcal{C}$ is a left-cancellative category and $S$ is a subfamily of $\mathcal{C}$ that satisfies $\mathcal{C}^\times S \subseteq S^3$. Then every $\mathcal{C}^\times$-deformation of a symmetric $S$-normal path is a symmetric $S$-normal path and the associated pairs are $\bowtie$-equivalent.
Proof. Assume that $\overline{t_1} | \cdots | \overline{t_q} | s_1 | \cdots | s_p$ is symmetric $S$-normal and $\overline{t_1'} | \cdots | \overline{t_q'} | s_1' | \cdots | s_p'$ is a $C^\circ$-deformation of this path, with witnessing invertible elements $\epsilon_t$ as in Definition 2.14 and Figure 16. By definition, $s_1' | \cdots | s_p'$ is a $C^\circ$-deformation of $\epsilon_0 s_1 | s_2 | \cdots | s_p$, and, similarly, $t_1' | \cdots | t_q'$ is a $C^\circ$-deformation of $\epsilon_0 t_1 | t_2 | \cdots | t_q$. By Lemma 1.19 the assumption that $t_1 | \cdots | t_q$ is $S$-normal implies that $\epsilon_0 t_1 | t_2 | \cdots | t_q$ is $S$-normal as well, so, by Proposition 1.22 we deduce that $t_1' | \cdots | t_q'$ and, similarly, $s_1' | \cdots | s_p'$ are $S$-normal.

Next, let $x$ be the source of $t_1$. Then the pair $(\epsilon_0, 1_x)$ witnesses for $(t_1' \cdots t_q', s_1' \cdots s_p') \bowtie (t_1 \cdots t_q, s_1 \cdots s_p)$.

Finally, the assumption that $s_1$ and $t_1$ are left-disjoint implies that $s_1'$ and $t_1'$ are left-disjoint as well. To see this, put $f = t_1 \cdots t_q$, $g = s_1 \cdots s_p$, and assume $hf = h't_1'$ and $hg = h's_1'$ as in the diagram on the right. Then we deduce $(h' \epsilon_0) t_1 = h(f \epsilon_{-1})$ and $(h' \epsilon_0) s_1 = h(g \epsilon_0)$. As $s_1$ and $t_1$ are left-disjoint, we have $h \preceq h' \epsilon_0$, whence $h \preceq h'$ as $\epsilon_0$ is invertible, and $s_1'$ and $t_1'$ are left-disjoint.

Then the uniqueness of symmetric $S$-normal decompositions takes the expected form:

**Proposition 2.16 (symmetric normal unique I).** Assume that $C$ is a left-Ore category, $S$ is included in $C$, and $S^2$ generates $C$ and includes $C^\circ S$. Then any two symmetric $S$-normal decompositions of an element of $\text{Env}(C)$ are $C^\circ$-deformations of one another.

We shall establish a more general result valid in every left-cancellative category.

**Proposition 2.17 (symmetric normal unique II).** Assume that $C$ is a left-cancellative category, $S$ is included in $C$, and $S^2$ generates $C$ and includes $C^\circ S$. If $u | v$ and $u' | v'$ are symmetric $S$-normal paths satisfying $([u], [v]) \bowtie ([u'], [v'])$, then $u | v$ and $u' | v'$ are $C^\circ$-deformations of one another.

Proposition 2.16 follows from Proposition 2.17 owing to the characterization of equality in $\text{Env}(C)$ given by Ore’s theorem (Proposition 1.3.11), so it enough to prove Proposition 2.17. We begin with an auxiliary result.

**Lemma 2.18.** Assume that $C$ is a left-cancellative category, and $(f, g), (f', g')$ are pairs of left-disjoint elements of $C$ satisfying $(f, g) \bowtie (f', g')$. Then there exists an invertible element $\epsilon$ satisfying $f' = \epsilon f$ and $g' = \epsilon g$.

**Proof.** Assume $h f' = h' f$ and $h g' = h' g$. The assumption that $f$ and $g$ are left-disjoint implies $h \preceq h'$, hence the existence of $\epsilon$ satisfying $h' = h \epsilon$. Symmetrically, the assumption that $f'$ and $g'$ are left-disjoint implies the existence of $\epsilon'$ satisfying $h' \epsilon' = h$. We deduce $h \epsilon \epsilon' = h$, and Lemma 1.1.5 implies that $\epsilon$ and $\epsilon'$ are mutually inverse invertible elements. Then we obtain $h f' = h' f = h \epsilon f$, whence $f' = \epsilon f$ since $C$ is left-cancellative, and, similarly, $g' = \epsilon g$. 

\[\square\]
We can now establish the expected uniqueness result easily.

Proof of Proposition 2.17. By Proposition 2.11, \([u] \text{ and } [v]\) are left-disjoint, and so are \([u'] \text{ and } [v']\). By assumption, we have \((\{u\}, \{v\}) \sim (\{u'\}, \{v'\})\), hence Lemma 2.18 implies the existence of an invertible element \(\epsilon\) satisfying \([u'] = \epsilon[u]\) and \([v'] = \epsilon[v]\). Assume \(u = t_1 \cdots t_q \text{ and } u' = t'_1 \cdots t'_q\). As \(S^2\) includes \(C^\times S\), hence \(C^\times S^2\), the paths \(\epsilon t_1 | t_2 | \cdots | t_q\) and \(t'_1 | \cdots | t'_q\) are \(S\)-normal decompositions of \([u']\). By Proposition 2.18, \(t'_1 | \cdots | t'_q\) must be a \(C^\times\)-deformation of \(\epsilon t_1 | t_2 | \cdots | t_q\). Assuming \(v = s_1 | \cdots | s_p\) and \(v' = s'_1 | \cdots | s'_p\), we obtain similarly that \(s'_1 | \cdots | s'_p\) is a \(C^\times\)-deformation of \(s_1 | s_2 | \cdots | s_p\). Altogether, this means that \(u' \mid v'\), that is, \(\overline{f_{q+1}} | \cdots | \overline{t_1} | s_1 | \cdots | s_{p+1}\), is a \(C^\times\)-deformation of \(f_1 | s_2 | \cdots | s_p\), that is, of \(\overline{uv}\).

2.4 Existence of symmetric normal decompositions

We turn to the existence of symmetric normal decompositions. As the results are more complicated for a general left-cancellative category than for a (left)-Ore category, we shall restrict to this case, postponing the general case to an appendix. The main point is that the existence of symmetric normal decompositions requires the existence of left-lcms in the ambient category, but, on the other hand, it does not require more than that.

Lemma 2.19. Assume that \(C\) is a left-Ore category, \(S\) is a Garside family in \(C\), and \(f, g\) are elements of \(C\) with the same target. Then the element \(gf^{-1}\) of \(Env(C)\) admits a symmetric \(S\)-normal decomposition if and only if \(f\) and \(g\) admit a left-lcm in \(C\).

Proof. Assume that \(\overline{f_1} \cdots | t_1 | s_1 | \cdots | s_p\) is a symmetric \(S\)-normal decomposition of \(gf^{-1}\). Let \(f' = t_1 \cdots t_q \text{ and } g' = s_1 \cdots s_p\). By Proposition 2.11 the elements \(f'\) and \(g'\) are left-disjoint in \(C\). Hence, by Lemma 2.8, \(f'g\), which is also \(gf\), is a left-lcm of \(f\) and \(g\).

Conversely, assume that \(f\) and \(g\) admit a left-lcm, say \(fg' = f'g\). By Lemma 2.8, \(f'\) and \(g'\) are left-disjoint elements of \(C\). Let \(t_1 | \cdots | t_q\) be an \(S\)-normal decomposition of \(f'\), and \(s_1 | \cdots | s_p\) be an \(S\)-normal decomposition of \(g'\). By (the trivial part of) Proposition 2.11, the elements \(t_1\) and \(s_1\) are left-disjoint. Then \(\overline{t_1} | \cdots | \overline{t_1} | s_1 | \cdots | s_p\) is a decomposition of \(f'^{-1}g'\), hence of \(gf^{-1}\), and, by construction, it is symmetric \(S\)-normal.

We recall that a category \(C\) is said to admit left-lcms if any two elements of \(C\) with the same target admit a left-lcm. From Lemma 2.19 we immediately deduce:

Proposition 2.20 (symmetric normal exist). If \(S\) is a Garside family in a left-Ore category \(C\), the following conditions are equivalent:

(i) Every element of \(Env(C)\) lying in \(CC^{-1}\) has a symmetric \(S\)-normal decomposition;
(ii) The category \(C\) admits left-lcms.

The above condition for the existence of symmetric \(S\)-normal decompositions does not depend on the particular Garside family \(S\). In the case of an Ore category \(C\), every element of \(Env(C)\) is a right-fraction, so \(CC^{-1}\) is all of \(Env(C)\) and we deduce
Corollary 2.21 (symmetric normal exist). If $S$ is a Garside family in an Ore category $C$, the following conditions are equivalent:

(i) Every element of $\mathcal{E}(C)$ admits a symmetric $S$-normal decomposition;

(ii) The category $C$ admits left-lcms.

So, when investigating symmetric normal decompositions, it is natural to consider categories that admit left-lcms. We recall from (the symmetric counterpart of) Lemma II.2.22 that the existence of left-lcms also implies the existence of a left-gcd for elements that admit a common right-multiple. So, in particular, an Ore category that admits left-lcms must also admit left-gcds.

Up to now, the notions of an $S$-normal decomposition and of a symmetric $S$-normal decomposition have been defined by referring to some ambient (left-cancellative) category. However, according to Corollary 2.21, symmetric $S$-normal decompositions provide distinguished decompositions for all elements of the groupoid of left-fractions of the considered category $C$. It is natural to wonder whether such decompositions can be characterized by referring to $S$ and the groupoid only. The answer is positive, at least in the case when the family $S$ generates $C$. Indeed, in this case, $C$ is, by assumption, the subcategory of the ambient groupoid $G$ generated by $S$ and, as the product of $C$ is the restriction of the product of $G$, and the left-divisibility relation of $C$ is defined in $G$ by the formula $\exists g' \in C : fg' = g$. Therefore, the derived notions of an $S$-normal path and a symmetric $S$-normal path are definable from $S$ in $G$. This makes it natural to introduce the following counterpart of a Garside family in a groupoid.

Definition 2.22 (Garside base). A subfamily $S$ of a groupoid $G$ is Garside base of $G$ if every element of $G$ admits a decomposition that is symmetric $S$-normal with respect to the subcategory of $G$ generated by $S$.

Example 2.23 (Garside base). Two Garside bases for Artin’s $n$-strand braid group $B_n$ have been described in Chapter II: the classical Garside base consisting of the divisors of the braid $\Delta_n$ in the monoid $B_n$ (Reference Structure 2, page 5), and the dual Garside base consisting of the divisors of the braid $\Delta_n^*$ in the monoid $B_n^{++}$ (Reference Structure 3, page 10). Both are finite, with respectively $n!$ and $\frac{1}{n+1}\binom{2n}{n}$ (the $n$th Catalan number) elements. The submonoids generated by these Garside bases are $B_n^{+}$ and $B_n^{++}$, respectively, and the fact that these sets are indeed Garside bases follows from Corollary 2.21 which guarantees the existence of the expected symmetric normal decompositions.

Like the existence of a Garside family, the existence of a Garside base is a vacuous condition: every groupoid $G$ is a Garside base in itself as the subcategory of $G$ generated by $G$ is $G$, and every element $g$ of $G$ admits the length one decomposition $g$, which is trivially symmetric $G$-normal.

As in the cases of Example 2.23, Corollary 2.21 immediately implies

Proposition 2.24 (Garside family to Garside base). If $C$ is an Ore category that admits left-lcms, every generating Garside family of $C$ is a Garside base of the groupoid $\mathcal{E}(C)$.
Restricting to Garside families that generate the ambient category is natural, as, otherwise, the derived notions of \( S \)-normality may collapse: for instance, if \( C \) is a groupoid, the empty set \( S \) is a Garside family in \( C \) since the corresponding family \( S^\sharp \) is the whole of \( C \). However, the subcategory of \( C \) generated by \( S \) is \( 1_C \), and \( S \) is not a Garside base of \( \mathcal{E}(\mathcal{O}(C)) \) (which coincides with \( C \)) whenever \( C \setminus 1_C \) is nonempty: only identity-elements can admit symmetric \( S \)-normal decompositions in the sense of \( 1_C \).

Conversely, it is natural to wonder whether every Garside base necessarily arises in this context, that is, is a Garside family in the subcategory it generates. This is indeed so under mild assumptions, which shows that our approach so far does not restrict generality.

**Proposition 2.25 (Garside base to Garside family).** Assume that \( G \) is a groupoid and \( S \) is a Garside base of \( G \) such that the subcategory \( C \) generated by \( S \) contains no nontrivial invertible element. Then \( C \) is a left-Ore category that admits left-lcms and \( S \) is a Garside family in \( C \).

**Proof.** First, \( C \) is cancellative as it is a subcategory of a groupoid. Next, let \( f, g \) be two elements of \( C \) sharing the same target. The element \( gf^{-1} \) of \( G \) admits a decomposition which is symmetric \( S \)-normal, hence of the form \( f^{-1}g' \) with \( f', g' \) in \( C \). From \( gf^{-1} = f'^{-1}g' \), we deduce \( f'g = g'f \) in \( G \), hence in \( C \), showing that \( f \) and \( g \) admit a common left-multiple in \( C \). Hence \( C \) is a left-Ore category. Moreover, by Lemma 2.3, the assumption that the above decomposition is symmetric \( S \)-normal implies that \( f \) and \( g \) in \( C \), so \( C \) admits left-lcms.

Now let \( g \) be an element of \( C(x,-) \). By assumption, \( g \) admits a decomposition, say \( t_q | \cdots | t_1 | s_1 | \cdots | s_p \), that is symmetric \( S \)-normal. Therefore \( (1_x, g) \triangleright (t_1 \cdots t_q, s_1 \cdots s_p) \) is true. As \( t_1 \cdots t_q \) and \( s_1 \cdots s_p \) are left-disjoint by assumption, there must exist \( h \) in \( C \) satisfying \( 1_x = ht_1 \cdots t_q \) (and \( g = hs_1 \cdots s_p \)). It follows that \( t_1, \ldots, t_q \) are invertible in \( C \) and, therefore, the assumption that \( C \) contains no nontrivial invertible element implies \( t_1 = \cdots = t_p = 1_x \). So \( s_1 | \cdots | s_p \) is an \( S \)-normal decomposition of \( g \) in \( C \), and \( S \) is a Garside family in \( C \). \( \Box \)

**Remark 2.26.** When starting from a groupoid \( G \), restricting to subfamilies \( S \) such that the subcategory generated by \( S \) contains no nontrivial invertible element is probably needed to expect interesting results. For instance, whenever \( S \) is a generating family of \( G \) that is closed under inverse or, more generally, whenever \( S \) positively generates \( G \), meaning that the subcategory of \( G \) generated by \( S \) is all of \( G \), then \( S \) is a Garside base in \( G \) since the associated family \( S^\sharp \) is \( G \) and every element of \( G \) admits a trivial symmetric \( S \)-normal decomposition of length one, an uninteresting situation.

### 2.5 Computation of symmetric normal decompositions

We now address the question of effectively computing symmetric normal decomposition. Proposition 2.11 immediately gives:
Algorithm 2.27 (symmetric normal decomposition).

Context: A left-Ore category $C$, a Garside subfamily $S$ of $C$, a $\square$-witness $\varphi$ on $S^\#$

Input: A left-fraction $f^{-1}g$ in $\operatorname{Env}(C)$ such that $f$ and $g$ are left-disjoint

Output: A symmetric $S$-normal decomposition of $f^{-1}g$

1: compute an $S$-normal representative $t_1|\cdots|t_q$ of $f$ using Algorithm 1.52
2: compute an $S$-normal representative $s_1|\cdots|s_p$ of $g$ using Algorithm 1.52
3: return $t_q|\cdots|t_1|s_1|\cdots|s_p$

Algorithm 2.27 is not satisfactory in that it requires to start with an irreducible left-fraction and does not solve the question of finding such a fraction starting from an arbitrary decomposition. We shall begin with the case of elements of the form $gf^{-1}$, that is, with right-fractions. By Lemma 2.19, finding an irreducible left-fractionary decomposition for such an element amounts to determining a left-lcm of $f$ and $g$.

Definition 2.28 (common multiple witness, lcm witness). Assume that $C$ is a category and $S$ is a generating subfamily of $C$.

(i) A common right-multiple witness on $S$ is a partial map $\theta$ from $S \times S$ to $S^*$ such that, for every pair $\{s, t\}$ of elements of $S$, the elements $\theta(s, t)$ and $\theta(t, s)$ exist if and only if $s$ and $t$ admits a common right-multiple and, in this case, there exists a common right-multiple $h$ of $s$ and $t$ such that $s\theta(s, t)$ and $t\theta(t, s)$ are equal to $h$. In addition, we assume that $\theta(s, s)$ is equal to $\varepsilon_s$ for every $s$ in $C(-, x)$.

(ii) A right-lcm witness is defined similarly, replacing “common right-multiple” with “right-lcm”. A common left-multiple witness and a left-lcm witness $\tilde{\theta}$ are defined symmetrically, so that $\theta(s, t)t$ and $\theta(t, s)s$ are equal to a distinguished common left-multiple.

(iii) A witness $\theta$ on $S$ is short if the length of $\theta(s, t)$ is at most one for all $s, t$, that is, if $\theta(s, t)$ belongs to $S$ or is empty.

A common right-multiple witness is a map that picks a common right-multiple whenever such one exists or, more exactly, picks what has to be added in order to obtain the chosen common right-multiple. By the Axiom of Choice, all types of witness exist. Note that, by definition, a common right-multiple witness and a right-lcm witness are syntactic right-complements in the sense of Definition 1.42, whereas a common left-multiple witness and a left-lcm witness are syntactic left-complements. Hence it makes sense to consider the associated right- and left-reversing processes.

Definition 2.29 (strong Garside). A Garside family $S$ in a left-Ore category is called strong if, for all $s, t$ in $S^\#$ with the same target, there exist $s', t'$ in $S^\#$ such that $s't$ equals $t's$ and it is a left-lcm of $s$ and $t$.

Lemma 2.30. A Garside family $S$ in a left-Ore category is strong if and only if there exists a short left-lcm witness on $S^\#$ defined on all pairs $(s, t)$ with the same target.
Proof. Assume that \( S \) is strong. For all \( s, t \) in \( S^\# \) with the same target, and possibly using the Axiom of Choice, define \( (\tilde{\theta}(s, t), \tilde{\theta}(t, s)) \) to be a pair \( (s', t') \) as in Definition 2.29, then, by definition, \( \tilde{\theta} \) is a short left-lcm witness on \( S^\# \). Conversely, if \( \tilde{\theta} \) is such a short left-lcm witness, then, for all \( s, t \) in \( S^\# \) with the same target, the pair \( (\tilde{\theta}(s, t), \tilde{\theta}(t, s)) \) witnesses that \( S \) is strong.

Lemma 2.8 connects left-lcm and left-disjointness, and it immediately implies the following alternative definition:

Lemma 2.31. Assume that \( C \) is a left-Ore category that admits left-lcms. A Garside family \( S \) of \( C \) is strong if and only if, for all \( s, t \) with the same target in \( S^\# \), there exist \( s', t' \) in \( S^\# \) satisfying \( s't = t's \) and such that \( s' \) and \( t' \) are left-disjoint.

Therefore for a Garside family \( S \) to be strong corresponds to the diagram on the right, meaning that, for every choice of the right and bottoms arrows, there is a choice of the left and top arrows that make the diagram commutative. Note the similarity with the diagram illustrating a \( \Box \)-witness.

Example 2.32 (strong Garside). In the free Abelian monoid \( \mathbb{N}^n \), the Garside family \( S_n \) is strong: indeed, the monoid \( \mathbb{N}^n \) is left-Ore, and it suffices to verify the condition of Lemma 2.31. Now, given \( s, t \) in \( S_n \), define \( s', t' \) by \( s'(k) = t(k) - s(k) \) and \( t'(k) = 0 \) if \( t(k) > s(k) \) holds, and by \( s'(k) = 0, t'(k) = s(k) - t(k) \) otherwise. Then \( s' \) and \( t' \) belong to \( S_n \), they are left-disjoint as seen in Example 2.3, and \( s't = t's \) holds by construction.

When a short left-lcm witness \( \tilde{\theta} \) is available, left-lcms of arbitrary elements can be computed easily using a left-reversing process associated with \( \tilde{\theta} \), that is, by constructing a rectangular grid.

Lemma 2.33. Assume that \( C \) is a right-cancellative category that admits conditional left-lcms, \( S \) is included in \( C \), and \( \tilde{\theta} \) is a short left-lcm witness on \( S^\# \). If \( u, v \) are \( S^\# \)-paths with the same target, either \( [u] \) and \( [v] \) admit a common left-multiple in \( C \) and left-reversing \( v \) using \( \tilde{\theta} \) leads to a negative–positive \( S^\# \)-path \( u'v' \) such that both \( u'v' \) and \( v'u \) represent a left-lcm of \( [u] \) and \( [v] \), or they do not and left-reversing \( v' \) fails.

Proof. Left-reversing \( v \) using \( \tilde{\theta} \) amounts to constructing a rectangular grid based on \( v \) (bottom) and \( u \) (right), such that the diagonal of each square represents a left-lcm of the bottom and right edges. Owing to the rule for an iterated left-lcm, the left counterpart of Proposition II.2.12 (iterated lcm), every diagonal in the diagram represents a left-lcm of the classes of the corresponding edges and, in particular, the big diagonal \( u'v' \), if it exists, represents the left-lcm of \( [u] \) and \( [v] \).

A first application of Lemma 2.33 is a characterization of the left-Ore categories that admit a strong Garside family.
Proposition 2.34 (strong exists). If \( \mathcal{C} \) is a left-Ore category, the following are equivalent:

(i) Some Garside family of \( \mathcal{C} \) is strong;
(ii) The category \( \mathcal{C} \) viewed a Garside family in itself is strong;
(iii) The category \( \mathcal{C} \) admits left-lcms.

Proof. The equivalence of (ii) and (iii) follows from the definition. Clearly (ii) implies (i). Finally, assume that \( S \) is a strong Garside family in \( S \). Then, by definition, any two elements of \( S^2 \) with the same target must admit a left-lcm. Now, as \( S^2 \) generates \( \mathcal{C} \), Lemma 2.33 implies that any two elements of \( \mathcal{C} \) with the same target admit a left-lcm, so (i) implies (iii).

The second application is a practical algorithm for completing Algorithm 2.27 and computing symmetric normal decompositions.

Algorithm 2.35 (symmetric normal, short case I). (see Figure 17)

Context: A left-Ore category \( \mathcal{C} \) admitting left-lcms, a strong Garside family \( S \) of \( \mathcal{C} \), a \( \Box \)-witness \( \varphi \) and a short left-lcm witness \( \tilde{\theta} \) on \( S^2 \).

Input: A positive–negative \( S^2 \)-path \( v\bar{u} \)

Output: A symmetric \( S \)-normal decomposition of \( [v\bar{u}] \)

1: left-reverse \( v\bar{u} \) into a negative–positive \( S^2 \)-path \( \bar{w}v' \) using \( \tilde{\theta} \)
2: compute an \( S \)-normal path \( u'' \) equivalent to \( u' \) using \( \varphi \) and Algorithm 1.52
3: compute an \( S \)-normal path \( v'' \) equivalent to \( v' \) using \( \varphi \) and Algorithm 1.52
4: return \( u''v'' \)

The left-reversing transformation mentioned in line 1 is purely syntactic and involves signed paths only, not referring to any specific category: we insist that Definition II.4.21 (right-reversing), which starts with a presentation \( (S \mid R_\theta) \), takes place in \( S^+ \) but not in \( (S \mid R_\theta)^+ \). So does its left counterpart considered above.

Example 2.36 (symmetric normal decomposition, short case I). Let us consider the free Abelian monoid \( \mathbb{N}^3 \) based on \{a, b, c\} and the Garside family \( S \) consisting of the divisors of \( abc \) (Reference Structure 11 page 5). Let \( w \) be the positive–negative path \( bc|ab|c| ac| a \). Applying Algorithm 2.35 to \( bc|ab|c| ac| a \) means writing the initial word as a horizontal-then-vertical path, constructing a rectangular grid using the left-lcm wit-
Algorithm 1.52

Figure 17. Algorithm 2.35, starting from \(v\overline{u}\), here written as \(s_1 \cdots s_p | t_q \cdots t_1\), one first uses \(\bar{\vartheta}\) to left-reverse \(v\overline{u}\), that is, to construct a rectangular grid starting from the right and the bottom, and, then, one uses Algorithm 1.52 to normalize the numerator \(s_1' \cdots s_p'\) and the denominator \(t_1' \cdots t_q'\) of the left-fraction so obtained: the output is the path \(t_q' \cdots t_1' | s_p' \cdots s_1'\).

and finally applying the positive normalization algorithm to the left and top edges of the grid: in the current case, the sequences \(a|1\) and \(bc|b|1\) are \(S\)-normal already, so the last step changes nothing. Seo \(a|bc|b|1\) is a symmetric \(S\)-normal sequence equivalent to \(w\). Removing the trivial entries gives the strict symmetric \(S\)-normal decomposition \(a|bc|b\).

\textbf{Proposition 2.37 (symmetric normal, short case I).} (i) If \(S\) is a strong Garside family in a left-Ore category \(C\), then every element of \(\text{Env}(C)\) that can be represented by a positive-negative \(S\)-path of length \(\ell\) admits a symmetric \(S\)-normal decomposition of length at most \(\ell\).

(ii) Under these assumptions, Algorithm 2.35 running on a path \(v\overline{u}\) with \(\lg(u) = q\) and \(\lg(v) = p\) returns a symmetric \(S\)-normal decomposition of \([v\overline{u}]\). The map \(\varphi\) is called at most \(q(q - 1)/2 + p(p - 1)/2\) times, and the map \(\bar{\vartheta}\) is called at most \(pq\) times.
Proof. Consider (ii) first. By Lemma 2.33 left-reversing \(\eta u\) using \(\bar{\theta}\) leads to a negative–positive \(S^1\)-path \(\eta w'\) such that \(u'v\) and \(v'u\) represent the left-lcm of \([u]\) and \([v]\). Hence, by Lemma 2.38 the elements \([u']\) and \([v']\) are left-disjoint and, by construction, the signed path \(\eta w'\) represents \([\eta w]\). Moreover, we have \(lg(u') \leq lg(u)\) and \(lg(v') \leq lg(v)\) since \(\bar{\theta}\) is short, and \(\bar{\theta}\) is called (at most) \(qp\) times.

Now, Algorithm 1.52 to \(w'\) and \(w''\) returns equivalent paths \(w''\) and \(w''\) satisfying \(lg(u'') \leq lg(u')\) and \(lg(v'') \leq lg(v')\). By Proposition 1.53 the map \(\varphi\) is called at most \(\frac{q(q-1)}{2}+p(p-1)/2\) times. Then \(w''\) also represents \([vw]\). By construction, \(u''\) and \(v''\) are \(S\)-normal paths, and \([w'']\) and \([w'']\), which are \([u'']\) and \([v'']\), are left-disjoint. So \(\eta w''\) is symmetric \(S\)-normal. This establishes (ii). Point (i) follows since, by construction, \(lg(\bar{\eta}w'') \leq lg(\bar{\eta}w)\) holds.

\[\]  

Remark 2.38. The assumption that the Garside family \(S\) is strong, that is, there exists an everywhere defined short left-lcm witness for \(S^2\), is essential. In every case, there exists a short-lcm witness but, when the latter is not short, the termination of left-reversing is not guaranteed, even when the existence of a left-lcm is guaranteed. In other words, left-reversing associated with a left-lcm witness need not be complete in general, see Exercise 116 in Chapter XII for a counter-example.

In the case of an Ore category, every element of the enveloping groupoid can be expressed as a right-fraction, so Proposition 2.37 implies the existence of a symmetric \(S\)-normal decomposition for every element of this groupoid. In order to obtain an algorithmic method, we need to append to Algorithm 1.52 an initial step transforming an arbitrary normal decomposition for every element of this groupoid. In order to obtain a complete results in Chapter IV, says that this is always possible.

Lemma 2.39. If \(S\) is a Garside family in a left-cancellative category, there exists a short common right-multiple witness on \(S^1\) that is defined for all \(s, t\) with the same source.

Proof. Let \(s, t\) be elements of \(S^1\) sharing the same source and admitting a common right-multiple \(h\). Let \(r_1 | \cdots | r_m\) be an \(S\)-normal decomposition of \(h\). Put \(h' = r_2 \cdots r_m\). By Proposition 1.12 \(r_1 h'\) is \(S\)-greedy, hence \(S^1\)-greedy by Lemma 1.10. Then \(s\) lies in \(S^1\) and it left-divides \(r_1 h'\), hence it must left-divide \(r_1\), say \(r_1 = sg\). Similarly, \(t\) must left-divide \(r_1\), say \(r_1 = tf\). By Corollary 1.55 we have \(\|f\|_S \leq \|r_1\|_S \leq 1\) and, similarly, \(\|g\|_S \leq \|r_1\|_S \leq 1\). Hence, the elements \(f\) and \(g\) must lie in \(S^1\). So, for all \(s, t\) in \(S^1\) admitting a common right-multiple, there exist \(f, g\) in \(S^1\) satisfying \(sg = tf\). Picking such a pair \((f, g)\) for each pair \((s, t)\) gives a short common right-multiple witness.

Algorithm 2.40 (symmetric normal, short Ore case I).

**Context:** An Ore category \(C\) admitting left-lcms, a strong Garside family \(S\) of \(C\), a \([\cdot]\)-witness \(\varphi\), a common right-multiple witness \(\bar{\eta}\) on \(S^1\), a short left-lcm witness \(\bar{\theta}\) on \(S^1\)

**Input:** A signed \(S^1\)-path \(w\)

**Output:** A symmetric \(S\)-normal decomposition of \([w]\)

1: right-reverse \(w\) into a positive–negative \(S^1\)-path \(\eta w\) using \(\bar{\eta}\)
2: left-reverse \(\eta w\) into a negative–positive \(S^1\)-path \(\eta w'\) using \(\bar{\theta}\)
III Normal decompositions

3: compute an $S$-normal path $u''$ equivalent to $u'$ using $\varphi$ and Algorithm 1.52
4: compute an $S$-normal path $v''$ equivalent to $v'$ using $\varphi$ and Algorithm 1.52
5: return $u''v''$

Once again, we insist that the right- and left-reversing transformations considered in
lines 1 and 2 above are purely syntactic and refer to no category but the free one $S^{\#}$.

Corollary 2.41 (symmetric normal, short Ore case I). If $S$ is a strong Garside family
in an Ore category $C$, then every element of $\mathcal{E}(\mathcal{C})$ that can be represented by a signed $S^{\#}$-path of length $\ell$ admits a symmetric $S$-normal decomposition of length at most $\ell$. For
every signed $S^{\#}$-path $w$, Algorithm 2.40 running on $w$ returns a symmetric $S$-normal
decomposition of $[w]$.

Proof. First, by Proposition II.4.27 (termination), the assumption that $\theta$ and $\tilde{\theta}$ are short
and everywhere defined (since the existence of left-lcms and of common right-multiples
is assumed) guarantees that the associated right- and left-reversing processes terminate.
Then the first step of Algorithm 2.40 transforms an arbitrary signed $S^{\#}$-path $w$ into an
equivalent positive–negative $S^{\#}$-path $v'u'$ satisfying $\lg(v'u') \leq \lg(w)$. The rest directly
follows from Proposition 2.37. \qed

We now describe an alternative way of computing a symmetric normal decomposition. In Algorithm 2.42, the principle is to first left-reverse the initial right-fraction into
an equivalent left-fraction and then normalize the numerator and the denominator using
Algorithm 1.52. One can equivalently normalize the numerator and the denominator of
the initial right-fraction.

Algorithm 2.42 (symmetric normal, short case II). (Figure 18)

Context: A left-Ore category $C$ admitting left-lcms, a strong Garside family $S$ of $C$, a
$\square$-witness $\varphi$, a short left-lcm witness $\tilde{\theta}$ on $S^{\#}$
Input: A positive–negative $S^{\#}$-path $v'u'$
Output: A symmetric $S$-normal decomposition of $[v'u']$

1: compute an $S$-normal path $u'$ equivalent to $u$ using $\varphi$ and Algorithm 1.52
2: compute an $S$-normal path $v'$ equivalent to $v$ using $\varphi$ and Algorithm 1.52
3: left-reverse $v'u'$ into a negative–positive $S^{\#}$-path $u''v''$ using $\tilde{\theta}$
4: return $u''v''$

Example 2.43 (symmetric normal, short case II). Consider the free Abelian monoid $\mathbb{N}^{\#}$
based on $\{a, b, c\}$ and the Garside family $S$ consisting of the divisors of $abc$ (Reference
Structure I, page 3). Let $w$ be the positive–negative path $bc|ab|c|ac|a$. Applying Algorithm 1.52 to the paths $bc|ab|c$ and $a|ac|a$ yields the $S$-normal paths $abc|bc|a$ and $ac|a$. 


Then, starting from the bottom–right corner, we construct the rectangular grid

Then, as in Example 2.36 we conclude that $\overline{a|bc|b|1}$ is a symmetric $S$-normal path equivalent to $w$.

**Proposition 2.44 (symmetric normal, short case II).** If $S$ is a strong Garside family in a left-Ore category $C$, then Algorithm 2.42 running on a positive–negative $S^\ddagger$-path $\overline{vu}$ with $\lg(u) = q$ and $\lg(v) = p$ returns a symmetric $S$-normal decomposition of $\overline{vu}$. The map $\varphi$ is called at most $q(q - 1)/2 + p(p - 1)/2$ times, and the map $\tilde{\theta}$ is called at most $pq$ times.

To prove this, we shall use a new domino rule similar to those of Section 1.

**Proposition 2.45 (third domino rule).** Assume that $C$ is a left-cancellative category, $S$ is included in $C$, and we have a commutative diagram with edges in $C$ as on the right. If $g_1|g_2$ is $S$-greedy, and $f$, $g_2'$ are left-disjoint, then $g_1'|g_2'$ is $S$-greedy as well.
Proof. Assume \( s \preceq f'g_1'g_2' \) with \( s \) in \( S \). Let \( f_0, f_2 \) be as in the diagram. Then we have \( s \preceq f'g_1'g_2'f_2 \), hence \( s \preceq (f'f_0)g_1g_2 \) since the diagram is commutative. The assumption that \( g_1g_2 \) is \( S \)-greedy implies \( s \preceq (f'f_0)g_1 \), hence \( s \preceq (f'g_1')f \) using commutativity again. As, by assumption, we have \( s \preceq (f'g_1')g_2' \), the assumption that \( f \) and \( g_2' \) are left-disjoint implies \( s \preceq f'g_1' \). Hence \( g_1'|g_2' \) is \( S \)-greedy. \( \square \)

Proof of Proposition 2.44 As in Figure 18 let us write \( u = t_1 \cdots t_q \) and \( v = s_1 \cdots s_p \). As \( S \) is a Garside family in \( C \), the \( S^\dagger \)-paths \( t_1 \cdots t_q \) and \( s_1 \cdots s_p \) are eligible for Algorithm 1.52 which returns equivalent paths \( t'_1 \cdots t'_q \) and \( s'_1 \cdots s'_p \), respectively. Moreover, by Proposition 1.53 the map \( \varphi \) is called \( q(q-1)/2 + p(p-1)/2 \) times in the process. Then, as \( \tilde{\phi} \) is a left-lcm witness on \( S^\dagger \), left-reversing \( s'_1 \cdots s'_p \) into a negative–positive path \( t''_1 \cdots t''_q | s''_1 \cdots s''_p \) using \( \tilde{\phi} \), that is, completing the grid of Figure 18 requires at most \( qp \) calls to \( \tilde{\phi} \).

By construction, \( s''_1 \) and \( t''_q \) are left-disjoint. So, to show that \( t''_1 \cdots t''_q | s''_1 \cdots s''_p \) is symmetric \( S \)-normal, it is sufficient to show that the (positive) paths \( s''_1 \cdots s''_p \) and \( t''_1 \cdots t''_q \) are \( S \)-normal. This follows from the third domino rule directly: indeed, by assumption, in the diagram of Figure 17 the penultimate right column \( t''_1 \cdots t''_q \) is \( S \)-normal, so the third domino rule inductively implies that every column until the left one \( t''_1 \cdots t''_q \) is \( S \)-normal and, similarly, the penultimate bottom row \( s''_1 \cdots s''_p \) is \( S \)-normal, so the third domino rule inductively implies that every row until the top one \( s''_1 \cdots s''_p \) is \( S \)-normal. \( \square \)

In Section 1 we established the existence of \( S \)-normal decompositions by appealing to Proposition 1.49 an explicit method that, for \( s \) in \( S^\dagger \) and \( g \) in the ambient category, determines an \( S \)-normal decomposition of \( sg \) starting from an \( S \)-normal decomposition of \( g \). We shall now extend this method to the case when \( g \) lies in the enveloping groupoid, that is, determine a symmetric \( S \)-normal decomposition of \( sg \) starting from a symmetric \( S \)-normal decomposition of \( g \).

Algorithm 2.46 (left-multiplication). (see Figure 19)

Context: A left-Ore category \( C \) admitting left-lcms, a strong Garside subfamily \( S \) of \( C \), a \( \Box \)-witness \( \varphi \), a short left-lcm witness \( \tilde{\phi} \) on \( S^\dagger \)

Input: A symmetric \( S^\dagger \)-normal decomposition \( t''_1 \cdots t''_q | s''_1 \cdots s''_p \) of an element \( g \) of \( \text{Env}(C) \) and \( s \) in \( S^\dagger \) such that \( sg \) is defined

Output: A symmetric \( S \)-normal decomposition of \( sg \)

1: put \( r_{-q} := s \)
2: for \( i \) decreasing from \( q \) to \( 1 \) do
3: \quad put \( (t'_i, r_{-i-1}) := (\tilde{\theta}(t_i, r_{-i}), \tilde{\theta}(r_{-i}, t_i)) \)
4: for \( i \) increasing from \( 1 \) to \( p \) do
5: \quad put \( (s'_i, r_i) := \varphi(r_{i-1}, s_i) \)
6: put \( s'_{p+1} := r_p \)
Proposition 2.47 (left-multiplication). If $S$ is a strong Garside family in a left-Ore category $C$ that admits left-lcms, Algorithm 2.46 running on a symmetric $S$-normal decomposition of an element $g$ of $\text{Env}(C)$ and $s$ in $S^\#$, one obtains a symmetric $S$-normal decomposition of $sg$.

In order to establish Proposition 2.47, we state a new domino rule.

Proposition 2.48 (fourth domino rule). Assume that $C$ is a left-cancellative category, $S$ is included in $C$, and we have a commutative diagram with edges in $C$ as on the right. If $g_1, g_2$ are left-disjoint, and $f, g'_2$ are left-disjoint, then $fg_1, g'_2$ are left-disjoint, and $g'_1, g'_2$ are left-disjoint.

Proof. (See Figure 20.) Assume $h' \lessdot hf g_1$ and $h' \lessdot hg'_2$. As the diagram is commutative, we deduce $h' \lessdot (hf)g_2$, whence $h' \lessdot hf$ as $g_1$ and $g_2$ are left-disjoint. But, now, we have $h' \lessdot hf$ and $h' \lessdot hg'_2$ with $f$ and $g'_2$ left-disjoint. We deduce $h' \lessdot h$. Hence $fg_1$ and $g'_2$ are left-disjoint. As $g'_1$ left-divides $fg_1$, this implies that $g'_1$ and $g'_2$ are left-disjoint.

Proof of Proposition 2.47. Use the notation of Algorithm 2.46 and Figure 19. By construction, the diagram is commutative, so the only point to justify is that the output path $t'_q|\cdots|t'_1|s'_1|\cdots|s'_{p+1}$ is symmetric $S$-normal. Now, as $t_1|\cdots|t_q$ is $S$-normal, the third domino rule implies that $t'_1|\cdots|t'_q$ is $S$-normal. Next, as $t_1$ and $s_1$ are left-disjoint, the fourth
III Normal decompositions

domino rule implies that $t'_1$ and $s'_1$ are left-disjoint. Then, as $s_1|\cdots|s_p$ is $S$-normal, the first domino rule implies that $s'_1|\cdots|s'_p$ is $S$-normal. Finally, $s'_p|s'_{p+1}$ is $S$-normal by construction. Hence $t'_q|\cdots|t'_1|s'_1|\cdots|s'_p$ is symmetric $S$-normal.

Owing to the symmetry in the definition of symmetric normal paths, it is easy to deduce from Algorithm 2.46 a similar method that, starting from a symmetric $S$-normal decomposition of an element $g$ of $\mathcal{E}(\mathcal{C})$ and an element $s$ of $S^\sharp$, returns a symmetric $S$-normal decomposition of $gs^{-1}$, that is, a right-division algorithm.

Algorithm 2.49 (right-division). (see Figure 21)

**Context:** A left-Ore category $\mathcal{C}$ admitting left-lcms, a strong Garside subfamily $S$ of $\mathcal{C}$, a □-witness $\varphi$, a short left-lcm witness $\tilde{\theta}$ on $S^\sharp$

**Input:** A symmetric $S^\sharp$-normal decomposition $t_q|\cdots|t_1|s_1|\cdots|s_p$ of an element $g$ of $\mathcal{E}(\mathcal{C})$ and $s$ in $S^\sharp$ such that $gs^{-1}$ is defined

**Output:** A symmetric $S$-normal decomposition of $gs^{-1}$

1: put $r_p := s$
2: for $i$ decreasing from $p$ to $1$ do
3: put $(s'_i, r_{i-1}) := (\tilde{\theta}(s_i, r_i), \tilde{\theta}(r_i, s_i))$
4: for $i$ increasing from $1$ to $q$ do
5: put $(t'_i, r_{i-1}) := \varphi(r_{i-1}, t_i)$
6: put $t'_{q+1} := r_{-q}$
7: return $t'_{q+1}|\cdots|t'_1|s'_1|\cdots|s'_p$

Figure 21. Algorithm 2.49 starting from a symmetric $S$-normal decomposition $t_q|\cdots|t_1|s_1|\cdots|s_p$ of $g$ and $s$ in $S^\sharp$, one obtains a symmetric $S$-normal decomposition of $gs^{-1}$.

**Corollary 2.50 (right-division).** If $S$ is a strong Garside family in a left-Ore category $\mathcal{C}$ that admits left-lcms, Algorithm 2.49 running on a symmetric $S$-normal decomposition of an element $g$ of $\mathcal{E}(\mathcal{C})$ and $s$ in $S^\sharp$ returns a symmetric $S$-normal decomposition of $gs^{-1}$.

**Appendix: the case of a general left-cancellative category**

By Lemma 2.8 the notion of left-disjoint elements is connected with the existence of a left-lcm in a left-Ore category. As seen in the previous two subsections, this connection leads to simple statements for the existence and the computation of symmetric normal decompositions in left-Ore categories that admit left-lcms. However, the mechanism of symmetric normal decompositions does not require such a strong context and most of the
results of Subsections 2.4 and 2.5 are valid in all left-cancellative categories, provided the statements are conveniently adapted. Most proofs in this appendix are easy extensions of earlier proofs, and are left to reader.

**Definition 2.51 (weak lcm).** (See Figure 22). If \( f, g, h \) belong to a category \( C \), we say that \( h \) is a weak left-lcm of \( f \) and \( g \) if \( h \) is a common left-multiple of \( f \) and \( g \), and every common left-multiple \( \hat{h} \) of \( f \) and \( g \) such that \( h \) and \( \hat{h} \) admit a common left-multiple is a left-multiple of \( h \). We say that \( C \) admits conditional weak left-lcms if every common left-multiple of two elements \( f, g \) of \( C \) is a left-multiple of some weak left-lcm of \( f \) and \( g \).

![Figure 22. A weak left-lcm of \( f \) and \( g \): a common left-multiple \( h \) of \( f \) and \( g \) such that every common left-multiple \( \hat{f} \hat{g} \) of \( f \) and \( g \) such that \( h \) and \( \hat{f} \hat{g} \) admit a common left-multiple is a left-multiple of \( h \).](image-url)

If it exists, a left-lcm is a weak left-lcm: if every common left-multiple of \( f \) and \( g \) is a left-multiple of \( h \), then a fortiori so is every common left-multiple that satisfies an additional condition. With this notion, the characterization of Lemma 2.8 can be extended.

**Lemma 2.52.** For \( f, g \) in a cancellative category \( C \) satisfying \( f'g = g'f \), the following conditions are equivalent:

(i) The elements \( f' \) and \( g' \) are left-disjoint;

(ii) The element \( f'g \) is a weak left-lcm of \( f \) and \( g \).

The natural extension of Proposition 2.20 is then

**Proposition 2.53 (symmetric normal exist).** If \( S \) is a Garside family in a cancellative category \( C \), the following conditions are equivalent:

(i) For all \( f, g \) in \( C \) admitting a common right-multiple, there exists a symmetric \( S \)-normal path \( \omega \) satisfying \( (f, g) \cong ([\omega]^+, [\omega]^+) \);

(ii) The category \( C \) admits conditional weak left-lcms.

We recall that, if \( w \) is a path, \([w]^+\) is the element of the category represented by \( w \). In the case when \( C \) is a left-Ore category, Proposition 2.53 is a restatement of Proposition 2.20 since (i) amounts to saying that \( \widehat{w} \) is a decomposition of \( f^{-1}g \) in \( \mathcal{E}iv(C) \) and (ii) amounts to saying that \( C \) admits left-lcms.

In order to extend the mechanism underlying Proposition 2.37, we introduce the following general notion of a strong Garside family.
Definition 2.54 (strong Garside). Assume that \( C \) is a left-cancellative category. A Garside family \( S \) of \( C \) is called **strong** if, whenever \( s, t \) lie in \( S^\# \) and \( f s = g t \) holds (with \( f, g \) in \( C \)), there exist \( s', t' \) in \( S^\# \) and \( h \) in \( C \) such that \( s' \) and \( t' \) are left-disjoint and we have \( s' t = t' s, f = h t' \), and \( g = h s' \).

Note than being strong requires nothing for pairs \((s, t)\) that admit no common left-multiple. If \( C \) is a left-Ore category that admits left-lcms, the above definition reduces to the condition of Lemma 2.31 and, therefore, the current definition extends that of Definition 2.29. As in the left-Ore case, we note, leaving the easy verification to the reader,

Lemma 2.55. A cancellative category \( C \) admits conditional weak left-lcms if and only if \( C \) is a strong Garside family in itself.

Then Algorithms 2.35 and 2.42 can be extended easily. We consider the latter.

Proposition 2.56 (symmetric normal, short case III). If \( S \) is a strong Garside family in a cancellative category \( C \) admitting conditional weak left-lcms, Algorithm 2.42 running on a positive–negative \( S^\# \)-path \( u v \) such that \([u]^+ \) and \([v]^+ \) have common left-multiple \( \hat{f}[v]^+ = \hat{g}[u]^+ \), returns a symmetric \( S \)-normal path \( u''v'' \) satisfying \( (f, g) \triangleright \triangleleft ([u'']^+, [v'']^+) \) and \([u''v'']^+ = [u''u]^+\); moreover there exists \( h \) satisfying \( f = h[u'']^+ \) and \( g = h[v'']^+ \).

Once again, Proposition 2.56 reduces to Proposition 2.44 in the case of a left-Ore category as it then says that \( u v \) is a decomposition of \([u v]^+ \) in \( \hat{E}u v(C) \).

3 Geometric and algorithmic properties

We now establish geometric and algorithmic properties of normal decompositions associated with Garside families. Most results come in two versions: a positive version involving a left-cancellative category \( C \), a Garside family \( S \) of \( C \), and \( S \)-normal decompositions, and a signed version involving the groupoid of fractions of a (left)-Ore category \( C \), a strong Garside family \( S \) of \( C \), and symmetric \( S \)-normal decompositions. The main results are Proposition 3.11, a convexity property which says that every triangle in the groupoid can be filled with a sort of geodesic planar grid, Proposition 3.20 which says that every group(oid) of fractions of a category with a finite strong Garside family has an automatic structure, and Propositions 3.45 and 3.52 which specifies the homology of a groupoid of fractions using a strong Garside family.

The section contains five subsections. In Subsection 3.1 we show that \( S \)-normal decompositions are geodesic. Subsection 3.2 deals with the above alluded Grid Property. In Subsection 3.3 we consider the Fellow Traveller Property, which leads to an automatic structure when finiteness conditions are met. In Subsection 3.4 we use the mechanism of normal decompositions to construct chain complexes and resolutions leading to homology statements in good cases. Finally, we address the Word Problem(s) and its solutions in Subsection 3.5.
3.1 Geodesics

We begin with results asserting that $\mathcal{S}$-normal decompositions are geodesic, that is, shortest among all possible decompositions.

**Proposition 3.1 (geodesic, positive case).** If $\mathcal{S}$ is a Garside family in a left-cancellative category $\mathcal{C}$, every strict $\mathcal{S}$-normal path is geodesic among $\mathcal{S}^2$-decompositions.

**Proof.** Assume that $s_1|\cdots|s_p$ is a strict $\mathcal{S}$-normal path representing an element $g$ of $\mathcal{C}$ and $t_1|\cdots|t_q$ is an arbitrary $\mathcal{S}^2$-decomposition of $g$. We claim that $q \geq p$ holds. Indeed, Proposition [1.30] implies that every strict $\mathcal{S}$-normal decomposition of $g$ must have length $p$, and, on the other hand, that $g$ admits a strict $\mathcal{S}$-normal decomposition of length at most $q$ since it admits a $\mathcal{S}^2$-decomposition of length $q$. Hence $q \geq p$ must hold. \qed

**Proposition 3.2 (geodesic, general case).** If $\mathcal{S}$ is a strong Garside family in a left-Ore category $\mathcal{C}$, every strict symmetric $\mathcal{S}$-normal path is geodesic among $\mathcal{S}^2$-decompositions.

**Proof.** Assume that $\overline{s_1\cdots s_p}$ is a strict symmetric $\mathcal{S}$-normal path representing an element $g$ of $\mathcal{E}_\mathcal{S}(\mathcal{C})$, and let $r_1^\pm|\cdots|r_m^\pm$ be an arbitrary $\mathcal{S}^2$-decomposition of $g$. We claim that $\ell \geq q + p$ holds.

First, we observe that, for all $s, t$ in $\mathcal{S}^2$ with the same target, the assumption that $\mathcal{S}$ is a strong Garside family implies the existence of $s', t'$ in $\mathcal{S}^2$ satisfying $ss' = t't$, hence $ts^{-1} = s't^{-1}$ in $\mathcal{E}_\mathcal{S}(\mathcal{C})$. Then, starting from $r_1^\pm|\cdots|r_m^\pm$ and repeatedly applying the above result to switch the factors (that is, applying a left-reversing transformation), we obtain a new, fractionary decomposition of $g$ of the form $s'_1|\cdots|s'_m|t'_1|\cdots|t'_{m'}$ with $s'_1, \ldots, t'_{m'}$ in $\mathcal{S}^2$ and $q' \geq p' = \ell$.

Now let $g_- = t_1\cdots t_q$ and $g_+ = s_1\cdots s_p$ and, similarly, let $g'_- = s'_1\cdots s'_q$ and $g'_+ = t'_1\cdots t'_p$. Then, by construction, we have $g = g_-^{-1}g_+ = g_-^{-1}g'_+$ in $\mathcal{E}_\mathcal{S}(\mathcal{C})$. By Proposition [2.11] $g_-$ and $g_+$ are left-disjoint. Hence, by Lemma [2.7] we have $g'_- = hg_-$ and $g'_+ = hg_+$, for some $h$ belonging to $\mathcal{C}$. By Proposition [3.1] we have $q' \geq ||g'_-||_S$ and $p' \geq ||g'_+||_S$. On the other hand, by Corollary [1.55] the existence of $h$ implies $||g'_-||_S \geq ||g_-||_S = q$ and $||g'_+||_S \geq ||g_+||_S = p$. We deduce $q' \geq q$ and $p' \geq p$, whence $\ell = q' + p' \geq q + p$, as expected. \qed

If $\mathcal{C}$ is an Ore category (and not only a left-Ore category) and $\mathcal{S}$ is a strong Garside family in $\mathcal{C}$, every element of the groupoid $\mathcal{E}_\mathcal{S}(\mathcal{C})$ admits a strict symmetric $\mathcal{S}$-normal decomposition and, therefore, the latter provide geodesic decompositions for all elements of $\mathcal{E}_\mathcal{S}(\mathcal{C})$.

3.2 The Grid Property

The Grid Property is a convexity statement that is valid in every groupoid of fractions associated with a category that admits a perfect Garside family, a mild strengthening of the strong Garside families of Section [2] that we shall define below.

We begin with a sort of double domino rule.
Lemma 3.3. Assume that $C$ is a left-cancellative category and $S$ is included in $C$. Then, for all $f_1, \ldots, f_2'', g_1, \ldots, g_2''$, $h_1, h_2$ in $C$ such that $f_1'' | f_2''$ and $g_1'' | g_2''$ are $S$-greedy, $f_1''$ and $g_2''$ are left-disjoint, and the diagram on the right is commutative, the paths $h_1 | f_2', h_1 | g_2'$ and $h_1 | h_2$ are $S$-greedy.

Proof. (See Figure 23) Assume $s \in S$ and $h \not\prec f_1h_2$. As the diagram commutes, $s \prec f_1h_2$ implies $s \prec f_1 g_2 f_2''$, whence, as $f_1'' | f_2''$ is $S$-greedy, $s \prec f_1 g_2 f_2''$, that is, $s \prec f_1 g_2$. A symmetric argument gives $s \prec f_1 f_2'$. As $f_2'$ and $g_2''$ are left-disjoint, this implies $s \prec f_1$. Hence $h_1 | h_2$ is $S$-greedy. Lemma 1.7 then implies that $h_1 | f_2'$ and $h_1 | g_2'$ are $S$-greedy as well.

![Figure 23. Proof of Lemma 3.3](image-url)

Definition 3.4 (grid). Assume that $C$ is a left-cancellative category, $S$ is a strong Garside family in $C$, and $s_1|\cdots|s_p$ and $t_1|\cdots|t_q$ are $S$-normal paths that share the same target. An $S$-grid for $s_1|\cdots|s_p$ and $t_1|\cdots|t_q$ is a rectangular commutative diagram consisting of $pq$ tiles as in Lemma 2.31, with right labels $s_1, \ldots, s_p$ and bottom labels $t_1, \ldots, t_q$, the bottom-right vertex of the diagram is called the extremal vertex of the grid.

In the sequel, we specify the vertices of a grid using $(x, y)$-coordinates. By default, the coordinates are supposed to increase along edges, with $(0, 0)$ being the origin of the diagram and $(p, q)$ being the extremal vertex. Then the word “right” (resp. “bottom”) in Definition 3.4 corresponds to a maximal first (resp. second) coordinate.

Lemma 3.5. Assume that $C$ is a left-cancellative category and $S$ is included in $C$.

(i) If $S$ is a strong Garside family in $C$, then, for all $S$-normal paths $u, v$ such that the elements $[u]$ and $[v]$ admit a common left-multiple in $C$, there exists an $S$-grid for $u$ and $v$.

(ii) Every path in an $S$-grid $\Gamma$ that is diagonal-then-horizontal or diagonal-then-vertical path is $S$-greedy.

Proof. (i) The existence of the expected $S$-grid immediately follows from the construction developed in the proof of Proposition 2.37 starting from $u$ and $v$, and beginning with the bottom-right corner, we construct the grid inductively using tiles as on the right, which exist as, by assumption, the elements $[u]$ and $[v]$ admit a common left-multiple and $S$ is a strong Garside family.
(ii) By the third domino rule (Proposition 2.45), every horizontal or vertical path in $\Gamma$ corresponds to an $S$-normal path. By Lemma 3.3, every diagonal path in $\Gamma$ is $S$-greedy, and that so is every diagonal path followed by a horizontal or a vertical path. 

To obtain the existence of paths that are $S$-normal, and not only $S$-greedy, in grids, we add one more assumption—which, we shall see in Chapter V, is satisfied in usual cases.

**Definition 3.6 (perfect Garside).** A Garside family $S$ in a left-Ore category $C$ that admits left-lcms is called perfect if there exists a short left-lcm witness $\tilde{\theta}$ on $S^\#$ such that, for all $s, t$ with the same target, $\tilde{\theta}(s, t) t$ belongs to $S^\#$.

The difference between strong and perfect is that, in the latter case, we require that the diagonal of the square whose existence is asserted as in the former case represents an element of the reference family $S^\#$, corresponding to the scheme on the right.

Note that, in an Ore context, a strong Garside family $S$ is perfect if and only if $S^\#$ is closed under the left-lcm operation, that is, the left-lcm of two elements of $S^\#$ lies in $S^\#$.

**Proposition 3.7 (Grid Property, positive case).** If $S$ is a perfect Garside family in a left-cancellative category $C$ and $\Gamma$ is an $S$-grid, then, for all vertices $(i, j)$, $(i', j')$ in $\Gamma$ with $i \leq i'$ and $j \leq j'$, there exists inside $\Gamma$ an $S$-normal path from $(i, j)$ to $(i', j')$.

**Proof.** The assumptions $i \leq i'$ and $j \leq j'$ guarantee the existence in $\Gamma$ of a path from $(i, j)$ to $(i', j')$ of the form diagonal-then-horizontal or diagonal-then-vertical. By Lemma 3.5 such paths are $S$-greedy. Moreover, the assumption that $S$ is perfect guarantees that they are $S$-normal since the diagonals of the squares also correspond to elements of $S^\#$. By Proposition 3.1, such $S$-normal paths are geodesic, provided possible final invertible edges are incorporated in the last non-invertible entry.

**Example 3.8 (Grid Property, positive case).** Consider a free Abelian monoid once more (Reference Structure 1, page 3). Starting from the $S$-normal paths $ab | a$ and $ac | ac | a$, we obtain a (unique) $S$-grid

Numbering vertices from the top–left corner, we read for instance that, from the $(0, 0)$-vertex to the $(3, 2)$-vertex, a geodesic path is $abc | ac | a$, whereas, from the $(1, 0)$-vertex to the $(2, 2)$-vertex, a geodesic path is $abc | 1$.

For the signed case, the technical core will be a strengthening of Lemma 3.3(ii).
Lemma 3.9. Assume that $C$ is a left-cancellative category, $S$ is included in $C$, and $\Gamma_1, \Gamma_2$ are $S$-grids with the same left edge and left-disjoint bottom edges. Let $\mathcal{P}(\Gamma)$ be the collection of all diagonal-then-horizontal and diagonal-then-vertical paths in a grid $\Gamma$. Then every negative-positive path in $\Gamma_1 \cup \Gamma_2$ consisting of the inverse of a path of $\mathcal{P}(\Gamma_1)$ followed by a path of $\mathcal{P}(\Gamma_2)$ that contains no pattern “inverse of a diagonal followed by a diagonal” is symmetric $S$-greedy.

Proof. Owing to Lemma 3.5(ii), it remains to consider the patterns $f|g$ with $f$ in $\Gamma_1$ and $g$ in $\Gamma_2$. By assumption, the bottom edges of $\Gamma_1$ and $\Gamma_2$ represent left-disjoint elements of $C$. The fourth domino rule (Proposition 2.48) then guarantees that all patterns $f|g$ of the considered types, that is, all that are not of the type “inverse of diagonal–diagonal”, correspond to left-disjoint elements.

Figure 24. Symmetric $S$-greedy path connecting the $(i, j)$-vertex to the $(i', j')$-vertex in the union of two matching $S$-grids. Here we assume $i > 0$, that is, the initial vertex lies in $\Gamma_2$: the grey paths describe the (unique) solution according to the position of $(i', j')$ in one of the eight possible domains. Here $i$ increases from left to right, and $j$ increases from top to bottom.

We deduce a symmetrized version of Proposition 3.7 involving two matching $S$-grids.

Lemma 3.10. Assume that $C$ is a left-Ore category, $S$ is a perfect Garside family in $C$, and $\Gamma_1, \Gamma_2$ are $S$-grids with the same left edge and left-disjoint bottom edges. Let $\Gamma$
be the diagram obtained by gluing along their common edge a symmetric image of $\Gamma_1$ and $\Gamma_2$. Then, for all vertices $M, M'$ of $\Gamma$, there exists inside $\Gamma$ a symmetric $S$-normal path from $M$ to $M'$.

**Proof.** As in Proposition 3.7, let us give coordinates to the vertices of $\Gamma$, using nonpositive $x$-coordinates for the vertices of $\Gamma_1$ (left) and nonnegative $x$-coordinates for those of $\Gamma_2$ (right), see Figure 24 as above, the $y$-axis is given a downward orientation. Assume that the coordinates of $M$ and $M'$ are $(i, j)$ and $(i', j')$, respectively. The figure then displays a symmetric $S$-normal path from $M$ to $M'$ in all possible cases. 

\[\text{Figure 25. Proof of Proposition 3.11: having extracted the pairwise left-gcds of } g'_i \text{ and } g'_{i+1}, \text{ one selects } S\text{-normal decompositions } u_i, v_i \text{ for the corresponding quotients, and one constructs an } S\text{-grid } \Gamma'_i \text{ for } (u_i, v_i). \text{ The point is that the three grids necessarily match, providing the expected hexagonal grid. Above (for lack of space), we indicated every element } g'_i \text{ next to the vertex that represents its target: provided we agree that the central vertex (the common source of the elements } g'_i \text{ and their pairwise left-lcms } h_{i,j} \text{ is given the label 1, then the target of } g'_i \text{ is naturally associated with } g'_i \text{—as in a Cayley graph, but the current diagram is not a Cayley graph (see Figure II.1 for the distinction).}

We are now ready to state and establish the main result.

**Proposition 3.11 (Grid Property).** If $C$ is an Ore category that admits unique left-lcms and $S$ is a perfect Garside family in $C$, then, for all $g_1, g_2, g_3$ in $\text{Ext}^1(C)$, there exists a planar diagram $\Gamma$ that is the union of three $S$-grids, admits $g_1, g_2, g_3$ as extremal vertices, and is such that, for all vertices $x, y$ of $\Gamma$, there exists a symmetric $S$-normal (hence geodesic) path from $x$ to $y$ inside $\Gamma$. 

\[\text{Proposition 3.11 (Grid Property). If } C \text{ is an Ore category that admits unique left-lcms and } S \text{ is a perfect Garside family in } C, \text{ then, for all } g_1, g_2, g_3 \text{ in } \text{Ext}^1(C), \text{ there exists a planar diagram } \Gamma \text{ that is the union of three } S\text{-grids, admits } g_1, g_2, g_3 \text{ as extremal vertices, and is such that, for all vertices } x, y \text{ of } \Gamma, \text{ there exists a symmetric } S\text{-normal (hence geodesic) path from } x \text{ to } y \text{ inside } \Gamma.\]
Proof. First there exists \( h' \) in \( C \) such that \( h'g_1, h'g_2, \) and \( h'g_3 \) lie in \( C \). By assumption, \( C \) admits left-lcms, so the left counterpart of Lemma \( \text{(}\ref{lem:3.11}\text{)}\text{)}\) implies that any two elements of \( C \) admit a left-gcd. Let \( h \) be the left-gcd of \( h'g_1, h'g_2, \) and \( h'g_3 \), and let \( g'_i \) be defined by \( h'g_i = hg'_i \). Then \( g'_1, g'_2, g'_3 \) are three elements of \( C \) with the same source and a trivial left-gcd. Let \( h_{i,i+1} \) be a left-gcd of \( g'_i \) and \( g'_{i+1} \) for \( i = 1, 2, 3 \) (and indices taken mod 3). By construction, \( h_{i,i+1} \) left-divides \( g'_i \) and \( g'_{i+1} \), and we can choose \( S \)-normal paths \( u_i, v_i \) representing the quotients, namely satisfying

\[
\begin{align*}
  g'_1 &= h_{i-1,i}[u_i] = h_{i,i+1}[v_i],
\end{align*}
\]

see Figure \( \text{25} \). By Lemma \( \text{3.10} \), there exists an \( S \)-grid \( \Gamma'_i \) for \( (u_i, v_i) \).

The point is that the \( S \)-grids \( \Gamma'_1, \Gamma'_2, \Gamma'_3 \) match in the sense of Lemma \( \text{3.10} \). Indeed, let \( u'_i \) and \( v'_i \) denote the left and top edges of \( \Gamma'_i \) (when oriented as in the original definition). By construction, the elements \([u'_i]\) and \([v'_i]\) are left-disjoint and satisfy \([u'_i][v'_i] = [u'_i][v'_i]\).

On the other hand, we have \( h_{i-1,i}[u_i] = h_{i,i+1}[v_i] \). As \([u'_i]\) and \([v'_i]\) are left-disjoint, there must exist \( h_i \) satisfying \( h_{i,i+1} = h_i[u'_i] \) and \( h_{i-1,i} = h_i[v'_i] \). By construction, \( h_i \) left-divides \( g'_i \) and \( g'_{i+1} \), hence it left-divides their left-gcd, which is trivial by assumption. Hence \( h_i \) must be invertible.

Then the assumption that \( C \) admits no non-trivial invertible element implies \([u'_i] = h_{i,i+1} = [v'_{i+1}]\), whence \( u'_i = v'_{i+1} \) by uniqueness of the \( S \)-normal decomposition, up to possibly adding some identity-elements at the end of one path (see Figure \( \text{25} \)). Then applying Lemma \( \text{3.10} \) to each of the pairs \( \Gamma'_i, \Gamma'_{i+1} \) provides symmetric \( S \)-normal paths of the expected type in the diagram \( \Gamma' \) which is the union of \( \Gamma'_1, \Gamma'_2, \Gamma'_3 \).

By construction, the extremal vertices of \( \Gamma' \) are \( g'_1, g'_2, g'_3 \). To obtain the result for \( g_1, g_2, g_3 \), it suffices to define \( \Gamma \) to be the image of \( \Gamma' \) under a left-translation by \( h^{-1}h' \). \( \square \)

Example 3.12 (Grid Property). Let us come back once more to the free Abelian group \( \mathbb{Z}^3 \) based on \( \{a, b, c\} \) with the (perfect) Garside family consisting of the eight divisors of \( abc \). Consider \( g_1 = b, g_2 = a^{-2}b^{-1}c^2, \) and \( g_3 = a^{-2}bc^2 \). Left-multiplying by \( a^2b \) yields \( g'_1 = a^2b^2, g'_2 = ac^3, g'_3 = b^2c^2 \), three elements of \( \mathbb{N}^3 \) with a trivial left-gcd. With the notation of the proof of Proposition \( \text{3.11} \) we find \( h_{1,2} = a, h_{2,3} = c^2, \) and \( h_{3,1} = b^2 \), leading to the grid displayed in Figure \( \text{26} \).

3.3 The Fellow Traveller Property

We show now that \( S \)-normal decompositions enjoy some geometrical properties which, when suitable finiteness assumptions are realized, imply the existence of an automatic structure. To state the results we shall use a natural extension of the classical Fellow Traveller Property, see for instance \( \text{[54]} \) (where a groupoid version is even considered) or \( \text{[118]} \) Theorem 2.3.5 (where the name “fellow traveller” is not used). For \( S \) generating a groupoid \( G \) and \( f, g \) in \( G \), we denote by \( \text{dist}_{S}(f, g) \) the \( S \)-distance between \( f \) and \( g \) in \( G \), that is, the minimal length of a signed \( S \)-path representing \( f^{-1}g \) in \( G \).

Definition 3.13 (fellow traveller). If \( S \) is a subfamily of a left-cancellative category \( C \), then, for \( k \geq 0 \), we say that two signed \( S \)-paths \( u, u' \) are \( k \)-fellow travellers if, for
3 Geometric and algorithmic properties

Figure 26. The grid for the triangle \((b, a^{-1}b^{-1}c^3, a^{-2}b^2c^2)\): the union of three grids for the pairs of normal paths \((ab, a\backslash a), (ac, c\backslash c), \) and \((c, b\backslash b)\) constructed using tiles as in Figure 24. Note that the grids match, but possibly at the expense of adding trivial entries at the end of the normal paths to make the lengths equal. The grey paths are typical geodesic paths connecting two vertices. The point is that the geodesic that connects any two vertices is entirely included in the grid, which is planar.

every \(i\), we have 
\[
dist_{S\#}(\begin{bmatrix} w_i \\ i \end{bmatrix}, \begin{bmatrix} w_i' \\ i \end{bmatrix}) \leq k,
\]
where \(w_i\) is the length \(i\) prefix of \(w\) for \(i \leq \lg(w)\) and \(w\) otherwise, and \([v]\) is the element of \(E^{nv}(C)\) represented by \(v\).

So two paths are fellow travellers if they remain at uniformly bounded distance one of one another when crossed at the same speed.

**Proposition 3.14 (fellow traveller).** Assume that \(C\) is a left-Ore category.

(i) If \(S\) is included in \(C\) and \(S\#\) generates \(C\), then, for every \(g\) in \(E^{nv}(C)\), any two strict symmetric \(S\)-normal decompositions of \(g\) are 1-fellow travellers.

(ii) If \(S\) is a strong Garside family in \(C\), then, for every \(g\) in \(E^{nv}(C)\) and every \(s\) in \(S\#\), any two strict symmetric \(S\)-normal decompositions of \(g\) and \(gs\) are 2-fellow travellers.

**Proof.** (i) The result follows from Proposition 2.16 and the diagram of Figure 16: two strict symmetric \(S\)-normal decompositions of an element \(g\) are \(C^{\#}\)-deformations of one another. Moreover, being strict, they have the same length and, with the notation of Figure 16 we must have \(p = p'\) and \(q = q'\). As all invertible elements lie in \(S^{\#}\), the diagram shows that \(t_q \cdots t_1 [s_1] \cdots [s_p]\) and \(t_q' \cdots t_1' [s'_1] \cdots [s'_p]\) are 1-fellow travellers.

(ii) The result similarly follows from Corollary 2.50. Assume that \(t_q \cdots t_1 [s_1] \cdots [s_p]\) is a strict symmetric \(S\)-normal decomposition of \(gs\) and Algorithm 2.49 running on \(t_q \cdots t_1 [s_1] \cdots [s_p]\) and \(s\) returns \(t'_{q+1} t'_q \cdots t'_1 [s'_1] \cdots [s'_p]\) (we use the notation of Algorithm 2.49). Two cases may happen. If \(t'_{q+1}\) is invertible, then 
\[
t'_{q+1} t'_q \cdots t'_1 [s'_1] \cdots [s'_p]
\]
and 
\[
t'_{q+1} t'_q \cdots t'_1 [s'_1] \cdots [s'_p]
\]

is a strict symmetric $S$-normal decomposition of $g$, and, for every $i$, we have
\[
\begin{align*}
t_q^{-1} \cdots t_1^{-1} & = (t_q' t_{q+1}')^{-1} t_{q+1}' \cdots t_1'^{-1} \cdot s_{-i+1} \quad \text{for } q \geq i \geq 1, \\
\hat{t}_q^{-1} \cdots \hat{t}_1^{-1} s_1 \cdots s_i & = (t_q' t_{q+1}')^{-1} t_{q+1}' \cdots t_1'^{-1} s'_1 \cdots s'_i \cdot s_i \\& \quad \text{for } 1 \leq i \leq p.
\end{align*}
\]

As the final factors $s_i$ lie in $S^k$, the paths are 1-fellow travellers. On the other hand, if $t_q' + 1$ is not invertible, $t_q' [t_q']^\cdots [t_1'] s'_1 \cdots s'_i$ is a strict symmetric $S$-normal decomposition of $g$, and, for every $i$, we have
\[
\begin{align*}
t_q^{-1} \cdots t_1^{-1} & = t_q' t_{q+1}' \cdots t_1'^{-1} \cdot t_1'^{-1} s_{-i+1} \quad \text{for } q \geq i \geq 1, \\
\hat{t}_q^{-1} \cdots \hat{t}_1^{-1} s_1 \cdots s_i & = t_q' t_{q+1}' \cdots t_1'^{-1} s'_1 \cdots s'_i \cdot s_i \\& \quad \text{for } 1 \leq i \leq p.
\end{align*}
\]

As the final factors $t_q' s_{-i+1}$ and $s'_i$ lie in $(S^k)^2$, the paths are 2-fellow travellers.  

Similar results hold for symmetric $S$-normal paths that are not necessarily strict: the difference is that, because of an unbounded number of initial and final invertible entries, one cannot obtain the $k$-fellow traveller property for some fixed $k$.

It is now easy to show that symmetric $S$-normal decompositions are associated with a quasi-automatic structure, “quasi-automatic” here meaning that the involved automata need not be finite. We recall that $\varepsilon_x$ is the empty path with source $x$.

**Notation 3.15.** If $S$ is a strong Garside family in a left-Ore category $C$, we denote by $\mathbb{Nie}_S$ (resp. $\mathbb{Nie}_S^\ast$) the family of all symmetric $S$-normal paths (resp. strict symmetric $S$-normal paths).

**Proposition 3.16 (quasi-rational 1).** Assume that $C$ is a left-cancellative category and $S$ is included in $C$. Let $Q = S^1 \cup S^\infty$ and $\hat{Q} = Q \cup \{ \varepsilon_x \mid x \in \Obj(C) \}$. Define a partial map $T : \hat{Q} \times Q \to \hat{Q}$ by $T(\varepsilon_x, s) = s$ and $T(s, t) = t$ if $s|t$ is symmetric $S$-greedy, and let $T^*$ be the extension of $T$ to $\hat{Q} \times \hat{Q}^*$ inductively defined by $T^*(q, \varepsilon_x) = q$, and $T^*(q, w|s) = T(T^*(q, w), s)$ for $s \in Q$. Then a signed $S$-path $w$ with source $x \in Q$ belongs to $\mathbb{Nie}_S$ if and only if $T^*(\varepsilon_x, w)$ is defined.

**Proof.** The partial map $T$ is the transition map of an automaton that reads signed $S^2$-paths and continues as long as it finds no obstruction to being a symmetric $S$-normal path. The point is that being symmetric $S$-normal is a local property that only involves pairs of adjacent entries. In particular, for $s, t$ in $Q$, the relation $T(s, t) = t$ holds if and only if
- $s$ is an empty path $\varepsilon_x$,
- or $s, t$ lie in $S^2$ and $\bar{s} t$ is $S$-greedy (where, for $s = \bar{r}$ in $S^\infty$, we put $\bar{s} = r$),
- or $s$ lies in $S^2$, $t$ lies in $S^2$, and $\bar{s}$ and $t$ are left-disjoint,
- or $s, t$ lie in $S^2$ and $s|t$ is $S$-greedy.

Therefore, deciding whether a path is symmetric $S$-normal only requires to compare two letters at a time. This can be done by memorizing the last previously read letter. According to Definition 3.11, the above definition of the map $T$ guarantees that $T^*(\varepsilon_x, w)$ exists (and is equal to the last letter of $w$) if and only if $w$ is symmetric $S$-normal.  

A similar result holds for strict symmetric $S$-normal paths.
Proposition 3.17 (quasi-rational II). Assume that $\mathcal{C}$ is a left-cancellative category and $\mathcal{S}$ is included in $\mathcal{C}$. Let $\mathcal{Q} = \mathcal{S}^I \cup \mathcal{S}^T$. There exists a family $\mathcal{Q}^a$ and a partial map $T^a : \mathcal{Q}^a \times \mathcal{Q} \to \mathcal{Q}^a$ such that, if $T^a$ is extended into $T^a*$ by $T^a*(q, \varepsilon_x) = q$ and $T^a*(q, w|s) = T(T^a*(q, w), s)$ for $s$ in $\mathcal{Q}$, then a signed $\mathcal{S}$-path $w$ with source $x$ belongs to $\mathcal{NF}_S$ if and only if $T^a*(\varepsilon_x, w)$ is defined. If $\mathcal{S}^I$ is finite, $\mathcal{Q}^a$ can be taken finite.

Proof. The argument is the same as for Proposition 3.16, the difference being that restricting to strict symmetric $\mathcal{S}$-normal paths requires to exclude more cases, namely all paths in which an entry that is neither initial nor final belongs to $\mathcal{S}^I \setminus \mathcal{S}$. This can be done easily, but requires that the information about being the initial or the final letter be recorded in the state $q$ in addition to the last read letter. The state set $\mathcal{Q}^a$ has then to be larger than in Proposition 3.16. However, if $\mathcal{S}^I$ is finite, $\mathcal{Q}^a$ can be constructed to be finite. \hfill $\square$

Corollary 3.18 (rational). If $\mathcal{S}$ is a strong Garside family in a left-cancellative category $\mathcal{C}$ and both $\text{Obj}(\mathcal{C})$ and $\mathcal{S}^I$ are finite, the families $\mathcal{NF}_S$ and $\mathcal{NF}_S^a$ are rational sets, that is, they are recognized by some finite state automaton.

Proof. If $\text{Obj}(\mathcal{C})$ and $\mathcal{S}^I$ are finite, the families $\mathcal{Q}$ and $\mathcal{Q}^a$ of Propositions 3.16 and 3.17 can be assumed to be finite, and $(\mathcal{Q}, T)$ and $(\mathcal{Q}^a, T^a)$ are then finite state automata recognizing the sets $\mathcal{NF}_S$ and $\mathcal{NF}_S^a$, respectively. \hfill $\square$

Example 3.19 (rational). Consider a free Abelian monoid based on two generators $a, b$, with the Garside family $S_2 = \{a, b, ab\}$ (Reference Structure 1 page 3). Then the graph of the automaton defined in Proposition 3.16 is as follows:

A word in the alphabet $\{a, b, ab, \bar{a}, \bar{b}, \bar{ab}\}$ is symmetric $S_2$-normal if and only if, starting from the initial state $\varepsilon$, one can read all letters of $w$ successively in the graph above: for instance $\bar{a}|b|b$ and $ab|ab|a$ are accepted, but neither $a|\bar{b}$ nor $a|ab$ is.

The existence of a rational family of normal forms satisfying the fellow traveller property is one of the standard definitions for an automatic structure [118, Theorem 2.3.5].
**Definition 3.20 (automatic).** A groupoid $G$ is called automatic if there exists a finite set $S$, a rational family of signed $S$-paths $NF$, and a constant $k$ such that every element of $G$ admits at least one decomposition lying in $NF$ and, for all $f, g$ in $G$ such that $f^{-1}g$ lies in $S \cup I_C$, any two decompositions of $f$ and $g$ lying in $NF$ are $k$-fellow travellers.

**Proposition 3.21 (automatic).** If $S$ is a strong Garside family in an Ore category $C$ with finitely many objects and $S^\sharp$ is finite, the groupoid $Env(C)$ is automatic.

*Proof.* According to Corollary 3.18 and Proposition 3.14, the family of strict symmetric $S$-normal decompositions enjoys all needed properties.

In particular, a direct application is

**Corollary 3.22 (automatic).** Every Garside group (Definition I.2.3) is automatic.

Among others, the existence of an automatic structure implies a quadratic isoperimetric inequality with respect to the considered generating family. We shall address the question more systematically in the next subsection.

A natural strengthening of the notion of an automatic group(oid) is the notion of a biautomatic group(oid) where, in addition to the Fellow Traveler Property for the normal decompositions of elements obtained by right-multiplying by an element of the reference generating family $S$, one requires a symmetric property for left-multiplication by an element of $S$. For instance, it is known that every Garside group is biautomatic [80]. But we cannot state a general result here: what is missing is a counterpart to Proposition 2.47 that connecting the symmetric $S$-decompositions of $g$ and $sg$ for $s$ in $S^\sharp$ in general. We shall address the question again in Chapter V when the Garside family $S$ is what will be called bounded.

**Remark 3.23.** The positive case of a Garside family $S$ in an arbitrary left-cancellative category can be addressed similarly. The counterparts of Propositions 3.16 and 3.17 and, therefore, Corollary 3.18 are then valid. However, the Fellow Traveller Property need not hold in general: for $s$ in $S$, Proposition 1.49 provides no direct connection between the $S$-normal decompositions of $g$ and $gs$. Only when the second domino rule is valid does Proposition 1.61 provide such a connection, implying that the $S$-normal decompositions of $g$ and $gs$ are 1-fellow travellers.

**Combinatorics of normal sequences.** Whenever the ambient category is left-cancellative, the fact that $S$-normal paths are characterized by a local condition and are therefore recognized by (some sort of) automaton implies nice combinatorial properties.

If a category $C$ admits a finite Garside family $S$, there exist for every $p$ a finite number of $S$-normal paths of length $p$, and counting them is a natural task. This amounts to counting the sequences accepted by some finite automaton, and standard results ensure that the associated generating series is rational, controlled by the powers of an adjacency matrix whose entries are (indexed by) the elements of $S^\sharp$. 
Proposition 3.24 (adjacency matrix). Assume that $S$ is a Garside family in a left-cancellative category $C$ and $S^2$ is finite. Let $I_x$ and $M$ be the $S^2 \times 1$- and $S^2 \times S^2$-matrices determined by

$$
(I_x)_t = \begin{cases}
1 & \text{if } t \text{ lies in } C(x,-), \\
0 & \text{otherwise},
\end{cases} \quad M_{s,t} = \begin{cases}
1 & \text{if } s|t \text{ is } S\text{-normal}, \\
0 & \text{otherwise}.
\end{cases}
$$

Then the number $a_{p,x,y}$ of $S$-normal paths of length $p$ with source $x$ and target $y$ is the $1_y$-entry of $I_x M^p$.

Proof. For $s$ in $S^2$, let $a_{p,x}(s)$ be the number of $S$-normal paths of length $p$ with source $x$ and last entry $s$. We prove $a_{p+1,x}(t) = (I_x M^p)_t$ using induction on $p$. For $p = 0$, there exists a length 1 normal path with source $x$ and last entry $t$ if and only if $t$ has source $x$, in which case the path is unique. So we have $a_{1,x}(t) = (I_x)_t$. Assume now $p > 0$. Then a length $p + 1$ path $w$ finishing with $t$ is $S$-normal if and only if there exists $s$ in $S^2$ and a length $p$ path $w'$ finishing with $s$ such that $s|t$ is $S$-normal and $w$ is $w'|t$. Using the induction hypothesis, we deduce

$$a_{p+1,x}(t) = \sum_{s \in S^2} a_{p,x}(s)(M)_{s,t} = \sum_{s \in S^2} (I_x M^{p-1})_s(M)_{s,t} = (I_x M^p)_t.$$

Then we have $a_{p,x,y} = a_{p+1,x}(1_y)$ since, for $s_p$ in $S^2(\cdot,y)$, the path $s_1|\cdots|s_p$ is $S$-normal if and only if $s_1|\cdots|s_p|1_y$ is. We deduce $a_{p,x,y} = a_{p+1,x}(1_y) = (I_x M^p)_{1_y}$.

Example 3.26 (adjacency matrix). For $\mathbb{N}^2$ with $S_2 = \{1, a, b, ab\}$ (Reference Structure[1], page[2]), the associated $4 \times 4$-matrix is $M = \begin{pmatrix}
1 & 0 & 0 & 0 \\
1 & 1 & 0 & 0 \\
1 & 0 & 1 & 0 \\
1 & 1 & 1 & 1
\end{pmatrix}$. A straightforward induction shows that the first entry in $(1, 1, 1)M^p$ is $(p + 1)^2$, which is the number of normal sequences of length $p$. By uniqueness of the strict normal decomposition, this number is also the number of elements of $\mathbb{N}^2$ whose $S_2$-length is at most $p$.

We refer to the Notes of Chapter[3] for more interesting examples.

3.4 The Garside resolution

We shall show now how, if $S$ is a strong Garside family in a (convenient) cancellative category $C$, one can use $S$-normal decompositions to construct a resolution of the free $\mathbb{Z}C$-module $\mathbb{Z}$ by free $\mathbb{Z}C$-modules, thus leading to a determination of the homology of $C$ and of its groupoid of fractions. The construction is a sort of local version of the bar-resolution, and its validity in the current context precisely relies on the third domino rule.

We start from a left-Ore category $C$ that admits left-lcms. By Ore’s theorem, $C$ embeds in its groupoid of left-fractions $\mathcal{E}_{lv}(C)$. The first observation is that the $\mathbb{Z}$-homology of $\mathcal{E}_{lv}(C)$ coincides with that of $C$. 

Lemma 3.27. [51] If \( C \) is a left-Ore category and \( \mathcal{G} \) is the groupoid of fractions of \( C \), we have \( H_*(\mathcal{G}, \mathbb{Z}) = H_*(C, \mathbb{Z}) \).

Proof (sketch). Tensorizing by \( \mathbb{Z}\mathcal{G} \) over \( \mathbb{Z}C \), one extends every (left) \( \mathbb{Z}C \)-module into a \( \mathbb{Z}\mathcal{G} \)-module. The point is that, under the assumptions, the functor \( R \rightarrow \mathbb{Z}\mathcal{G} \otimes_{\mathbb{Z}C} R \) can be proved to be exact.

From now on, we concentrate on determining the homology of the category \( C \). To this end, we construct for every strong Garside family \( S \) a cubical complex associated with finite subfamilies of \( S \). To avoid redundant cells, we assume that the elements of \( S \) with a given target are ordered. We write \( \Delta C \) for the left-lcm of a subfamily \( C \) of \( C \). We recall that, for \( f, g \) in \( C \) admitting a unique left-lcm, \( f/g \), the left-complement of \( g \) in \( f \), is the (unique) element \( f' \) such that \( f/g \) is the left-lcm of \( f \) and \( g \).

Definition 3.28 (chain complex). Assume that \( C \) is a cancellative category that admits unique conditional left-lcms, \( S \) is a strong Garside family in \( C \), and a linear ordering of \( S(-, y) \) is fixed for each object \( y \). For \( n \geq 0 \), we denote by \( S^{[n]} \) the family of all strictly increasing \( n \)-tuples \((s_1, \ldots, s_n)\) in \( S \) such that \( s_1, \ldots, s_n \) admit a left-lcm. We denote by \( Z_n \), the free \( \mathbb{Z}C \)-module generated by \( S^{[n]} \), and call its elements \( n \)-chains. The generator of \( Z_n \) associated with an element \((s_1, \ldots, s_n)\) of \( S^{[n]} \) is denoted by \([s_1, \ldots, s_n]\), and it is called an \( n \)-cell. The unique 0-cell is denoted by \([[]]\).

As a \( \mathbb{Z} \)-module, \( Z_n \) is generated by the elements of the form \( gC \) with \( g \) in \( C \) and \( C \) in \( S^{[n]} \); such elements will be called elementary \( n \)-chains. In order to make a complex out of \( Z_n \), we take a geometrical viewpoint and associate with each \( n \)-cell an oriented \( n \)-cube reminiscent of a van Kampen diagram, constructed using the left-reversing process of Section[II.3]. The vertices of the cube are elements of \( C \), whereas the edges are labeled by elements of \( S \). For \( s_1 < \cdots < s_n \) in \( S \), the \( n \)-cube (associated with) \([s_1, \ldots, s_n]\) starts from \( 1_x \) where \( x \) is the source of \( \Delta s_1, \ldots, s_n \) and ends at \( \Delta s_1, \ldots, s_n \) (so that the latter left-lcm corresponds to the main diagonal of the cube). To construct the cube, we start with \( n \) edges labeled \( s_1, \ldots, s_n \) pointing to the final vertex, and we inductively close every pattern

\[
\begin{array}{c}
  \text{pattern} \\
\end{array}
\]

left-lcm of the considered \( n \) final edges. The construction terminates with \( 2^n \) vertices, see Figure[27]. The assumption that \( S \) is strong guarantees that all edges in the cube do lie in \( S \). Finally, we associate with the elementary \( n \)-chain \( gC \) the image of the \( n \)-cube (associated with) \( C \) under the left translation by \( g \); the cube starts from \( g \) instead of starting from 1.

Note that, under the assumptions of Definition[3.28], the left-lcm is unique (when it exists), so there exists a unique left-lcm witness \( \bar{\theta} \) on \( S \), which is precisely the map \( \bar{\theta}(s, t) = s/t \). So the above construction of the cube associated with an \( n \)-cell can be viewed as closing the initial \( n \) final edges under left-reversing with respect to \( \bar{\theta} \).

We now define boundary maps. The above cube construction should make the idea obvious: for \( C \) an \( n \)-cell, we define \( \partial_n C \) to be the \((n-1)\)-chain obtained by enumerating the \((n-1)\)-faces of the \( n \)-cube associated with \( C \), which are \( 2n \) in number, with a sign
corresponding to their orientation, and taking into account the vertex they start from. In order to handle such enumerations, we extend our notations.

**Notation 3.29.** (i) For $s_1, ..., s_n$ in $\mathcal{S} \cup \{1\}$ (in any order), we write $[s_1, ..., s_n] \equiv \varepsilon(\pi)[s_{\pi(1)}, ..., s_{\pi(n)}]$ if the elements $s_i$ are not equal to 1, they are pairwise distinct, $(s_{\pi(1)}, ..., s_{\pi(n)})$ is their $< \cdot$-increasing enumeration, and $\varepsilon(\pi)$ is the signature of $\pi$. In all other cases, if the elements $s_i$ are not equal to 1, they are pairwise distinct, $(s_{\pi(1)}, ..., s_{\pi(n)})$ is their $< \cdot$-increasing enumeration, and $\varepsilon(\pi)$ is the signature of $\pi$. In all other cases, $[s_1, ..., s_n]$ is defined to be $0_{\mathcal{Z}_n}$.

(ii) For $C$ a cell, say $C = [s_1, ..., s_n]$ and $s$ an element of $\mathcal{S}$, we denote by $C/s$ the sequence $(s_1/s, ..., s_n/s)$ and by $s/C$ the element $s/\Delta_C$. We write $C^i$ (resp. $C^i_j$) for $[s_1, ..., s_i, ..., s_n]$ (resp. $[s_1, ..., s_i, ..., s_j] \leq [s_1, ..., s_j]$).

**Definition 3.30 (differential).** For $n \geq 1$ and $C = [s_1, ..., s_n]$, we put

$$
(3.31) \quad \partial_i C = \sum_{i=1}^{n} (-1)^i (C^i / s_i) - \sum_{i=1}^{n} (-1)^i (s_i / C^i) C^i,
$$

and extend $\partial_i$ to $\mathcal{Z}_n$ by $\mathbb{Z}\mathcal{C}$-linearity; we define $\partial_\mathcal{Z} : \mathcal{Z}_0 \to \mathcal{Z}$ by $\partial_\mathcal{Z}[s] = 1$.

So, in low degrees, we find, see Figure 28

$$
\partial_1 [s] = s[s] - [s], \quad \partial_2 [s, t] = [s/t] + (s/t)[t] - [t/s] - (t/s)[s].
$$

Similarly, in the case of the monoid $B^+_\mathcal{Z}$, we read on Figure 27 the equality

$$
\partial_3 [s_1, s_2, s_3] = -[s_1 s_2, s_3] + [s_2 s_1, s_2 s_3] - [s_1, s_2 s_3] + \sigma_3 s_2 s_1 [s_2, s_3] - s_2 s_1 s_3 [s_1, s_2] + s_1 s_2 s_3 [s_1, s_2].
$$

**Lemma 3.32.** The module $(\mathcal{Z}_n, \partial_\mathcal{Z})$ is a complex: $\partial_{n-1} \partial_n = 0$ holds for $n \geq 1$. 

![Figure 27](image-url)
Proof. First, we have \( \partial_1 [s] = s[s] - [s] \), hence \( \partial_0 \partial_1 [s] = s \cdot 1 - 1_y \cdot 1 = 0 \) for \( s \) in \( C(x, y) \). Assume now \( n \geq 2 \). For \( C = [s_1, \ldots, s_n] \), we obtain

\[
\partial_{n-1} \partial_n C = \sum_i (-1)^i \partial_{n-1} (C^i/s_i) - \sum_i (-1)^i (s_i/C^i) \partial_{n-1} C^i
\]

(3.33) = \sum_{i \neq j} (-1)^{i+j+e(i,j)} (C^i/j/s_i)/(s_j/s_i)
- \sum_{i \neq j} (-1)^{i+j+e(j,i)} ((s_j/s_i)/(C^i/j/s_i))
- \sum_{i \neq j} (-1)^{i+j+e(i,j)} (s_i/C^i)/(C^i/j/s_j)
+ \sum_{i \neq j} (-1)^{i+j+e(i,j)} (s_i/C^i)/(s_j/C^i/j/C^i/j)

with \( e(i, j) = +1 \) for \( i < j \), and \( e(i, j) = 0 \) otherwise. Applying the left-counterpart of (II.2.14) in Corollary II.2.13 (iterated complement), we obtain \( (C^i/j/s_i)/(s_j/s_i) = C^{i,j}/\Delta s_i,j \), where \( s_i \) and \( s_j \) play symmetric roles, and the first sum in (3.33) becomes \( \sum_{i \neq j} (-1)^{i+j+e(i,j)} C^{i,j}/\Delta s_i,j \), in which each factor \( C^{i,j}/\Delta s_i,j \) appears twice, with coefficients \( (-1)^{i+j} \) and \( (-1)^{i+j+1} \) respectively, so the sum vanishes.

Applying (II.2.14) to \( s_j, s_i, \) and \( C^i/j \) similarly gives \( (s_j/s_i)/(C^i/j/s_i) = s_j/C^j \).

It follows that the second and the third sum in (3.33) contain the same factors, but, as \( e(i, j) + e(j, i) = 1 \) always holds, the signs are opposite, and the global sum is 0.

Finally, applying (the left counterpart of) (II.2.14) to \( s_i, s_j \), and the left-lcm of \( C^{i,j} \) gives \( (s_i/C^i)/(s_j/C^i) = \Delta s_i,j/C^{i,j} \), in which \( s_i \) and \( s_j \) play symmetric roles. So, as in the case of the first sum, every factor in the fourth sum appears twice with opposite signs, and the sum vanishes.

Observe that the case of null factors is not a problem, as we always have \( 1_y/s = 1_x \) and \( s/1_y = s \) for \( g \) in \( C(x, y) \), so Formula (3.31) is true for degenerate cells.

**Remark 3.34.** The complex \( (Z, \partial, \cdot) \) is a cubical complex [51]: instead of completing the computation in the above proof, one could check instead that the module is cubical, from where \( \partial_2^2 = 0 \) would follow directly. Maybe conceptually more elegant, this approach does not change the needed amount of computation relying on the rules for the left-complement operation.

It is convenient in the sequel to extend the cell notation to the case when the first entry is a path \( w \), thus considering cells of the form \([w, s_1, \ldots, s_n]\). Abusing notation, the latter will be denoted by \([w, C]\) in the case \( C = [s_1, \ldots, s_n] \). We recall that, for an \( S \)-word \( w \), we use \([w]\) for the element of \( C \) represented by \( w \), that is, the evaluation of \( w \) in \( C \).
**Definition 3.35 (extended chain).** For \( w \) an \( S \)-path and \( C \) in \( S^{[n]} \) sharing the same target, the \((n+1)\)-chain \([w, C]\) is defined inductively by

\[
[w, C] = \begin{cases}
0 & \text{for } w = \varepsilon_y, \\
[w, C/t] + [v]/\Delta_C/t[t, C] & \text{for } w = vt \text{ with } t \in S.
\end{cases}
\]  

(3.36)

If \( w \) has length 1, that is, if \( v \) is empty, the inductive clause of (3.36) gives \([v(C/t)] = 0 \) and \([v]/\Delta_C/t = 1\), so our current definition of \([w, C]\) is compatible with the previous one. Relation (3.36) is coherent with the geometrical intuition that the cell \([w, C]\) is associated with a \((n+1)\)-parallelotope computing the left-lcm of \([w]\) and \(\Delta_C\) using left-reversing: to compute the left-lcm of \([v]\) and \(\Delta_C\), we first compute the left-lcm of \(t\) and \(\Delta_C\), and then append on the left the left-lcm of \([v]\) and the complement of \(\Delta_C\) in \(t\), which is \(\Delta_{C,t}\). The rightmost cell does not start from 1, but from \([v]/\Delta_C/t\], see Figure 29.

An easy induction gives, for \( s_1, \ldots, s_p \) in \( S \), the simple expression

\[
[s_1 \cdot \cdots \cdot s_p] = \sum_{i=1}^{p} [s_1 \cdots s_{i-1}] [s_i].
\]  

(3.37)

Also (3.31) can be rewritten as \(\partial_2[s, t] = [[(s/t) t]] - [[(t/s) s]]\), according to the intuition that \(\partial_2\) enumerates the boundary of a square. We shall give below a computational formula that extends (3.31) and describes the boundary of the parallelotope associated with \([w, C]\) taking into account the specific role of the \(w\)-labeled edge. In order to state the formula, we first extend the definition of the left-complement operation to paths.

**Notation 3.38 (operation \(\div\)).** (See Figure 30.) For \( w \) an \( S^t \)-path and \( s \) in \( S^t \) sharing the same target, we write \( w/s \) for the path inductively defined by the rules \(\varepsilon_y/s = s\) and \((vt)/s = v/(s/t)t/s\).

The definition of the path \( w/s \), which may look complicated, is natural as the induction clause corresponds to the formula for an iterated left-lcm: thus, in particular, we always have \([w/s] = [w]/s\), that is, \( w/s \) represents the left-complement of the element represented by \( w \) and \( s \).
Lemma 3.39. For every path $w$ in $S^*(x, y)$, we have $\partial_1 [w] = -[] + [w][]$ and, for $n \geq 1$ and $C = [s_1, \ldots, s_n]$,  
\[
\partial_{n+1} [w, C] = -C/[w] - \sum (-1)^i [w/s_i, C^i/s_i] + \sum (-1)^i s_i/\tilde{\Delta}_{[w], C}^i [w, C^i] + ([w]/\tilde{\Delta}_C) C.
\]

We skip the proof, which is entirely similar to that of Lemma 3.32, based on the formula for iterated lcm.

Our aim is now to exhibit a contracting homotopy for the complex $(\mathbb{Z}_*, \partial_*)$, that is, a family of $\mathbb{Z}$-linear maps $\sigma_n : \mathbb{Z}_n \to \mathbb{Z}_{n+1}$ satisfying $\partial_{n+1} \sigma_n + \sigma_{n-1} \partial_n = \text{id}_{\mathbb{Z}_n}$ for each degree $n$. We shall do it using the $S$-normal form.

Notation 3.40 (normal decomposition). If $S$ is a Garside family in a category $C$ that has no nontrivial invertible element, we write $\text{NF}(g)$ for the (unique) strict $S$-normal decomposition of an element $g$ of $C$.

The point for our construction is that, when $C$ is a left-Ore category that admits unique left-lcms, Proposition 2.44—in fact just the third domino rule—implies the equality
\[
\text{NF}(g) = \tilde{\theta}^* (\text{NF}(gs), s),
\]
that is, the $S$-normal-decomposition of $g$ is obtained from that of $gs$ by left-reversing the signed word $\text{NF}(gs)\tilde{\theta}$.

The geometric intuition for constructing a contracting homotopy is then simple: as the chain $g \Delta C$ represents the cube $C$ with origin translated to $g$, we shall define $\sigma_n (g \Delta C)$ to be an $(n + 1)$-parallelotope whose terminal face (the one with edges in $S$—and not in $S^*$—that does not contain the initial vertex) is $C$ starting at $g$. To specify this cell, we have to describe its $n + 1$ terminal edges: $n$ of them are the elements of $C$; the last one must force the main diagonal to be $g \Delta C$: the natural choice is to take the normal form of $g \Delta C$, which guarantees in addition that all labels in the initial face lie in $\mathcal{I}_C$.

Definition 3.42 (section). (See Figure 31.) For $n \geq 0$, the $\mathbb{Z}$-linear map $\sigma_n$ from $\mathbb{Z}_n$ to $\mathbb{Z}_{n+1}$ is defined for $g$ in $C$ by
\[
\sigma_n (g \Delta C) = [[\text{NF}(g \Delta C), C]];
\]
the $\mathbb{Z}$-linear map $\sigma_{-1}$ from $\mathbb{Z}$ to $\mathbb{Z}_0$ is defined by $\sigma_{-1}(1) = []$.

For $g$ in $C$ and $s$ in $S$, we have in particular
\[
\sigma_0 (g[]) = [[\text{NF}(g)]] \quad \text{and} \quad \sigma_1 (g[s]) = [[\text{NF}(gs), s]].
\]
Proposition 3.45 (resolution 1). If $S$ is a strong Garside family in a left-cancellative category $C$ that admits unique left-lcms, the associated complex $(\mathbb{Z}, \partial_s)$ is a resolution of the trivial $\mathbb{Z}C$-modules.

Proof. We establish the equality $\partial_{n+1}\sigma_n + \sigma_{n-1}\partial_n = \text{id}_{\mathbb{Z}C}$ for every $n \geq 0$. Assume first $n = 0$, and $g \in C$. Let $w = \text{NF}(g)$. We find $\sigma_0(g[[]]) = [w]$, hence $\partial_1\sigma_0(g[[]]) = \partial_1[w] = [w] + g[[]]$, and, on the other hand, $\partial_0(g[[]]) = g \cdot 1 = 1$, hence $\sigma_{-1}\partial_0(g[[]]) = [w]$, and $(\partial_1\sigma_0 + \sigma_{-1}\partial_0)(g[[]]) = g[[]]$.

Assume now $n \geq 1$. Let $w = \text{NF}(g\tilde{\Delta}_C)$ with $C = [s_1, \ldots, s_n]$. Applying the definition of $\sigma_n$ and Lemma 3.39, we find

$$
\partial_{n+1}\sigma_n(gC) = -C/[w] - \sum (-1)^i[[w/s_i], (C^i/s_i)]
+ \sum (-1)^i(s_i/\tilde{\Delta}_{[w]C})[[w, C^i]] + ([w]/\tilde{\Delta}_C)C.
$$

By construction, each entry $s_i$ right-divides $g\tilde{\Delta}_C$, that is, of $[w]$, so $C/[w]$ is a degenerate cell of the form $[[1, \ldots, 1_e]]$. At the other end, we find $[w]/\tilde{\Delta}_C = (g\tilde{\Delta}_C)/\tilde{\Delta}_C = g$. Then $s_i$ is a right-divisor of $[w]$, so we have $s_i/\tilde{\Delta}_{[w]C} = 1$, and it remains

$$
\partial_{n+1}\sigma_n(gC) = -\sum (-1)^i[[w/s_i, C^i/s_i]] + \sum (-1)^i[[w, C^i]] + gC.
$$

On the other hand, we have by definition

$$
\partial_n(gC) = \sum (-1)^i (g[C^i/s_i] - \sum (-1)^i g(s_i/\tilde{\Delta}_C)[C^i]).
$$

Now we have $g\tilde{\Delta}_{C^i/s_i} = s_i = g\tilde{\Delta}_C$, which, by (3.41), implies that the $S$-normal form of $g\tilde{\Delta}_{C^i/s_i}$ is $w/s_i$. Then $g(s_i/\tilde{\Delta}_{[w]C})\tilde{\Delta}_C$ is equal to $g\tilde{\Delta}_C$, and, therefore, its normal form is $w$. Applying the definition of $\sigma_{n-1}$, we deduce

$$
\sigma_{n-1}\partial_n(gC) = \sum (-1)^i[[w/s_i, C^i/s_i]] - \sum (-1)^i[[w, C^i]],
$$

and, finally, $(\partial_{n+1}\sigma_n + \sigma_{n-1}\partial_n)(gC) = gC$. 

\hfill \Box
By definition, $S^{[n]}$ is a basis for the degree $n$ module $\mathbb{Z}$ in the above resolution of $\mathbb{Z}$ by free $\mathbb{Z}C$-modules. If $S$ is finite, $S^{[n]}$ is empty for $n$ larger than the cardinality of $S$, and the resolution is finite. Using Lemma 3.27 and standard arguments, we deduce:

**Corollary 3.46 (homology).** If $C$ is an Ore category that admits unique left-lcms and has a finite Garside family, the groupoid $\mathcal{E}_{\mathcal{W}}(C)$ is of FL type. For every $n$, we have $H_n(\mathcal{E}_{\mathcal{W}}(C), \mathbb{Z}) = H_n(C, \mathbb{Z}) = \Ker d_n/\text{Im} d_{n+1}$, where $d_n$ is the $\mathbb{Z}$-linear map on $\mathbb{Z}$ such that $d_nC$ is obtained from $\partial_1C$ by collapsing all $C$-coefficients to 1.

We recall that a group(oid) is said to be of FL type if $\mathbb{Z}$ admits a finite resolution by free $\mathbb{Z}C$-modules. Corollary 3.46 applies in particular to every Garside monoid.

**Example 3.47 (homology).** Consider once more the 3-strand braid group $B_3$. Then $B_3$ is a group of fractions for the dual braid monoid $B_3^{**}$ of Reference Structure [3] page 10 which admits the 4-element family $S = \{a, b, c, \Delta^*\}$ as a strong Garside family (we write $a, b, c$ for $\sigma_1, \sigma_2$, and $\sigma_1\sigma_2\sigma_1^{-1}$). We fix the order $a < b < c < \Delta^*$. First, we find $\partial_1[a] = (a - 1)[b]$, hence $\partial_1[a] = 0$. The result is similar for all 1-cells, so $\Ker d_1$ is generated by $[a], [b], [c]$, and $[\Delta^*]$. Then, we find $\partial_2[a, b] = [a]a + [b] - [c] - [a][a]$, whence $\partial_2[a, b] = [b] - [c]$. Arguing similarly, one finds that $\text{Im} d_2$ is generated by the images of $[a, b], [a, c], [b, \Delta^*], [\Delta^*]$, namely $[b] - [a], [c] - [b]$, and $[\Delta^*] - [b] - [a]$, and we deduce $H_1(B_3, \mathbb{Z}) = H_1(B_3^{**}, \mathbb{Z}) = \Ker d_1/\text{Im} d_2 = \mathbb{Z}$.

Similarly, one checks that $\Ker d_2$ is generated by $[b, c] + [a, b] - [a, c], [a, \Delta^*] - [b, \Delta^*] - [a, b],$ and $[c, \Delta^*] - [a, \Delta^*] + [a, c]$. On the other hand, one finds $d_3[a, b, c] = [b, c] - [a, c] + [a, b]$ and similar equalities for $d_3[a, b, \Delta^*]$ and its counterparts. This shows that $\text{Im} d_3$ is generated by $[b, c] + [a, b] - [a, c], [a, \Delta^*] - [b, \Delta^*] - [a, b]$, and $[c, \Delta^*] - [a, \Delta^*] + [a, c]$, so it coincides with $\Ker d_2$, and $H_3(B_3, \mathbb{Z})$ is trivial.

In the same way, one checks that $[a, b, c] - [a, b, \Delta^*] - [b, c, \Delta^*] + [a, c, \Delta^*]$ generates $\Ker d_3$ and that $d_3[a, b, c, \Delta^*] = [b, c, \Delta^*] - [a, c, \Delta^*] + [a, c, \Delta^*] - [a, b, c]$. Finally, we fix the order $a < b < c < \Delta^*$. Then, we find $\partial_3[a, b, c, \Delta^*] = 0$. Therefore, $d_3$ is a boundary map, and $H_3(B_3, \mathbb{Z})$ is trivial (as will become obvious below).

**Remark 3.48.** According to Proposition 2.34, the existence of a strong Garside family in a category $C$ entails that $C$ admits left-lcms. However, the computation of Proposition 3.45 (as well as that of Proposition 3.52 below) remains valid when $C$ is only assumed to admit conditional left-lcms whenever $S$ is “conditionally strong”, meaning that, in Definition 2.29 one restricts to pairs $s, t$ that have a common left-multiple.
In general, the resolution of Proposition 3.45 is far from minimal. We conclude this section by briefly explaining how to obtain a shorter resolution by decomposing each \( n \)-cube into \( n! \) \( n \)-simplices. Our aim is to extract from the complex \((\mathbb{Z}_*, \partial_*)\) a subcomplex that is still a resolution of \( \mathbb{Z} \). The point is to distinguish those cells that are decreasing with respect to right-divisibility. In order to make the definitions meaningful, we assume in the sequel that the linear order on \( S \) used to enumerate the cells is chosen so that \( s < t \) holds whenever \( t \) is a proper right-divisor of \( s \).

**Definition 3.49 (descending cell).** In the context of Definition 3.28 we say that an \( n \)-cell \([s_1, \ldots, s_n]\) is descending if \( s_{i+1} \) is a proper right-divisor of \( s_i \) for each \( i \). The submodule of \( \mathbb{Z}_n \) generated by descending \( n \)-cells is denoted by \( \mathbb{Z}'_n \).

According to our intuition that the cell \([s_1, \ldots, s_n]\) is associated with an \( n \)-cube representing the computation of the left-lcm of \( s_1, \ldots, s_n \), a descending \( n \)-cell is associated with a special \( n \)-cube in which many edges have label 1, and it is accurately associated with an \( n \)-simplex, as shown in Figure 33.

![Figure 33. Viewing a descending cube, here \([r, s, t]\) with \( r \backsim s \backsim t \), as a simplex.](image)

The first remark is that the boundary of a descending cell consists of descending cells.

**Lemma 3.50.** The differential \( \partial_* \) maps \( \mathbb{Z}'_* \) to itself; more precisely, if \( C \) is a descending \( n \)-cell, say \( C = [s_1, \ldots, s_n] \), we have

\[
\partial_n[C] = (s_1/s_2)C^1 - \sum_{i=2}^{n} (-1)^i C^i + (-1)^n C^n / s_n.
\]

The proof is an easy verification. So it makes sense to consider the restriction \( \partial'_* \) of \( \partial_* \) to \( \mathbb{Z}'_* \), yielding a new complex.

**Proposition 3.52 (resolution II).** If \( S \) is a strong Garside family in a left-cancellative category \( \mathcal{C} \) that admits unique left-lcms, the associated complex \((\mathbb{Z}'_*, \partial'_*)\) is a resolution of the trivial \( \mathbb{Z}\mathcal{C} \)-module \( \mathbb{Z} \) by free \( \mathbb{Z}\mathcal{C} \)-modules.

In order to prove Proposition 3.52 we shall construct a contracting homotopy. The section \( \sigma_* \), considered in Proposition 3.45 cannot be used, as \( \sigma_n \) does not map \( \mathbb{Z}'_n \) to \( \mathbb{Z}'_{n+1} \).
in general. However, it is easy to construct the desired section by introducing a convenient \(\mathbb{Z}\mathbb{C}\)-linear map from \(\mathbb{Z}_n\) to \(\mathbb{Z}'_n\), corresponding to partitioning each \(n\)-cube into the union of \(n!\) disjoint \(n\)-simplexes. Starting from an arbitrary \(n\)-cell \([s_1, ..., s_n]\), one can obtain a descending \(n\)-cell by taking left-lcm’s:

**Definition 3.53 (flag cell).** For \(s_1, ..., s_n\) in \(S\), we put

\[
\langle \langle s_1, ..., s_n \rangle \rangle = \left[\tilde{\Delta}_{s_1, ..., s_n}, \tilde{\Delta}_{s_2, ..., s_n}, ..., \tilde{\Delta}_{s_{n-1}, s_n}, s_n \right] \]

If \(\pi\) is a permutation of \(\{1, ..., n\}\), and \(C\) is an \(n\)-cell, say \(C = [s_1, ..., s_n]\), we denote by \(C^{\pi}\) the cell \(\langle \langle s_{\pi(1)}, ..., s_{\pi(n)} \rangle \rangle\).

Every cell \(\langle \langle s_1, ..., s_n \rangle \rangle\) is descending, and it coincides with \([s_1, ..., s_n]\) if and only if the latter is descending. So, for each \(n\)-cell \(C\) in \(\mathbb{Z}_n\), we have a family of \(n!\) descending \(n\)-cells \(C^{\pi}\) in \(\mathbb{Z}'_n\). The associated simplices make a partition of the cube associated with \(\mathbb{Z}_n\). For instance, in dimension 2, we have a partition of the square \([s, t]\) into the two triangles \(\langle \langle \tilde{\Delta}_{s, t}, t \rangle \rangle\) and \(\langle \langle \tilde{\Delta}_{s, t}, s \rangle \rangle\). Similarly, in dimension 3, we have the decomposition of the cube \([r, s, t]\) into the six tetrahedra shown in Figure 34.

**Figure 34. Decomposition of a cube into six tetrahedra.**

**Proof of Proposition 3.52 (sketch).** For every \(n\), define a \(\mathbb{Z}\mathbb{M}\)-linear map \(f_n : \mathbb{Z}_n \to \mathbb{Z}'_n\) by \(f_n(C) = \sum_{\pi \in \mathfrak{S}_n} \epsilon(\pi) C^{\pi}\). Then one easily checks that \(f_n\) is the identity on \(\mathbb{Z}'_n\), and the point is to prove that, for every \(n\)-cell \(C\), the equality \(\partial_n f_n(C) = f_{n-1}(\partial_n C)\), which, for \(n = 3\), essentially amounts to labeling the edges in Figure 34. So \(f_n\) provides a retraction from \(\mathbb{Z}_n\) to \(\mathbb{Z}'_n\). Now, we obtain the expected contracting homotopy by defining \(\sigma'_n : \mathbb{Z}'_n \to \mathbb{Z}'_{n+1}\) by \(\sigma'_n = f_{n+1} \sigma_n\). It follows that \((\mathbb{Z}'_n, \partial'_n)\) is an exact complex.

The interest of restricting to descending cells is clear: first, the length of the resolution, and the dimensions of the modules are drastically reduced; second, the differential is now given by Formula (3.51), which has \(n+1\) degree \(n\) terms only, instead of the \(2n\) terms of Formula (3.31). In good cases, we deduce an upper bound for the homological dimension.
Corollary 3.55 (dimension). If $S$ is a strong Garside family in a left-Ore category $\mathcal{C}$ that admits unique left-lcms and the height of every element of $S$ is bounded above by some constant $N$, the (co)homological dimension of $\text{Env}(\mathcal{C})$ is at most $N$.

Proof. By construction, the maximal length of a nontrivial descending $n$-cell is the maximal length of a decomposition of an element of $S$ as a product of nontrivial elements. By Proposition II.2.48 (finite height), this length is bounded by the height (Definition II.2.43).

Example 3.56 (dimension). In the case of $B_3$, considered as the group of fractions of the dual braid monoid $B_3^+$ as in Example 3.47, we have a homogeneous presentation and all elements of the Garside family $\{a, b, c, \Delta^+\}$ has height at most 2. So Corollary 3.55 implies that $H_3(B_3, \mathbb{Z})$ is trivial and the homological dimension of $B_3$ is at most 2.

3.5 Word Problem

We conclude with a few observations about Word Problems and their algorithmic complexity: as $S$-normal decompositions are essentially unique and effectively computable, they provide solutions.

We recall that the Word Problem for a category $\mathcal{C}$ with respect to a generating system $S$—which could be more adequately called the Path Problem—addresses the existence of an algorithm that, starting with (a proper encoding of) two $S$-paths $u, v$, determines whether $u$ and $v$ represent the same element of $\mathcal{C}$. If $\mathcal{C}$ is a groupoid, $u$ and $v$ represent the same element if and only if $uv$ represents an identity-element and it is customary to state the Word Problem as the one-parameter problem of determining whether a path represents an identity-element.

Definition 3.57 ($=^*\text{-map}$). If $S$ is a subfamily of a left-cancellative category $\mathcal{C}$, an $=^*\text{-map}$ for $S^\circ$ is a partial map $E$ from $S^\circ \times S^\circ$ to $\mathcal{C}^\circ$ such that $E(s, t)$ is defined whenever $s =^* t$ holds, and one has then $sE(s, t) = t$.

Algorithm 3.58 (Word Problem, positive case).

Context: A left-cancellative category $\mathcal{C}$, a Garside subfamily $S$ of $\mathcal{C}$, a $\square$-witness $\varphi$ and an $=^*\text{-map}$ $E$ for $S^\circ$

Input: Two $S^\circ$-paths $u, v$

Output: YES if $u$ and $v$ represent the same element of $\mathcal{C}$, NO otherwise

1: compute an $S$-normal decomposition $s_1|\cdots|s_p$ of $[u]$ using $\varphi$ and Algorithm 1.52
2: compute an $S$-normal decomposition $t_1|\cdots|t_q$ of $[v]$ using $\varphi$ and Algorithm 1.52
3: if $p < q$ holds then put $s_i := 1_y$ for $p < i \leq q$ and $u$ in $\mathcal{C}^\circ(-, y)$
4: if $p > q$ holds then put $t_i := 1_y$ for $p < i \leq q$ and $v$ in $\mathcal{C}^\circ(-, y)$
Proposition 3.59 (Word Problem, positive case). Assume that $S$ is a Garside family in a left-cancellative category $C$, $\varphi$ is a □-witness for $S$, and $E$ is an $\Rightarrow^\ast$-map for $S^\dagger$. Then Algorithm 3.58 solves the Word Problem of $C$ with respect to $S^\dagger$.

Proof. By Proposition 1.53, Algorithm 1.52 always succeeds. By Proposition 1.25, $[u] = [v]$ holds in $C$ if and only if $t_1 \cdots t_q$ is a $\Rightarrow^\ast$-deformation of $s_1 \cdots s_p$, hence if and only if, starting from $\epsilon_0 = 1_x$, there exist invertible elements $\epsilon_1, \epsilon_2, \ldots$ satisfying $\epsilon_{i-1} t_i = s_i \epsilon_i$ for every $i$, hence if and only if Algorithm 3.58 returns YES.

We recall that a family is called decidable (or recursive) if there exists an algorithm that can be implemented on a Turing machine and decides whether an element of the reference structure (specified using a convenient encoding) belongs or not to that family, and that a map is called computable (or recursive) if there exists an algorithm that can be implemented on a Turing machine and, starting from (encodings of) the arguments, leads to (the encoding of) the value.

Corollary 3.60 (Decidability). If $S$ is a Garside family in a left-cancellative category $C$ and there exist computable □- and $\Rightarrow^\ast$-maps for $S^\dagger$, the Word Problem of $C$ with respect to $S^\dagger$ is decidable. Moreover, if $S^\dagger$ is finite, the Word Problem of $C$ has a quadratic time complexity and a linear space complexity.

Proof. Whenever the maps $\varphi$ and $E$ are computable functions, Algorithm 1.52 is effective. In this case, Proposition 3.59 shows that the Word Problem of $C$ with respect to $S$ is decidable.

Assume moreover that $S^\dagger$ is finite. Then there exist a finite □-witness $\varphi$ and a finite $\Rightarrow^\ast$-map $E$ for $S^\dagger$. Then $\varphi$ and $E$ are computable in constant time and space. In this case, the time complexity of Algorithm 1.52 is proportional to the number of calls to $\varphi$ and $E$. As for $\varphi$, the number is quadratic in the length of the initial paths by Proposition 1.53. As for $E$, the number is linear in the length of the initial paths. Finally, the space complexity is linear as determining an $S$-normal decomposition of an element initially specified by a length $\ell$ path never requires to store more than $\ell$ elements of $S^\dagger$ at a time.

We now consider left-Ore categories and the Word Problem of their enveloping groupoid. We recall from Section II.4 that left-reversing a signed $S^\dagger$-path means recursively replacing subpaths of the form $s|t$ with equivalent paths $t|s$: as already explained in Subsection 2.5, this is what a short left-lcm witness enables one to do and, therefore, there is no problem in referring to left-reversing with respect to such a map.
Algorithm 3.61 (Word Problem, general case). (Figure 35)

Context: A left-Ore category $C$ that admits left-lcms, a strong Garside subfamily $S$ of $C$, a □-witness $\varphi$, a short left-lcm witness $\tilde{\theta}$ on $S^1$, and an $=$-map $E$ for $S^\dagger$

Input: A signed $S^\dagger$-path $w$

Output: YES if $w$ represents an identity-element in $E_{nv}(C)$, NO otherwise

1: use $\tilde{\theta}$ to left-reverse $w$ into a negative–positive path $\tilde{vu}$
2: compare $[u]$ and $[v]$ using Algorithm 3.58 and return the answer

Figure 35. Algorithm 3.61 use the left-lcm witness $\tilde{\theta}$ to left-reverse $w$ into a negative–positive path.

Proposition 3.62 (Word Problem). If $S$ is a strong Garside family in a left-Ore category $C$ that admits left-lcms, Algorithm 3.61 solves the Word Problem of $E_{nv}(C)$ with respect to $S^\dagger$.

Proof. The conjunction of $s' = \tilde{\theta}(s, t)$ and $t' = \tilde{\theta}(t, s)$ implies $ts^{-1} = s'^{-1}t'$ in $E_{nv}(C)$, hence $w$ represents an identity-element of $E_{nv}(C)$ if and only if $\tilde{vu}$ does, that is, if $u$ and $v$ represent the same element of $C$, hence to a positive answer of Algorithm 1.52 running on $u$ and $v$.

Remark 3.63. The signed path $\tilde{vu}$ occurring in Algorithm 3.61 need not be symmetric $S$-normal in general. By Proposition 2.37, this happens if the initial path $w$ is positive–negative. In other cases, we can say nothing: for instance, if $s$ is a non-invertible element of $S$, Algorithm 3.61 running on $\tilde{s}|s$ leads (in zero left-reversing step) to the signed path $\tilde{s}|s$, which is not symmetric $S$-normal ($s$ is not left-disjoint from itself). If we wish to obtain a symmetric $S$-normal decomposition of the element represented by $w$, and $C$ is an Ore (and not only left-Ore) category, we first use common right-multiples to right-reverse $w$ into a positive–negative path, as done in Algorithm 3.61.
Corollary 3.64 (decidability of Word Problem). If \( S \) is a strong Garside family in a left-Ore category \( \mathcal{C} \) and there exist a computable \( \square \)-witness, a computable left-lcm witness on \( S^2 \), and a computable \( =^* \)-maps for \( S^2 \), the Word Problem of \( \mathcal{E} \text{iv}(\mathcal{C}) \) with respect to \( S^2 \) is decidable. Moreover, if \( S^2 \) is finite, the Word Problem of \( \mathcal{E} \text{iv}(\mathcal{C}) \) has a quadratic time complexity and a linear space complexity.

Proof. Whenever the maps \( \varphi, \tilde{\theta}, \) and \( E \) are computable, Algorithm 3.58 is effective, so Proposition 3.62 shows that the Word Problem of \( \mathcal{C} \) with respect to \( S \) is decidable.

If \( S^2 \) is finite, then, as in the positive case, the maps \( \varphi, \tilde{\theta}, \) and \( E \) are finite, hence computable in constant time and space. The time complexity of Algorithm 3.61 is proportional to the number of calls to \( \varphi, \tilde{\theta} \) and \( E \). Assuming that the initial path contains \( p \) negative and \( q \) positive entries, one calls \( \tilde{\theta} \) at most \( pq \) times, and, then, running Algorithm 3.58 on \( u \) and \( v \) requires at most \( O(\max(p, q)^2) \) steps. So the overall time complexity lies in \( O((p + q)^2) \), hence quadratic with respect to \( \lg(w) \). As in the positive case, the space complexity is linear as left-reversing a signed \( S \)-path using a short complement does not increase its length.

Example 3.65 (Word Problem). Consider the braid group \( B_3 \) again (Reference Structure, page 5), and the Garside family \( \{1, a, b, ab, ba, \Delta \} \) in the braid monoid \( B_3^+ \), where \( \Delta \) stands for \( aba \). One easily computes the table below for the associated square witness and left-lcm witness (which are unique as there is no nontrivial invertible element):

<table>
<thead>
<tr>
<th>( \varphi, \tilde{\theta} )</th>
<th>1</th>
<th>a</th>
<th>b</th>
<th>ab</th>
<th>ba</th>
<th>( \Delta )</th>
</tr>
</thead>
<tbody>
<tr>
<td>l</td>
<td>1,1</td>
<td>1,1</td>
<td>b, l, 1</td>
<td>ab, l, 1</td>
<td>ba, l, 1</td>
<td>( \Delta ), l, 1</td>
</tr>
<tr>
<td>a</td>
<td>a, l, a</td>
<td>a, a, l</td>
<td>ab, l, ba</td>
<td>a, ab, b</td>
<td>( \Delta ), l, 1</td>
<td>( \Delta ), b, 1</td>
</tr>
<tr>
<td>b</td>
<td>b, l, b</td>
<td>ba, l, ab</td>
<td>b, l, ( \Delta )</td>
<td>l, b, ( \Delta )</td>
<td>b, ba, a</td>
<td>( \Delta ), a, 1</td>
</tr>
<tr>
<td>ab</td>
<td>ab, l, ab</td>
<td>( \Delta ), l, ba</td>
<td>ab, b, a</td>
<td>( \Delta ), b, 1</td>
<td>ab, ba, a</td>
<td>( \Delta ), ba, 1</td>
</tr>
<tr>
<td>ba</td>
<td>ba, l, ba</td>
<td>ba, a, b</td>
<td>( \Delta ), l, ab</td>
<td>ba, ab, a</td>
<td>( \Delta ), a, 1</td>
<td>( \Delta ), ab, 1</td>
</tr>
<tr>
<td>( \Delta )</td>
<td>( \Delta ), l, ( \Delta )</td>
<td>( \Delta ), a, ba</td>
<td>( \Delta ), b, ba</td>
<td>( \Delta ), ab, b</td>
<td>( \Delta ), ba, a</td>
<td>( \Delta ), ( \Delta ), 1</td>
</tr>
</tbody>
</table>

For instance, we read that the normal decomposition of \( ab|a \) is \( \Delta|l \), and that the left-lcm of \( ab \) and \( a \) is \( b \cdot ab \) and \( ab \cdot a \). Consider the signed word \( b|a|b|\delta|b|a \). Applying Step 1 of Algorithm 3.61 that is, left-reversing using \( \tilde{\theta} \), returns the negative–positive word \( b|a|b|\delta|b|a \). Next, applying Step 2, that is, normalizing, to the positive words \( a|a \) and \( 1|ba|b|a \) returns \( a|a \) and \( \Delta|a|1|1 \), which do not coincide up to adding final 1s. We conclude that the initial word does not represent 1 in \( B_3 \).

Exercises

Exercise 27 (monoid \( \mathbb{N} \)). (i) Consider \( S = \{n\} \) in the additive monoid \( (\mathbb{N}, +) \). Show that the \( S \)-greedy paths of length-two are the \( n \) pairs \( 0|0, 1|0, \ldots, n - 1|0 \), plus all pairs
3 Geometric and algorithmic properties

Let $n_1, n_2$ with $n_1 \geq n$. Deduce that, for $n \geq 1$, the only $S$-normal pair is $n/n$. (ii) Assume that $S$ is a finite subset of $\mathbb{N}$ with maximal element $n$. Show that the $S$-normal paths of length-two are the pairs $n|q$ with $q \in S$, plus the pairs $p|0$ with $p \in S$ if 0 lies in $S$. (iii) Show that $\{0, 1, \ldots, n\}$ is a Garside family in $\mathbb{N}$, but $\{0, 1, 3\}$ is not. [Hint: Show that the $\{0, 1, 3\}$-normal pairs are $0|0, 1|0, 3|0, 3|1, \text{ and } 3|3$, and conclude that 2 has no $\{0, 1, 3\}$-normal decomposition.]

**Exercise 28** (invertible). Assume that $C$ is a left-cancellative category and $S$ is included in $C$. Show that, if $g_1 \cdots g_p$ belongs to $S$, then $g_1 \cdots |g_p$ being $S$-greedy implies that $g_2, \ldots, g_p$ are invertible.

**Exercise 29** (deformation). Assume that $C$ is a left-cancellative category. Show that a path $g_1 \cdots |g_p$ is a $C^*$-deformation of $f_1 \cdots |f_p$, if and only if $g_1 \cdots g_i =^* f_1 \cdots f_i$ holds for $1 \leq i \leq \max(p, q)$, the shorter path being extended by identity-elements if needed.

**Exercise 30** (dropping left-cancellativity). Assume that $C$ is a category. Say that an element $f$ is pseudo-invertible if it admits a pseudo-inverse, defined as $f'$ such that there exist $g, g'$ satisfying $gf = g'$ and $g'f' = g$. (i) Show that $f$ is pseudo-invertible if and only if there exists $g$ satisfying $gf = g'$. (ii) Show that, if $C$ is left-cancellative, then a pseudo-inverse is an inverse. (iii) Declare that two elements $g, g'$ are pseudo-equivalent if there exist pseudo-invertible elements $f, f'$ satisfying $gf' = fg'$. Prove that, if $s_1 \cdots |s_p$ and $s'_1 \cdots |s'_p$ are strongly $S$-normal decompositions of some element $g$, in the sense of Remark [14] and $p \geq p'$ holds, then $s_i$ is pseudo-equivalent to $s'_i$ for $i \leq p$, and $s'_i$ is pseudo-equivalent to $1_p$ for $p < i \leq p'$.

**Exercise 31** (algebraic description of normalization). Assume that $S$ is a Garside family in a left-cancellative category $C$ with no nontrivial invertible element. Let $\varphi$ be the function from $(S \cup \{1\})^2$ to itself that associates with every pair $s_1|s_2$ the unique $S$-normal pair $t_1|t_2$ satisfying $t_1t_2 = s_1s_2$. (i) Show that, for every $s_1|s_2|s_3$ in $S^3$, the $S$-normal decomposition of $s_1s_2s_3$ is the image of $s_1|s_2|s_3$ under $\varphi_{23}\varphi_{12}\varphi_{13}$, where $\varphi_{ij}$ means $\varphi$ applied to the $i$th and $j$th entries. (ii) Extend the result to $S^3$. [Hint: The result is $\varphi_{p-1,p} \cdots \varphi_{2,3}\varphi_{1,2} \cdots \varphi_{p-1, p}$, and $\varphi_{ij}$ is idempotent, that is, satisfies $\varphi^2 = \varphi$, and satisfies $\varphi_{p-1, p} \cdots \varphi_{2,3}\varphi_{1,2} \cdots \varphi_{p-1, p} = \varphi_{1,2}\varphi_{2,3}\varphi_{1,2} \cdots \varphi_{p-1, p}$, and $\varphi_{1,2}$ holds whenever the second domino rule is valid for $S$ in $C$. (v) Conversely, assume that $S$ is a subfamily of an arbitrary category $C$ and $\varphi$ is a partial map from $S^3$ that is defined on length-two paths, is idempotent, and satisfies $(\ast)$. Show that $\varphi$ defines unique decompositions for the elements of $C$.

**Exercise 32** (left-disjoint). Assume that $C$ is a left-cancellative category, and $f, g$ are left-disjoint elements of $C$. Show that, for every invertible element $\epsilon$ such that $\epsilon f$ is defined, $\epsilon f$ and $\epsilon g$ are left-disjoint. [Hint: Use a direct argument or the fourth domino rule.]

**Exercise 33** (left-disjoint). Assume that $C$ is a left-cancellative category, $f$ and $g$ are left-disjoint elements of $C$, and $f$ left-divides $g$. Show that $f$ is invertible.

**Exercise 34** (normal decomposition). Give a direct argument from deriving Corollary [2.50] from Proposition [2.47] in the case when $S$ is strong.
**Exercise 35 (Garside base).** (i) Let $G$ be the category whose diagram is shown on the right, and let $S = \{a, b\}$. Show that $G$ is a groupoid with nine elements, $S$ is a Garside base in $G$, the subcategory $C$ of $G$ generated by $S$ contains no nontrivial invertible element, but $C$ is not an Ore category. Conclusion?

(ii) Let $G$ be the category whose diagram is on the right, let $S = \{\epsilon, a\}$, and let $C$ be the subcategory of $G$ generated by $S$. Show that $G$ is a groupoid and every element of $G$ admits a decomposition that is symmetric $S$-normal in $C$. Show that $\epsilon a$ admits a symmetric $S$-normal decomposition and no $S$-normal decomposition. Is $S$ a Garside family in $C$? Conclusion?

**Notes**

**Sources and comments.** The principle of constructing a distinguished decomposition by iteratively extracting the maximal left-divisor of the current remainder appears, in the case of braids, in the PhD thesis of E.A. El-Rifai prepared under the supervision of H. Morton, a part of which appeared as [116]. It also explicitly appears in the notes circulated by W. Thurston [223] around 1988, which have subsequently appeared in an almost unchanged form as Chapter 9 of [118]. The idea is not mentioned in Garside [124], but, according to H. Morton (personal communication), it can be considered implicit in F.A. Garside’s PhD thesis [123], at least in the form of extracting the maximal power of $\Delta$ that left-divides a given positive braid. It seems that the construction of the symmetric normal decompositions for the elements of the groupoid of fractions goes back to the book by D. Epstein et al. [118].

The current development is formally new. The interest of replacing the standard notion, which defines the normality of $g_1 | g_2$ by only considering the left-divisors of $g_1 | g_2$, with the stronger notion of Definition 1.1, which involves all divisors of $fg_1 g_2$ and not only of $g_1 | g_2$, is to allow for simple general results that almost require no assumption on the reference family $S$. In particular, uniqueness is essentially for free in this way.

The diagrammatic mechanism of the greedy normal form was certainly known to many authors. Diagrams similar to those used in this text appear for instance in Charney [54, 55]. The (first and second) domino rules appear in [80] and, more explicitly, in D.–Lafont [98] and in [87].

The result that normal and symmetric normal decompositions are geodesic appears in Charney [55], and it is explicitly mentioned for instance in Epstein et al. [118]. The Grid Property (Proposition 3.11) seems to be a new result, extending previous observations of D. Krammer in the case of braids. The results about the Fellow Traveler property and the existence of a (sort of) automatic structure is a direct extension of [118], whereas the few remarks about combinatorics follow [85].

The results of Subsection 3.4 come from D.–Lafont [98], using the mechanism of the normal form (precisely the third domino rule) to extend an approach developed by Squier [215] for Artin–Tits groups that heavily depends on the symmetry of the Coxeter
relations, see also Squier [214] and Lafont [166]. An alternative approach was developed by R. Charney, J. Meier, and K. Whittlesey in [57], building on Bestvina’s paper [15]. Both approaches are essentially equivalent, but the construction of [57] requires stronger assumptions, as only Garside groups and monoids are relevant. Assuming that $G$ is a Garside group, and $\Delta$ is a Garside element in some Garside monoid $M$ of which $G$ is a group of fractions, the approach of [57] consists in constructing a finite $K(\pi, 1)$ for $G$ by introducing a flag complex whose 1-skeleton is the fragment of the Cayley graph of $G$ associated with the divisors of $\Delta$. The main point is that this flag complex is contractible. Considering the action of $G$ on the flag complex leads to an explicit free resolution of $\mathbb{Z}$ by $\mathbb{Z}G$-modules, which happens, in the considered cases, to coincide with the one of Proposition 3.52 up to a change of variables analogous to the one involved where one goes from a standard resolution to a bar resolution [43], namely

$$[[s_1, \ldots, s_n]] \leftrightarrow [s_1/s_2, s_2/s_3, \ldots, s_{n-1}/s_n, s_n],$$

which is bijective whenever the ambient monoid is right-cancellative. Translating (3.51) then gives for the differential of the new complex the classical bar resolution formula

$$t_1(t_2, \ldots, t_n) + \sum_{i=1}^{n-1} (-1)^i(t_1, \ldots, t_it_{i+1}, \ldots, t_n) + (-1)^n(t_1, \ldots, t_{n-1}).$$

So the resolution of [57] is a sort of bar resolution restricted to divisors of the Garside element, which makes the nickname “gar resolution” once proposed by D. Bessis—who used “gar nerve” in [8]—quite natural. Note that the usual standard and bar resolutions correspond to the case when the considered Garside family is the whole ambient category. We refer to D.–Lafont [98] for the description of still another (more efficient) resolution based on a well-ordering of the cells in the spirit of Y. Kobayashi’s work on the homology of rewriting systems [157].

Exercise 31 is due to D. Krammer and led to studying an extension of Coxeter and Artin–Tits groups in which the relations involve words of unequal length [164].

**Further questions.** At this relatively early point in the text, the mechanism of the normal form is fairly simple and not so many questions naturally arise. With Algorithms 2.46 and 2.49, we gave effective methods for left-multiplying and right-dividing a symmetric normal path by an element of the reference Garside family.

**Question 4.** Under the assumptions of Proposition 1.49 does there exist effective methods for right-multiplying and left-dividing a symmetric normal path by an element of $\mathcal{S}^?$? As there exist effective methods for normalizing an arbitrary path, a positive answer is granted. But what we ask for is a method similar in spirit to Algorithms 2.46 and 2.49. We doubt that a general solution exists, but the question is whether the second domino rule might help here. A positive answer will be given in Chapter V below in the special case when the considered Garside family is bounded.

A number of questions potentially arise in connection with the geometrical properties involving normal decompositions, a theme that we do not treat with full details in this text. The Grid Property (Proposition 3.11) seems to be a strong convexity statement, a combinatorial analog of convex sets in real vector spaces or in real hyperbolic spaces.
Question 5. Does the Grid Property characterize (in some sense) Garside groups?

In other words, which properties of Garside group(oid)s follow from the Grid Property? By the way, it would be desirable to exhibit examples of group(oid)s not satisfying the Grid Property. Natural candidates could be groups whose Cayley graph includes patterns of the form shown on the right, where the diagonal arrows do not cross.

Another related problem is

Question 6. Assume that \( C \) is a cancellative category (with no nontrivial invertible element) and \( S \) is a (perfect) Garside family in \( C \). Does some counterpart of the Grid Property involve right-disjoint decompositions of the form \( fg^{-1} \) for the elements of \( \mathcal{E}_{\text{inv}}(C) \)?

The definitions of \( S \)-normality and left-disjointness are not symmetric, so the answer is not clear. More generally, very little is known about right-fractionary decompositions \( fg^{-1} \) in the general case—see Subsection [V.3.4] for a discussion in the special context of bounded Garside families.

In the direction of Subsection [3.4] it is natural to raise

Question 7. What is (under suitable assumptions) the connection between the chain complex constructed using the Garside structure in Proposition [3.52] and the Deligne–Salvetti resolution of \([101, 205]\)?

A precise connection with the approach of [57] is established in [98], but it seems that, at the moment, nothing explicit exists for the Deligne–Salvetti complex. See Bessis [7] for further discussions of such questions.

We conclude with a more speculative point:

Question 8. Does an abstract normalization process in the vein of Exercise [31] lead to (interesting) unique normal decompositions in cases beyond the range of the current Garside approach?

Vague as it is, the answer to Question [8] is certainly positive. For instance, we will see in Example [V.2.34] below that the monoid \( \langle a, b \mid ab = ba, a^2 = b^2 \rangle^+ \) admits no proper Garside family, that is, no Garside family other than the whole monoid and, therefore, no nontrivial normal form can be obtained by means of \( S \)-normal decompositions as defined above. However, defining \( \varphi(a|a) = b|b, \varphi(b|a) = a|b, \) and \( \varphi(w) = w \) for the other pairs leads to a unique normal form on the above monoid, see [145] and [97].

Let us also mention another possible approach consisting in first introducing by explicit (local) axioms the notion of a \textit{Garside graph} and then defining a Garside group as a group that acts faithfully on a Garside graph, in the sense that there are finitely many orbits of vertices and of edges, and every nontrivial element of the group moves at least one vertex. We refer to Krammer [159] for preliminary developments in this direction; essentially, one should be able to recover results like the domino rules and the Grid Property and, from there, establish the connection with the current approach.

In a completely different direction, one can also wonder whether the current normal decompositions based on a Garside family could be merged with the alternating and rotating normal forms of braids, see Burckel [44], D. [86], and Fromentin [122]: in the
latter cases, one keeps the idea of extracting a maximal fragment lying in some families but, here, the involved families consist of (several) submonoids rather than of a Garside family.
Chapter IV
Garside families

We have seen in Chapter III how to construct essentially unique decompositions for the elements of a category $C$, and of the enveloping groupoid of $C$ when the latter is a left-Ore category that admits left-lcms, once some subfamily $S$ of $C$ has been chosen and it is what we called a Garside family. When doing so, we defined Garside families to be the ones that make the construction possible, but, so far, we did not give practical characterizations of such families. The aim of this chapter is to fill this gap and provide alternative definitions of Garside families (and of greedy paths) that apply in particular to the many examples of Chapter I and make the connection with Garside monoids straightforward.

We shall consider several contexts. In Section 1, we consider the general case, when the ambient category is supposed to satisfy no extra assumption beyond left-cancellativity. The main results are Propositions 1.24 and 1.50 which give several criteria characterizing Garside families, in terms of closure properties and of head functions respectively. Then, in Section 2 we consider more special contexts, typically when the ambient category satisfies Noetherianity conditions or when the existence of least common multiples is guaranteed. Then some of the conditions characterizing Garside families take a special form or are even automatically satisfied, resulting in more simple criteria: for instance, Noetherianity assumptions give the existence of a head for free, thus reducing the property of being a Garside family to being closed under right-comultiple and right-divisor (Proposition 2.11), whereas the existence of unique right-lcms reduces the properties of being closed under right-comultiple and right-divisor to the condition that the right-lcm and the right-complement of two elements of the family lies in the family (Proposition 2.40). Finally, we develop in Section 3 some geometrical and algorithmic consequences of the closure properties investigated in Section 1. The main results are Propositions 3.6 and 3.11 where we show that every Garside family naturally gives rise to presentations of the ambient category and, possibly, of its enveloping groupoid, that satisfy quadratic isoperimetric inequalities (Proposition 3.11).

Main definitions and results (in abridged form)

**Definition 1.1 (closure I).** (i) A subfamily $S$ of a left-cancellative category $C$ is said to be closed under right-divisor if every right-divisor of an element of $S$ is an element of $S$, that is, if the conjunction of $st' = t$ in $C$ and $t \in S$ implies $t' \in S$. (ii) In the same context, $S$ is said to be closed under right-quotient if the conjunction of $st' = t$ in $C$ and $s \in S$ and $t \in S$ implies $t' \in S$.

**Definition 1.3 (closure II).** (i) A subfamily $S$ of a left-cancellative category $C$ is said to be closed under right-comultiple if every common right-multiple of two elements $s, t$ of $S$
Proposition 1.20 (recognizing greedy). Assume $C$ is a right-multiple of a common right-multiple of $s, t$ lying in $S$. (i) In the same context, $S$ is said to be closed under right-complement if, when $s, t$ lie in $S$ and $sg = tf$ holds in $C$, there exist $s', t'$ in $S$ and $h$ in $C$ satisfying $st' = ts', f = s'h$, and $g = t'h$.

Definition 1.10 (head). We say that $s$ is an $S$-head of $g$ if $s$ lies in $S$, it left-divides $g$, and every element of $S$ that left-divides $g$ left-divides $s$.

Proposition 1.23 (Garside closed). Assume $S$ is a subfamily of a left-cancellative category $C$ such that $S$ is closed under right-comultiple and $S'$ generates $C$ and is closed under right-divisor. Then, for every path $s|g$ in $S'|C$, the following are equivalent: (i) The path $s|g$ is $S$-greedy; (ii) For every $t$ in $S$, the relation $t \preceq sg$ implies $t \preceq s$, that is, $s$ is an $S$-head of $sg$; (iii) Every element $h$ of $C$ satisfying $sh \in S$ and $h \preceq g$ is invertible.

Proposition 1.24 (recognizing Garside II). If $S$ is a Garside family in a left-cancellative category, then $S$ is closed under right-comultiple and $S'$ is closed under right-comultiple, right-complement, and right-divisor.

Definition 1.42 (head function). If $S$ is a subfamily of a left-cancellative category $C$, an $S$-head function is a partial map $H$ from $C$ to $S$ such that $\text{Dom}H$ includes $C \setminus C^s$ and $H(g)$ is an $S$-head of $g$ for every $g$ in $\text{Dom}H$. An $S$-head function is called sharp if $g' \equiv g$ implies $H(g') = H(g)$.

Definition 1.47 (sharp $\mathcal{H}$-law, $\mathcal{H}$-law). A (partial) function $H$ from a category $C$ into itself satisfies the $\mathcal{H}$-law (resp. the sharp $\mathcal{H}$-law) if $H(fg) = H(fH(g))$ (resp. $\equiv$) holds whenever the involved expressions are defined.

Proposition 1.50 (recognizing Garside III). Assume that $C$ is a left-cancellative category and $S$ is a subfamily of $C$ such that $S'$ generates $C$. Then $S$ is a Garside family if and only if (i) There exists an $S$-head function that satisfies the sharp $\mathcal{H}$-law; (ii) There exists an $S$-head function that satisfies the $\mathcal{H}$-law; (iii) There exists a map $H : C \setminus C^s \to S$.
that preserves $\preceq$, satisfies $H(g) \preceq g$ (resp. $H(g) = g$) for every $g$ in $\mathcal{C} \setminus \mathcal{C}^\times$ (resp. in $\mathcal{S} \setminus \mathcal{C}^\times$), and satisfies the $H$-law.

**Definition 2.1 (solid).** A subfamily $S$ of a category $\mathcal{C}$ is said to be solid in $\mathcal{C}$ if $S$ includes $1_\mathcal{C}$ and it is closed under right-divisor.

**Proposition 2.7 (recognizing Garside, solid case).** A solid subfamily $S$ in a left-cancellative category $\mathcal{C}$ is a Garside family if and only if $S$ generates $\mathcal{C}$ and one of the following equivalent conditions is satisfied:

1. Every non-invertible element of $\mathcal{C}$ admits an $S$-head;
2. The family $S$ is closed under right-complement and every non-invertible element of $S^\times$ admits an $S$-head;
3. The family $S$ is closed under right-comultiple and every non-invertible element of $S^\times$ admits a $\prec$-maximal left-divisor lying in $S$.

**Proposition 2.18 (solid Garside in right-Noetherian).** For every solid generating subfamily $S$ in a left-cancellative category $\mathcal{C}$, the following are equivalent:

1. The category $\mathcal{C}$ is right-Noetherian and $S$ is a Garside family in $\mathcal{C}$;
2. The family $S$ is locally right-Noetherian and closed under right-comultiple.

**Proposition 2.25 (recognizing Garside, right-mcm case).** A subfamily $S$ of a left-cancellative category $\mathcal{C}$ that is right-Noetherian and admits right-mcms is a Garside family if and only if $S^\circ$ generates $\mathcal{C}$ and satisfies one of the following equivalent conditions:

1. The family $S^\circ$ is closed under right-mcm and right-divisor;
2. The family $S^\circ$ is closed under right-mcm and right-complement.

**Corollary 2.29 (recognizing Garside, right-lcm case).** A subfamily $S$ of a left-cancellative category $\mathcal{C}$ that is right-Noetherian and admits conditional right-lcms is a Garside family if and only if $S^\circ$ generates $\mathcal{C}$ and satisfies one of the equivalent conditions:

1. The family $S^\circ$ is closed under right-lcm and right-divisor;
2. The family $S^\circ$ is closed under right-lcm and right-complement.

**Proposition 2.40 (recognizing Garside, right-complement case).** A subfamily $S$ of a left-cancellative category $\mathcal{C}$ that is right-Noetherian and admits unique conditional right-lcms is a Garside family if and only if $S^\circ$ generates $\mathcal{C}$ and is closed under right-lcm and right-complement.

**Proposition 3.6 (presentation).** If $S$ is a Garside family in a left-cancellative category $\mathcal{C}$, then $\mathcal{C}$ admits the presentation $\langle S^\circ | R_{\mathcal{C}}(S^\circ) \rangle$, where $R_{\mathcal{C}}(S^\circ)$ is the family of all valid relations $r = t$ with $r, s, t$ in $S^\circ$.

**Proposition 3.11 (isoperimetric inequality).** If $S$ is a strong Garside family in a left-Ore category $\mathcal{C}$ that admits left-lcms, then $\mathcal{E}(\mathcal{C})$ satisfies a quadratic isoperimetric inequality with respect to the presentations $\langle S^\circ, R_{\mathcal{C}}(S^\circ) \rangle$ and $\langle S \cup \mathcal{C}^\times, R_{\mathcal{C}}(S) \rangle$. 
1 The general case

The aim of this section is to provide new definitions of Garside families that are more easily usable than the original definition of Chapter III and the characterization of Proposition III.39. The main technical ingredients here are closure properties, that is, properties asserting that, when some elements $s, t$ lie in the considered family $S$, then some other elements connected with $s$ and $t$ also lie in $S$.

The section contains four subsections. In Subsection 1.1, we introduce various closure properties and establish connections between them. In Subsection 1.2, we deduce new characterizations of Garside families in terms of closure properties. In Subsection 1.3, we obtain similar characterizations for strong and perfect Garside families. Finally, in Subsection 1.4, we establish further characterizations of Garside families in terms of what we call head functions.

1.1 Closure properties

As explained above, we shall establish new characterizations of Garside families involving several closure properties. In this subsection, we introduce these properties and establish various connections between them.

We recall that, for $f, g$ in a category $C$, we say that $f$ is a left- (resp. right-) divisor of $g$ or, equivalently, that $g$ is a right- (resp. left-) multiple of $f$, if $g = fg'$ (resp. $g = g'f$) holds for some $g'$. We also recall that $S^C$ stands for $SC \times C \cup C \times C$.

**Definition 1.1 (closure I).** (i) A subfamily $S$ of a left-cancellative category $C$ is said to be closed under right-divisor if every right-divisor of an element of $S$ is an element of $S$, that is, if the conjunction of $st' = t$ in $C$ and $t \in S$ implies $t' \in S$.

(ii) In the same context, $S$ is said to be closed under right-quotient if the conjunction of $st' = t$ in $C$ and $s \in S$ and $t \in S$ implies $t' \in S$.

There exist obvious connections between the above two notions.

**Lemma 1.2.** Assume that $C$ is a left-cancellative category and $S$ is a subfamily of $C$.

(i) If $S$ is closed under right-divisor, then it is closed under right-quotient.

(ii) If $S$ generates $C$ and is closed under right-quotient, then it is closed under right-divisor.

**Proof.** Point (i) is clear from the definition. For (ii), assume $gs = t$ with $t \in S$. If $g$ is an identity-element, we deduce $s = t \in S$. Otherwise, by assumption, there exist $s_1, \ldots, s_p$ in $S$ satisfying $g = s_1 \cdots s_p$. As $S$ is closed under right-quotient, $gs \in S$, which is $s_1(s_2 \cdots s_p) \in S$ implies $s_2 \cdots s_p s \in S$, then similarly $s_3 \cdots s_p s \in S$, and so on until $s \in S$. Hence $S$ is closed under right-divisor in $C$. 


Definition 1.3 (closure II). (See Figure[1]) (i) A subfamily S of a left-cancellative category C is said to be closed under right-comultiple if every common right-multiple of two elements s, t of S (if any) is a right-multiple of a common right-multiple of s, t lying in S.

(ii) In the same context, S is said to be closed under right-complement if, when s, t lie in S and sg = tf holds in C, there exist s', t' in S and h in C satisfying st' = ts', f = s'h, and g = t'h.

Figure 1. Closure under right-comultiple (left) and right-complement (right): every diagram corresponding to a common right-multiple of elements of S splits, witnessing for a factorization through a common right-multiple of a special type: in the case of closure under right-comultiple, the diagonal of the square lies in S, whereas, in the case of closure under right-complement, the edges lie in S.

Remark 1.4. The correspondence between the definition of closure under right-comultiple and the diagram of Figure[1] is valid only in the context of a left-cancellative category. Indeed, the diagram splitting amounts to the relation

(1.5) If s, t lie in S and sg = tf holds in C, there exist f', g', h satisfying sg' = tf', f = f'h, g = g'h, and such that sg' lies in S,

whereas Definition 1.3 (ii) corresponds to

(1.6) If s, t lie in S and sg = tf holds in C, there exist f', g', h satisfying

sg' = tf', tf = tf'h, sg = sg'h, and such that sg' lies in S.

Clearly, (1.5) implies (1.6), but the converse implication is guaranteed only if one can left-cancel s and t in the last two equalities of (1.5).

Example 1.7 (closure). Assume that (M, ∆) is a Garside monoid (Definition I.2.1). Then the family Div(∆) is closed under right-divisor, right-comultiple, and right-complement. As for closure under right-divisor, it directly follows from the definition: if t is a left-divisor of ∆ and t' is a right-divisor of t, then, as t is also a right-divisor of ∆, the element t' is a right-divisor of ∆, hence a left-divisor of ∆.

Next, assume that s, t lies in Div(∆) and sg = tf holds. By definition of a Garside monoid, s and t admit a right-lcm, say h, hence sg is a right-multiple of h. On the other hand, ∆ is a right-comultiple of s and t, hence it is a right-comultiple of their right-lcm h. In other words, h lies in Div(∆), and Div(∆) is closed under right-comultiple.

Finally, with the same assumptions, let us write h = st' = ts'. As h left-divides ∆ and Div(∆) is closed under right-divisor, s' and t' belong to Div(∆). So Div(∆) is closed under right-complement.
The first observation is that the conjunction of closures under right-divisor and right-comultiple implies the closure under right-complement, and even more.

**Lemma 1.8.** Assume that $C$ is a left-cancellative category and $S$ is a subfamily of $C$ that is closed under right-divisor and right-comultiple. Then

\begin{equation}
\text{If } s, t \text{ lie in } S \text{ and } sg = tf \text{ holds in } C, \text{ there exist } s', t' \text{ in } S \text{ and } h \text{ in } C \text{ satisfying } st' = ts', f = s'h, \text{ and } g = t'h. \text{ In addition, } st' \text{ lies in } S.
\end{equation}

In particular, $S$ is closed under right-complement.

**Proof.** Assume $sg = tf$ with $s, t \in S$. As $S$ is closed under right-comultiple, there exist $s', t', h$ satisfying $st' = ts' \in S$, $f = s'h$, and $g = t'h$. Now, $s'$ is a right-divisor of $ts'$, which lies in $S$, hence $s'$ must lie in $S$ and, similarly, $t'$ must lie in $S$.

The closure property of (1.9) corresponds to the diagram shown aside, which is a fusion of the two diagrams of Figure 1: the common multiple relation factors through a small common multiple relation in which both the edges and the diagonal of the square lie in the considered family $S$.

In addition to closure properties, we shall also appeal to the following notion, which corresponds to the intuition of a maximal left-divisor lying in $S$.

**Definition 1.10 (head).** If $S$ is a subfamily of a left-cancellative category $C$, an element $s$ of $S$ is called an $S$-head of an element $g$ of $C$ if $s$ left-divides $g$ and every element of $S$ left-dividing $g$ left-divides $s$.

**Example 1.11 (head).** If $(M, \Delta)$ is a Garside monoid, every element $g$ of $M$ admits a $\text{Div}(\Delta)$-head, namely the left-gcd of $g$ and $\Delta$. Indeed, every left-divisor of $g$ that lies in $\text{Div}(\Delta)$ is a common left-divisor of $g$ and $\Delta$, hence a left-divisor of their left-gcd.

There exists a simple connection between the existence of an $S$-head and closure of $S$ under right-comultiple.

**Lemma 1.12.** If $S$ is a subfamily of a left-cancellative category $C$ and every non-invertible element of $C$ admits an $S$-head, then $S$ is closed under right-comultiple.

**Proof.** Assume that $s, t$ lie in $S$ and $h$ is a common right-multiple of $s$ and $t$. If $h$ is invertible, then so are $s$ and $t$, and $h$ is a right-multiple of $s$, which is a common right-multiple of $s$ and $t$ lying in $S$. Assume now that $h$ is not invertible. Then, by assumption, $h$ admits an $S$-head, say $r$. Now, by assumption again, $s$ left-divides $h$ and it lies in $S$, hence, by definition of an $S$-head, $s$ left-divides $r$. The same argument shows that $t$ left-divides $r$. So $h$ is a right-multiple of $r$, which is a common right-multiple of $s$ and $t$ lying in $S$. Hence $S$ is closed under right-comultiple.
Next, we establish transfer results between $S$ and $S^\sharp$.

**Lemma 1.13.** Assume that $S$ is a subfamily of a left-cancellative category $\mathcal{C}$.

(i) If $S$ is closed under right-divisor, then $S^\sharp$ is closed under right-divisor too.

(ii) The family $S$ is closed under right-comultiple if and only if $S^\sharp$ is.

(iii) If $S$ is closed under right-complement and $C^\circ S \subseteq S$ holds, then $S^\sharp$ is closed under right-complement too.

**Proof.** (i) Assume that $S$ is closed under right-divisor, $t$ lies in $S^\sharp$ and $t'$ right-divides $t$. If $t$ is invertible, then so is $t'$, and therefore $t'$ lies in $S^\sharp$. Otherwise, we can write $t = se$ with $s$ in $S$ and $e$ in $\mathcal{C}^\circ$. The assumption that $t'$ right-divides $t$ implies that $t'e^{-1}$ right-divides $s$. Hence $t'e^{-1}$ lies in $S$, and therefore $t'$ lies in $S^\circ S^\circ$, hence in $S^\sharp$. Hence $S^\sharp$ is closed under right-divisor.

The proof of (ii) and (iii) is similar: the closure of $S^\sharp$ (almost) trivially implies that of $S$ and, conversely, the case of invertible elements is trivial and the case of elements of $S^\circ S^\circ$ is treated by applying the assumption to the $S$-components. The (easy) details are left to the reader. $\square$

Next, we observe that the technical condition $C^\circ S \subseteq S^\sharp$, which is often required, follows from a closure property.

**Lemma 1.14.** If $S$ is a subfamily of a left-cancellative category $\mathcal{C}$ and $S^\sharp$ is closed under right-complement, then $C^\circ S \subseteq S^\sharp$ holds.

**Proof.** Assume that $e$ is invertible, $t$ belongs to $S$, and $et$ is defined. We claim that $et$ belongs to $S^\sharp$. Indeed, we can write $e^{-1}(et) = t_1y$, where $y$ is the target of $t$. As $S^\sharp$ is closed under right-complement, there exist $e'$, $t'$ in $S^\sharp$ and $h$ in $\mathcal{C}$ satisfying $e^{-1}t' = te'$, $1_y = eh$, and $et = t'eh$. The second equality implies that $h$ (as well as $e'$) is invertible. Then the third equality show that $et$ lies in $S^\sharp C^\circ$, which is $S^\sharp$. So we have $C^\circ S^\sharp \subseteq S^\sharp$. $\square$

Here comes the main step, which consists in extending the property defining closure under right-complement from a family $S$ to all families $S^p$.

**Proposition 1.15** (factorization grid). (i) If $S$ is a subfamily of a (left-cancellative) category $\mathcal{C}$ and $S$ is closed under right-complement, then, for every equality $s_1 \cdots s_p g = t_1 \cdots t_q f$ with $s_1, \ldots, s_p, t_1, \ldots, t_q$ in $S$, there exists a commutative diagram as in Figure 2 such that the edges of the squares all correspond to elements of $S$. In particular, there exist $s_1', \ldots, s_p', t_1', \ldots, t_q'$ in $S$ and $h$ satisfying

\begin{equation}
(1.16) \quad s_1 \cdots s_p t_1' \cdots t_q' = t_1 \cdots t_q s_1' \cdots s_p', \quad f = s_1' \cdots s_p' h, \quad \text{and} \quad g = t_1' \cdots t_q' h.
\end{equation}

(ii) If $S$ satisfies the stronger closure property (1.3), then, in the context of (i), we may assume that the diagonals of the squares in the grid also correspond to elements of $S$. 

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{factorization_grid.png}
\caption{Factorization grid diagram.}
\end{figure}
the induction hypothesis implies the existence of the expected grid and, in particular, of the family $C$. Corollary 1.17

Whenever $S$ is closed under right-complement, each equality $s_1 \cdots s_p g = t_1 \cdots t_q f$ with $s_1, \ldots, t_q$ in $S$ factors through a rectangular grid in which the sides of the squares correspond to elements of $S$. If $S$ generates $C$ and satisfies (1.9), we can assume that the diagonals of the squares also correspond to elements of $S$.

**Proof.** (i) We use induction on $pq$. If $p$ or $q$ is zero, the result is vacuously true. For $p = q = 1$, the result is the assumption that $S$ is closed under right-complement. Assume now $pq \geq 2$, with say $q \geq 2$. Then, by assumption, we have $s_1(s_2 \cdots s_p g) = t_1(t_2 \cdots t_q f)$ with $s_1, t_1$ in $S$. As $S$ is closed under right-complement, there exist $s_{1,1}$ and $t_{1,1}$ in $S$ and $h_{1,1}$ satisfying $s_1 t_{1,1} = t_1 s_{1,1}$, $s_2 \cdots s_p g = t_1 t_{1,1} h_{1,1}$ and $t_2 \cdots t_q f = s_{1,1} h_{1,1}$, see Figure 2.

Next, we have $s_{1,1} h_{1,1} = t_2 \cdots t_q f$ with $s_{1,1}, t_2, \ldots, t_q$ in $S$. As $(q - 1) < pq$ holds, the induction hypothesis implies the existence of the expected grid and, in particular, of $t_2, \ldots, t_q, s'_{1}$ in $S$ and $h_1$ making commutative squares and satisfying $f = s'_1 h_1$ and $h_{1,1} = t_2, \ldots, t_q, h_1$.

Finally, we have $s_2 \cdots s_p g = t_{1,1} h_{1,1} = t_{1,1} t_2, \ldots, t_q, h_1$ with $s_2, \ldots, s_p, t_{1,1}, \ldots, t_q, h_1$ in $S$. As $(p - 1) q < pq$ holds, the induction hypothesis implies the existence of $s'_2, \ldots, s'_p, t'_1, \ldots, t'_q$ in $S$ and $h$ making commutative squares and satisfying $h_1 = s'_2 \cdots s'_p h$ and $g = t'_1 \cdots t'_q h$. This is the expected result.

(ii) Assume now that $S$ satisfies (1.9). The inductive argument is the same as for (i). By (1.9), the equality $s_1(s_2 \cdots s_p g) = t_1(t_2 \cdots t_q f)$ implies the existence of $s_{1,1}$ and $t_{1,1}$ in $S$ and $h_{1,1}$ that satisfy $s_{1,1} = t_1 s_{1,1}$, $s_2 \cdots s_p g = t_1 h_{1,1}$, and $t_2 \cdots t_q f = s_{1,1} h_{1,1}$ and, in addition, $s_1 t_{1,1} \in S$. Then the induction proceeds as previously.

**Corollary 1.17 (extension of closure).** If $S$ is a subfamily of a left-cancellative category $C$ and $S$ is closed under right-complement (resp. satisfies (1.9)), then, for every $p$, the family $S^p$ is closed under right-complement (resp. satisfies (1.9)). The same holds for the subcategory $\text{Sub}(S)$ generated by $S$.

**Proof.** Applying Proposition 1.15 (i) (resp. (ii)) with $p = q$ shows that $S^p$ is closed under right-complement (resp. satisfies (1.9)). The result for $\text{Sub}(S)$ follows from the equality $\text{Sub}(S) = 1_S \cup \bigcup_p S^p$, as the property is trivial for identity-elements.

We deduce a new connection between closure properties.
Lemma 1.18. Assume that $C$ is a left-cancellative category and $S$ is a subfamily of $C$ such that $S^\#$ generates $C$ and is closed under right-complement. Then $S^\#$ is closed under right-divisor.

Proof. Assume that $t$ belongs to $S^\#$ and $g$ is a right-divisor of $t$, say $t = sg$. As $S^\#$ generates $C$, there exists $p$ such that $s$ belongs to $(S^\#)^p$. Applying Proposition 1.15(i) to $S^\#$ and the equality $sg = ty$, where $y$ is the target of $t$, we deduce the existence of $s'$ in $(S^\#)^p$, $t'$ in $S$, and $h$ satisfying $st' = ts'$, $1_y = s'h$, and $g = th$. The second equality implies that $h$ is invertible, and, therefore, the third one implies that $g$ belongs to $S^\#C^\#$, which is included in $S^\#$. So $S^\#$ is closed under right-divisor.

Merging the results, we obtain a simple equivalence:

Lemma 1.19. If $S$ is a subfamily of a left-cancellative category $C$ and $S^\#$ generates $C$ and is closed under right-comultiple, then $S^\#$ is closed under right-divisor if and only if $S^\#$ is closed under right-complement, if and only if $S^\#$ satisfies (1.9).

Proof. By Lemma 1.8 and owing to the assumptions on $S^\#$, closure under right-divisor implies (1.9), hence closure under right-complement. Next, by Lemma 1.18 closure under right-complement implies closure under right-divisor, whence (1.9) as above. Finally, (1.9) implies closure under right-complement by definition, whence closure under right-divisor as above.

At this point, we can establish a first significant result, namely a connection between the current notion of an $S$-greedy path, as defined in Chapter III, and the classical definition in the literature in terms of maximal left-divisor.
Proposition 1.20 (recognizing greedy). Assume $S$ is a subfamily of a left-cancellative category $C$ such that $S$ is closed under right-comultiple and $S^1$ generates $C$ and is closed under right-divisor. Then, for every path $s \mid g$ in $S^1 | C$, the following are equivalent:

(i) The path $s \mid g$ is $S$-greedy;
(ii) For every $t$ in $S$, the relation $t \prec s g$ implies $t \prec s$, that is, $s$ is an $S$-head of $sg$;
(iii) Every element $h$ of $C$ satisfying $sh \in S$ and $h \sim g$ is invertible.

Thus, whenever the reference family $S$ satisfies the closure assumptions of Proposition 1.20, we recover for $S$-greediness the classical definition in terms of maximal left-divisor lying in $S$, as it appears for instance in Proposition 1.20 (normal decomposition).

In fact, we shall establish the following result, which is slightly more precise than Proposition 1.20.

Lemma 1.21. Assume $S$ is a subfamily of a left-cancellative category $C$ and $S^2$ generates $C$ For $f \mid g$ in $C^{[2]}$, consider the three statements:

(i) The path $f \mid g$ is $S$-greedy,
(ii) For each $t$ in $S$, the relation $t \prec f g$ implies $t \prec f$.
(iii) Every element $h$ of $C$ satisfying $fh \in S$ and $h \sim g$ is invertible.

Then (i) implies (ii), which implies (iii). Conversely, (ii) implies (i) whenever $S^2$ is closed under right-complement, and (iii) implies (ii) whenever $S$ is closed under right-comultiple and $f$ belongs to $S^1$.

Proof. That (i) implies (ii) is a direct application of the definition of $S$-greediness.

Assume that (ii) holds and $h$ satisfies $fh \in S$ and $h \sim g$. Then we have $fh \sim fg$ hence $fh \sim f$ by (ii). As $C$ is left-cancellative, we deduce that $g$ left-divides $1_y$ ($y$ the target of $s$) hence $g$ is invertible, and (ii) implies (iii).

Assume now that $S^2$ is closed under right-complement and (ii) holds. Assume $t \in S$ and $t \sim hfg$, say $hfg = th$, see Figure 4 left. As $S^2$ generates $C$, the element $h$ lies in $(S^2)^\flat$ for some $p$. Applying Proposition 1.15 to $S^2$ and the equality $h \cdot (fg) = t \cdot h$, we deduce the existence of $h' \in (S^2)^\flat$ and $t' \in S^2$ satisfying $ht' = th'$ and $t' \sim fg$. We claim that $t' \sim f$ necessarily holds, from what we can deduce $t \sim hf$ and conclude that $f \mid g$ is $S$-greedy. Indeed, if $t'$ is invertible, we can write $f = t'(t'^{-1} f)$, and the result is trivial. Otherwise, $t'$ must belong to $SC^\infty$. So we have $t' = t'' \epsilon$ for some $t''$ in $S$ and $\epsilon$ in $C^\infty$. By construction, we have $t'' \sim fg$, hence $t'' \sim f$ by (ii). As we have $t' \sim t''$, we deduce $t' \sim f$, as expected. Therefore, $f \mid g$ is $S$-greedy, and (ii) implies (i).

Assume now that $S$ is closed under right-comultiple, $f$ belongs to $S^2$, and (iii) holds. Assume $t \in S$ and $t \sim fg$. By Lemma 1.13 $S^2$ is closed under right-comultiple. Hence, as $t$ and $f$ lie in $S^2$, there exists a common right-multiple $fh$ of $f$ and $t$ satisfying $fh \sim fg$ and $fh \in S^2$, see Figure 4. By definition of $S^2$, there exists $h'$ satisfying $h' \sim h$ such that $fh'$ either lies in $S$ or is an identity-element. Then we have $t \sim fh'$ and $fh' \sim fg$, whence $h' \sim g$. If $fh' \in S$ holds, (iii) implies that $h'$ is invertible; if $fh'$ is invertible, then so is $h'$. Then $t \sim fh'$ implies $t \sim f$, so (ii) is satisfied, and (iii) implies (ii).
1.2 Characterizations of Garside families

We are ready for establishing new characterizations of Garside families that are more convenient than those of Chapter III. Note that every such criterion is in fact an existence result since it provides sufficient conditions for every element of the considered category to admit an $S$-normal decomposition.

We begin with a preparatory result. We recall that $SC$ denotes the subfamily of $C$ consisting of all elements that can be written as the product of an element of $S$ and an element of $C$, that is, that are left-divisible by an element of $S$.

**Lemma 1.22.** If $S$ is a Garside family in a left-cancellative category $C$, an element of $C$ admits an $S$-head if and only if it belongs to $SC$. The latter family includes $C \setminus C^\circ$.

**Proof.** By definition, if $s$ is an $S$-head for $g$, then $s$ belongs to $S$ and $g$ is a right-multiple of $s$, so $g$ belongs to $SC$. So only the elements of $SC$ may admit an $S$-head.

Conversely, assume that $g$ is a non-invertible element of $C$. By definition, $g$ admits an $S$-normal decomposition, hence, by Proposition III.1.12 (strict normal), $g$ admits a strict $S$-normal decomposition, say $s_1 \cdots s_p$. If $p \geq 2$ holds, then, by definition, $s_1$ belongs to $S$ and, by Proposition III.1.12 (grouping entries), $s_1 | s_2 \cdots s_p$ is $S$-greedy. If $p = 1$ holds, then $s_1$ is a non-invertible element of $S^2$, hence we have $s_1 = se$ for some $s$ lying in $S$ and some invertible $e$. Then $s|e$ is an $S$-normal decomposition of $g$ whose first entry lies in $S$. So, in all cases, we found an $S$-greedy decomposition $s|g$ of $g$ with $s \in S$. Then, by definition of $S$-greediness, every element of $S$ left-dividing $g$ left-divides $s$, so $s$ is an $S$-head of $g$. Hence every non-invertible element of $C$ admits an $S$-head. It follows that every such element belongs to $SC$, hence that $C \setminus C^\circ$ is included in $SC$.

Finally, assume that $g$ is invertible and belongs to $SC$, say $g = sg'$ with $s$ in $S$. Then $s$ is an $S$-head for $g$. Indeed, every element of $S$ left-dividing $g$ must be invertible, hence it left-divides $s$ (as well as any element of $C$).

We are ready for showing that every Garside family satisfies several closure properties.
**Proposition 1.23 (Garside closed).** If $S$ is a Garside family in a left-cancellative category, then $S$ is closed under right-comultiple and $S^\sharp$ is closed under right-comultiple, right-complement, and right-divisor.

**Proof.** Lemma 1.22 says that every non-invertible element $g$ of $C$ admits an $S$-head. Hence $S$ is eligible for Lemma 1.12 and, therefore, it is closed under right-comultiple. By Lemma 1.13 we deduce that $S^\sharp$ is closed under right-comultiple.

Next, assume that $g$ lies in $S^\sharp$ and $g'$ right-divides $g$. By Corollary III.1.55 (length), the inequality $\|g'\|_S \leq \|g\|_S \leq 1$ holds, which implies that $g'$ lies in $S^\sharp$. So $S^\sharp$ is closed under right-divisor.

As $S^\sharp$ is closed under right-comultiple and right-divisor, Lemma 1.8 implies that it is closed under right-complement.

We show now that, conversely, various combinations of the necessary conditions of Proposition 1.23 (nearly) characterize Garside families.

**Proposition 1.24 (recognizing Garside II).** A subfamily $S$ of a left-cancellative category $C$ is a Garside family if and only if one of the following equivalent conditions holds:

1. $S^\sharp$ generates $C$ and is closed under right-divisor, and every non-invertible element of $C$ admits an $S$-head; --- (1.25)
2. $S^\sharp$ generates $C$ and is closed under right-complement, and every non-invertible element of $S^2$ admits an $S$-head; --- (1.26)
3. $S^\sharp$ generates $C$ and is closed under right-divisor, $S$ is closed under right-comultiple, and every non-invertible element of $S^2$ admits a $\prec$-maximal left-divisor lying in $S$. --- (1.27)

**Proof.** Thanks to the many preparatory lemmas of Subsection 1.1, there remain not so many facts to establish, and the arguments are simple. Assume first that $S$ is a Garside family in $C$. By Proposition III.1.39 (recognizing Garside I), $S^\sharp$ generates $C$. Next, by Proposition 1.23, $S^\sharp$ is closed under right-divisor, right-comultiple, and right-complement. Finally, Lemma 1.22 says that every non-invertible element $g$ of $C$ admits an $S$-head. So $S$ satisfies (1.25)–(1.27).

Conversely, assume that $S$ satisfies (1.27). First, by Lemma 1.8 $S^\sharp$ is closed under right-complement. Hence, by Lemma 1.14 $C^\circ S \subseteq S^\sharp$ holds. Let $s_1, s_2$ be elements of $S$ such that $s_1 s_2$ is defined. By assumption, $s_1 s_2$ admits a $\prec$-maximal left-divisor lying in $S$, say $t_1$. Define $t_2$ by $s_1 s_2 = t_1 t_2$. Then Lemma 1.21 implies that the path $t_1 \mid t_2$ is $S$-greedy. Moreover, $s_1$ left-divides $t_1$, hence, as left-cancelling $s_1$ is allowed, $t_2$
right-divides $s_2$ and, therefore, it belongs to $S^2$ as the latter is closed under right-divisor. Therefore, $t_1|t_2$ is $S$-normal, and we proved that $s_1s_2$ admits an $S$-normal decomposition. By Proposition III.1.39 (recognizing Garside I), $S$ is a Garside family in $C$.

Next, assume that $S$ satisfies (1.26). By Lemma III.1.14 $CS \subseteq S^2$ holds and, by Lemma III.1.18, $S^2$ is closed under right-divisor. Assume that $s_1, s_2$ lie in $S$ and $s_1s_2$ is defined. By assumption, $s_1s_2$ admits an $S$-head, say $t_1$. Define $t_2$ by $s_1s_2 = t_1t_2$. Then the same argument as above shows that $t_1|t_2$ is $S$-normal and, by Proposition III.1.39 (recognizing Garside I), $S$ is a Garside family in $C$.

Finally, assume that $S$ satisfies (1.25). Then Lemma III.1.12 implies that $S$ is closed under right-comultiple. Hence $S$ satisfies (1.26), hence it is a Garside family by the above argument.

**Example 1.28 (Garside).** We established in Proposition III.1.43 (Garside monoid) that, if $(M, \Delta)$ is a Garside monoid, then $\text{Div}(\Delta)$ is a Garside family in $M$. With Proposition I.24, this is straightforward. Indeed, we saw in Example I.7 that $\text{Div}(\Delta)$, which coincides with $\text{Div}(\Delta)^2$ as $M$ contains no nontrivial invertible element, is closed under right-divisor. On the other hand, we observed in Example I.11 that every element of $M$ admits a $\text{Div}(\Delta)$-head. So (1.25) is satisfied, and $\text{Div}(\Delta)$ is a Garside family in $M$.

**Remark 1.29.** Comparing (1.25) and (1.26) makes it natural to wonder whether, in (1.25), it is enough to require the existence of an $S$-head for $g$ in $S^2$. The answer is negative. Indeed, consider the braid monoid $B_3$ and $S = \{\sigma_1, \sigma_2\}$. Then $S$ generates $B_3$, the set $S^2$, which is $\{1, \sigma_1, \sigma_2\}$, is closed under right-divisor, and $\sigma_i$ is a $S$-head of $\sigma_i\sigma_j$ for all $i, j$. However $S$ is not a Garside family in $B_3$, since $\sigma_1\sigma_2\sigma_1$ has no $S$-head.

About (1.27), note that the final condition is a priori weaker than $s$ being an $S$-head of $g$: for $s$ to be a $\preceq$-maximal left-divisor of $g$ lying in $S$ means

$$s \preceq g \text{ and } \forall t \in S (t \preceq g \Rightarrow s \not\preceq t),$$

amounting to $s \preceq g$ and $\forall t \in S (s \preceq t \preceq g \Rightarrow t = s)$, whereas $s$ being an $S$-head of $g$ corresponds to $s \preceq g$ and $\forall t \in S (t \preceq g \Rightarrow t \preceq s)$: the difference is that (1.30) only involves the elements of $S$ that are right-multiples of $s$ but requires nothing about other elements of $S$. About (1.27) again, owing to Lemma III.13 we could replace the condition that $S$ is closed under right-comultiple with the equivalent condition that $S^2$ is closed under right-comultiple (making it clear than for $S$ to be a Garside family is a property of $S^2$). However, verifying a closure property for $S$ is more simple than for $S^2$, so it is natural to keep this formulation in a practical criterion.

By Proposition I.24 every Garside family is eligible for Proposition I.20 leading to

**Corollary 1.31 (recognizing greedy).** If $S$ is a Garside family in a left-cancellative category $C$, then, for all $s$ in $S$ and $g$ in $C$ such that $sg$ exists, the following are equivalent:

(i) The path $s|g$ is $S$-greedy;

(ii) The element $s$ is an $S$-head of $sg$;

(iii) The element $s$ is a $\preceq$-maximal left-divisor of $sg$ lying in $S$, that is, every element $h$ of $C$ satisfying $sh \in S$ and $h \preceq g$ is invertible.

If (i)–(iii) are satisfied and $s$ is not invertible, we have $\|sg\|_S = \|g\|_S + 1.$
Proof. Proposition 1.20 gives the equivalence of (i)–(iii) directly. For the last point, let $s_1|\cdots|s_p$ be an $S$-normal decomposition of $g$. Then $s|s_1|\cdots|s_p$ is an $S$-normal decomposition of $sg$, since the assumption that $s|g$ is $S$-greedy implies that $s|s_1$ is $S$-greedy. Moreover, the assumption that $sg$ is not invertible implies that $s$ is not invertible. Then $\|sg\|_S$, which is the number of non-invertible entries in $\{s,s_1,\ldots,s_p\}$ is $\|g\|_S + 1$, since $\|g\|_S$ is the number of non-invertible entries in $\{s_1,\ldots,s_p\}$.

1.3 Special Garside families

Above we obtained various characterizations of Garside families in terms of closure properties. Here we shall establish similar characterizations for special Garside families, namely strong and perfect Garside families, as well as a sufficient condition for a Garside family to satisfy the second domino rule. These characterizations involve the left counterparts of the closure properties of Definitions 1.1 and 1.3.

Definition 1.32 (closure III). (i) A subfamily $S$ of a (cancellative) category $C$ is said to be closed under left-divisor if every left-divisor of an element of $S$ is an element of $S$.

(ii) (See Figure 5.) In the same context, $S$ is said to be closed under left-comultiple if every common left-multiple of two elements of $S$ is a left-multiple of some common left-multiple that lies in $S$.

(iii) In the same context, $S$ is said to be closed under left-complement if, when $s,t$ lie in $S$ and $ft = gs$ holds in $C$, there exist $s',t'$ in $S$ and $h$ in $C$ satisfying $s't' = ts$, $f = hs'$, and $g = ht'$.

Example 1.33 (closure). Assume that $(M, \Delta)$ is a Garside monoid. Then the set $\text{Div}(\Delta)$ is closed under left-divisor, left-comultiple, and left-complement. First, a left-divisor of a left-divisor of $\Delta$ is a left-divisor of $\Delta$, so $\text{Div}(\Delta)$ is closed under left-divisor. Next, assume that $h$ is a common left-multiple of two elements $s,t$ of $\text{Div}(\Delta)$. Then $h$ is a left-multiple of the left-lcm of $s$ and $t$. As $s$ and $t$ right-divide $\Delta$, their left-lcm also right-divides $\Delta$ and, therefore, it lies in $\text{Div}(\Delta)$. So $\text{Div}(\Delta)$ is closed under left-comultiple. Moreover, the involved elements $s',t'$ left-divide some right-divisor of $\Delta$, hence they themselves left-divide $\Delta$ (since the left- and right-divisors of $\Delta$ coincide), and $\text{Div}(\Delta)$ is closed under left-complement.
On the other hand, the following examples show that a general Garside family need not satisfy the closure properties of Definition 1.32.

**Example 1.34 (not closed).** Consider the left-absorbing monoid $L_n$ and the family $S_n$ with $n \geq 2$ (Reference Structure 8 page 111), namely $L_n = \langle a, b \mid ab^n = b^{n+1} \rangle$ and $S_n = \{1, a, b, b^2, ..., b^{n+1}\}$. We saw in Chapter III that $L_n$ is left-cancellative and $S_n$ is a Garside family in $L_n$—and we can reprove it easily using Proposition 1.24. Now the element $ab$ is a left-divisor of $b^{n+1}$ that does not belong to $S_n$, so $S_n$ is not closed under left-divisor. Next, we have $(ab)b^{n-1} = b^2b^{n-1}$. Now, the only decompositions of $ab$ in $L_n$ are $1|ab$, $a|b$, and $ab|1$, whereas those of $b^2$ are $1|b^2$, $|b|b$, and $b^2|1$. An exhaustive search shows that no combination can witness for closure under left-complement. On the other hand, $S_n$ turns out to be closed under left-comultiple.

Similarly, the 16-element Garside family $S$ in the affine braid monoid of type $A_2$ (Reference Structure 9 page 111) is neither closed under left-divisor nor under left-comultiple: $\sigma_1 \sigma_2 \sigma_3 \sigma_1$ lies in $S$ but its left-divisor $\sigma_1 \sigma_2 \sigma_3 \sigma_1$ does not, and $\sigma_2 \sigma_1$ and $\sigma_3 \sigma_1$ lie in $S$ but their left-lcm $\sigma_2 \sigma_3 \sigma_2 \sigma_1$ does not, so the latter is a common left-multiple of two elements of $S$ that cannot be a left-multiple of a common left-multiple lying in $S$.

Here come the expected characterizations of strong and perfect Garside families in terms of closure properties. By Proposition III.2.34 (strong exists), strong Garside families exist if and only if the ambient category admits conditional weak left-lcms, and, therefore, it is natural to restrict to such categories.

**Proposition 1.35 (strong and perfect Garside).** If $S$ is a Garside family in a cancellative category $\mathcal{C}$ that admits conditional weak left-lcms, the following are equivalent:

(i) The family $S$ is a strong (resp. perfect) Garside family in $\mathcal{C}$;

(ii) The family $S^t$ is closed under left-complement (resp. this and left-comultiple).

When the above conditions are met, $S^t$ is also closed under left-divisor.

**Proof.** First consider the case of strong Garside families. Assume that $S$ is a strong Garside family in $\mathcal{C}$, that $s, t$ lie in $S^t$ and that $ft = gs$ holds. By definition of a strong Garside family, there exist $s', t'$ in $S^t$, plus $h$ in $\mathcal{C}$, satisfying $s't = ts, f = hs'$, and $g = ht'$. The elements $s', t'$, and $h$ witness that $S^t$ is closed under left-complement, and (i) implies (ii) (here we used neither the assumption that $\mathcal{C}$ admits right-cancellation, nor the assumption that $\mathcal{C}$ admits conditional weak left-lcms.)

Conversely, assume that $S$ is Garside and $S^t$ is closed under left-complement. Let $s, t$ be elements of $S^t$ that admit a common left-multiple, say $ft = gs$, see Figure 6. Since the category $\mathcal{C}$ admits conditional weak left-lcms, $ft$ is a left-multiple of some weak left-lcm of $s$ and $t$, say $f' = g's$. Next, as $s$ and $t$ belong to $S^t$, the assumption that $S^t$ is closed under left-complement implies the existence of $s', t'$ in $S^t$ and $h$ satisfying $s't = ts, f' = hs'$, and $g' = ht'$. Now, by Lemma III.2.262 $f'$ and $g'$ are left-disjoint, which implies that $h$ is invertible, which in turn implies that $s'$ and $t'$ are left-disjoint. Thus we
found $s'$ and $t'$ in $S^\sharp$, left-disjoint, and such that $ft$ is a left-multiple of $s't$. So, according to Definition III.2.29, $S$ is a strong Garside family in $C$ and (ii) implies (i).

Assume now that (i) and (ii) are satisfied. Then the left counterpart of Lemma 1.18 which is valid as, by assumption, $C$ is right-cancellative, implies that $S^\sharp$, which generates $C$ and is closed under left-complement, is also closed under left-divisor.

For perfect Garside families, the argument is similar. The only difference is that, when we start with a perfect Garside family $S$ and elements $s, t$ of $S^\sharp$ that satisfy $ft = gs$, then we can assume that the factoring relation $s't = ts'$ is such that $s', t'$, but also $s't$, belong to $S^\sharp$ and, therefore, they simultaneously witness for $S^\sharp$ being closed under left-complement and under left-comultiple.

Conversely, when we start with a family $S$ that satisfies (ii) and, again, elements $s, t$ of $S^\sharp$ that satisfy $ft = gs$, then, by the left counterpart of Lemma 1.18 which is valid as $C$ is right-cancellative, we can assume the existence of a factoring relation $s't = ts'$ that simultaneously witnesses for closure under left-complement and left-comultiple, hence such that $s', t'$, and $s't$, belong to $S^\sharp$. This shows that $S$ is a perfect Garside family.

**Example 1.36 (strong and perfect Garside).** Owing to the closure results of Example 1.33, Proposition 1.35 immediately implies that, if $(M, \Delta)$ is a Garside monoid, then $\text{Div}(\Delta)$ is a perfect Garside family in $M$.

In the same vein, we now address the second domino rule (Definition III.1.57) and show that it follows from closure properties. We begin with an alternative form.

**Proposition 1.37 (second domino rule, alternative form).** If $S$ is a Garside family in a left-cancellative category and the second domino rule is valid for $S$, we have

\begin{equation}
(1.38) \quad \text{For } s_1, s_2, s_3 \text{ in } S, \text{ if } s_1 | s_2 \text{ is } S\text{-normal and } \|s_1s_2s_3\|_S \leq 2 \text{ holds, then } s_2s_3 \text{ lies in } S^\sharp.
\end{equation}

Conversely, if $S$ is a Garside family satisfying (1.38) and $S^\sharp$ is closed under left-divisor, the second domino rule is valid for $S$.

**Proof.** Assume that the second domino rule is valid for $S$ and $s_1, s_2, s_3$ are elements of $S$ such that $s_1 | s_2$ is $S$-normal and $\|s_1s_2s_3\|_S \leq 2$ holds. Let $t_1 | s'_2$ be an $S$-normal
decomposition of $s_2s_3$, and $t_0|s'_1$ be an $\mathcal{S}$-normal decomposition of $s_1t_1$. By Proposition 1.31, $t_0|s'_1|s'_2$ is an $\mathcal{S}$-normal decomposition of $s_1s_2s_3$. The assumption that $s_1s_2s_3$ has $\mathcal{S}$-length at most 2 implies that $s'_2$ is invertible. By construction, $t_1$ lies in $\mathcal{S}^2$, hence so does $t_1s'_2$, which is $s_2s_3$.

Conversely, assume that $\mathcal{S}$ is a Garside family satisfying (1.38) and $\mathcal{S}^2$ is closed under left-divisor. Consider a domino diagram, namely $s_1, \ldots, t_2 \in \mathcal{S}$ satisfying $s_1t_1 = t_0s'_1$ and $s_2t_2 = t_1s'_2$ with $s_1|s_2$ and $t_1|s'_2$ both $\mathcal{S}$-normal. We wish to show that $s'_1|s'_2$ is $\mathcal{S}$-greedy. As $\mathcal{S}$ is a Garside family, by Corollary 1.31 it suffices to show that $s'_1$ is a maximal left-divisor of $s'_1s'_2$ lying in $\mathcal{S}$.

So assume $s'_1h \in \mathcal{S}$ with $h \not\parallel s'_2$. As $t_1|s'_2$ is $\mathcal{S}$-greedy, there exists $t$ satisfying $t_1 = s_2t$. Then we have $t_1h = s_2th$. Moreover $th$ left-divides $t_2$, hence it lies in $\mathcal{S}^2$ as the latter is assumed to be closed under left-divisor. Choose $s_3 \in \mathcal{S}$ satisfying $s_3 = \text{th}$ (the case $th \in \mathcal{C}^\ast$ is trivial). We have

$$||s_1s_2s_3||_\mathcal{S} = ||s_1s_2th||_\mathcal{S} = ||t_0(s'_1h)||_\mathcal{S} \leq 2.$$  

Then (1.38) implies $s_2s_3 \in \mathcal{S}^2$, whence $s_2\text{th} \in \mathcal{S}^3$, that is, $t_1h \in \mathcal{S}^3$. As $t_1|s'_2$ is $\mathcal{S}$-normal, by Corollary 1.31 the conjunction of $t_1h \in \mathcal{S}^3$ and $h \not\parallel s'_2$ implies that $h$ is invertible. Hence $s'_1$ is a maximal left-divisor of $s'_1s'_2$ lying in $\mathcal{S}$, and $s'_1|s'_2$ is $\mathcal{S}$-normal. So the second domino rule is valid for $\mathcal{S}$.

**Proposition 1.39 (second domino rule).** If $\mathcal{S}$ is a Garside family in a cancellative category $\mathcal{C}$ and $\mathcal{S}^2$ is closed under left-comultiple and left-divisor, the second domino rule is valid for $\mathcal{S}$.

**Proof.** We show that $\mathcal{S}$ is eligible for Proposition 1.37. To this end, it suffices to check that (1.38) holds. So assume that $s_1, s_2, s_3$ lie in $\mathcal{S}$, the path $s_1s_2$ is $\mathcal{S}$-normal, and $||s_1s_2s_3||_\mathcal{S} \leq 2$ holds. Let $t_1|t_2$ be an $\mathcal{S}$-normal decomposition of $s_1s_2s_3$.

By assumption, we have $s_1 \leq t_1t_2$ and $s_1 \in \mathcal{S}$, hence $s_1 \leq t_1$, that is, there exists $t$ satisfying $t_1 = s_1t$. We deduce $s_1tt_2 = t_1t_2 = s_1s_2s_3$, hence $tt_2 = s_2s_3$. As $t_2$ and $s_3$ belong to $\mathcal{S}^2$ and $\mathcal{S}^3$ is closed under left-comultiple, there exists $r$ in $\mathcal{S}^3$ such that $r$ is a common left-multiple of $s_3$ and $t_2$, say $r = t's_3 = s't_2$, and $s_2s_3$ is a left-multiple of $r$, say $s_2s_3 = r'r$. Then we have $r'r = r't's_3 = s_2s_3$, hence $s_2 = r't'$ by right-cancelling $s_3$. Hence $r'$ is a left-divisor of $s_2$, which belongs to $\mathcal{S}^2$, and, therefore, $r'$ belongs to $\mathcal{S}^2$ as the latter is closed under left-divisor. On the other hand, we also have $r'r = r's't_2 = tt_2$, hence $t = r's'$ and, therefore, $t_1 = s_1t = s_1r's'$. So $s_1r'$ left-divides $t_1$, which belongs to $\mathcal{S}^2$ and, therefore, $s_1r'$ belongs to $\mathcal{S}^2$. By Corollary 1.31 as $s_1|s_2$ is $\mathcal{S}$-normal, hence
\[ S^2 \text{-normal}, \text{the conjunction of } s_1 r' \in S^2 \text{ and } r' \leq s_2 \text{ implies that } r' \text{ is invertible. Hence } s_2 s_3, \text{ which is } r'r, \text{ belongs to } C^o S^2, \text{ hence to } S^2 \text{ since } S \text{ is a Garside family and therefore satisfies } C^o S \subseteq S^2. \text{ So (1.38) holds in } S. \text{ Hence, by Proposition 1.37, the second domino rule is valid for } S. \]

1.4 Head functions

We establish further characterizations of Garside families, this time in terms of the global properties of \( S \)-head functions, defined to be those maps that associate with every non-invertible element \( g \) of the ambient category an \( S \)-head of \( g \). We begin with some easy observations about \( S \)-heads in general.

**Lemma 1.40.** Assume that \( C \) is a left-cancellative category and \( S \) is included in \( C \). If \( s, s' \) are \( S \)-heads of \( =^x \)-equivalent elements \( g, g' \), respectively, then \( s =^x s' \) holds, and even \( s = s' \) if \( S = =^x \)-transverse.

**Proof.** Assume \( g' =^x g \). As \( s \) is an \( S \)-head of \( g \), we have \( s \leq g \), whence \( s \leq g' \), and \( s \leq s' \) since \( s' \) is an \( S \)-head of \( g' \). A symmetric argument gives \( s' \leq s \), whence \( s' =^x s \). If \( S \) is \( =^x \)-transverse, it contains at most one element in each \( =^x \)-equivalence class, so \( s' =^x s \) implies \( s' = s \) as, by assumption, \( s \) and \( s' \) belong to \( S \).

**Lemma 1.41.** Assume that \( S \) is a subfamily of a left-cancellative category \( C \). For \( s \) in \( S \) and \( g \) in \( C \), consider the three statements:

(i) The element \( s \) is an \( S \)-head of \( g \);
(ii) There exists \( g' \) in \( C \) such that \( s \downharpoonright g' \) is an \( S \)-greedy decomposition of \( g \);
(iii) There exists an \( S \)-normal decomposition of \( g \) whose first entry is \( s \).

Then (iii) implies (ii), which implies (i). If \( S^2 \) is closed under right-complement, (i) and (ii) are equivalent and, if \( S \) is a Garside family, (i), (ii), and (iii) are equivalent.

**Proof.** The fact that (ii) implies (i) and that, if \( S^2 \) is closed under right-complement, then (i) implies (ii) was proved in Lemma 1.21.

Assume now that \( s \downharpoonright s_2 \cdots s_p \) is an \( S \)-normal decomposition of \( g \). Let \( g' = s_2 \cdots s_p \) if \( p \geq 2 \) holds, and \( g' = 1_p \) otherwise (\( g \) the target of \( g' \)). By Proposition 1.1.12 (grouping entries), \( s \downharpoonright g' \) is \( S \)-greedy in each case, and \( g = sg' \) holds. So (iii) implies (ii).

Conversely, assume that \( S \) is Garside and \( s \downharpoonright g' \) is an \( S \)-greedy decomposition of \( g \). By definition, \( g' \) admits an \( S \)-normal decomposition, say \( s_2 \cdots s_p \). By Lemma 1.1.7 the assumption that \( s \downharpoonright g' \) is \( S \)-greedy implies that \( s \downharpoonright s_2 \) is \( S \)-greedy as well, so \( s \downharpoonright s_2 \cdots s_p \) is an \( S \)-normal decomposition of \( g \). So (ii) implies (iii) in this case.

We now consider the functions that associate with every element \( g \) an \( S \)-head of \( g \), when the latter exists. In view of Lemma 1.22 the maximal domain for such a function is the (proper or improper) subfamily \( SC \) of \( C \). As every element of \( S \cap C^o(x, -) \) is an \( S \)-head for every element of \( C^o(x, -) \), the \( S \)-heads of invertible elements provide no real information and the interesting part in a head function lies in its restriction to \( C \setminus C^o \).
Definition 1.42 (head function). If $S$ is a subfamily of a left-cancellative category $C$, an $S$-head function is a partial map $H$ from $C$ to $S$ such that $\operatorname{Dom}(H)$ includes $C \setminus C^e$ and $H(g)$ is an $S$-head of $g$ for every $g$ in $\operatorname{Dom}(H)$. An $S$-head function is called sharp if $g' \preceq^S g$ implies $H(g') = H(g)$.

As for the uniqueness of head functions, Lemma 1.40 immediately implies:

Proposition 1.43 (head function unique). (i) If $S$ is a subfamily of a left-cancellative category $C$ and $H, H'$ are $S$-head functions, then $H(g) \sim S H'(g)$ holds whenever both are defined. If, moreover, $S$ is $\sim S$-transverse, then $H(g) = H'(g)$ holds.

(ii) Conversely, if $S$ is a subfamily of a left-cancellative category $C$ and $H$ is an $S$-head function, then every partial function $H'$ from $C$ to $S$ satisfying $\operatorname{Dom}(H') = \operatorname{Dom}(H)$ and $H'(g) = S H(g)$ for every $g$ in $\operatorname{Dom}(H)$ is an $S$-head function.

As for the existence of head functions, if $C$ is a left-cancellative category and $S$ is a Garside family in $C$, then, by Lemma 1.22, every element of $SC$ admits an $S$-head and, therefore, there exists an $S$-head function. We can say more.

Proposition 1.44 (sharp exist). If $S$ is a Garside family of a left-cancellative category $C$, then there exists a sharp $S$-head function defined on $SC$.

Proof. Assume that $F$ is a choice function on $S$ with respect to $\sim S$, that is, $F$ is a map from $S$ to itself that picks one element in each $\sim S$-equivalence class. Let $S_1$ be the image of $S$ under $F$. Then $S_1$ is an $\sim S$-selector in $S$ and we have $S_1 \subseteq S \subseteq S_1^e = S^f$. Hence, by Proposition 1.33 (invariance), $S_1$ is a Garside family in $C$. Let $H$ be an $S_1$-head function defined on $SC$. As $S_1$ is included in $S$, the function $H$ is also an $S$-head function. Now, by Lemma 1.40, $g' \preceq^S g$ implies $H(g') \sim S H(g)$, hence $H(g) = H(g')$ since $S_1$ is $\sim S$-transverse. So $H$ is sharp.

Head functions satisfy various algebraic relations, which will eventually lead to new characterizations of Garside families.

Lemma 1.45. If $S$ is a Garside family in a left-cancellative category $C$, every $S$-head function $H$ satisfies

$$
(1.46) \quad \text{(i) } H(g) \preceq S g, \quad \text{(ii) } g \in S \Rightarrow H(g) \sim S g, \quad \text{(iii) } f \preceq S g \Rightarrow H(f) \preceq S H(g).
$$

Conversely, if $S$ is a subfamily of $C$ and $H$ is a partial function from $C$ to $S$ whose domain includes $C \setminus C^e$ and that satisfies (1.46), then $H$ is an $S$-head function.

Proof. Assume that $S$ is a Garside family in $C$ and $H$ is an $S$-head function. If $H(g)$ is defined, then, by definition, $H(g)$ is an $S$-head of $g$, hence $H(g) \preceq S g$ holds. Moreover, if $g$ belongs to $S$, as $g$ is a left-divisor of itself, we must have $g \preceq S H(g)$, whence $H(g) = S g$. Finally, if $f$ left-divides $g$ and $H(f)$ is defined, then $H(f)$ is an element of $S$ that left-divides $g$, hence it left-divides $H(g)$, which is an $S$-head of $g$. So (1.46) (iii) is satisfied.

Assume now that $H$ is a partial function from $C$ to $S$ whose domain includes $C \setminus C^e$ and that satisfies (1.46). Assume that $H(g)$ is defined. By assumption, $H(g)$ lies in $S$ and
it left-divides $g$ by (1.46)(i). Next, assume that $s$ is a non-invertible element of $S$ that left-divides $g$. By assumption, $H(s)$ is defined and, by (1.46)(ii), $H(s) =^s s$ holds. Moreover, by (1.46)(iii), $s \preceq g$ implies $H(s) \preceq H(g)$, whence $s \preceq H(g)$ because of $s =^s H(s)$. On the other hand, if $s$ lies in $S \cap C^\times$, then $s \preceq H(g)$ trivially holds. Hence, $s \preceq H(g)$ holds for every $s$ in $S$ left-dividing $g$, and $H(g)$ is an $S$-head of $g$. So $H$ is an $S$-head function.

Beyond the previous basic relations, head functions satisfy one more important rule.

**Definition 1.47 (H-law).** A partial function $H$ from a category $C$ to itself is said to obey the $H$-law (resp. the sharp $H$-law) if the relation

\[(1.48) \quad H(fg) =^s H(fH(g)) \quad (\text{resp.} =)\]

holds whenever the involved expressions are defined.

**Proposition 1.49 (H-law).** If $S$ is a Garside family in a left-cancellative category $C$, every $S$-head function $H$ obeys the $H$-law, and every sharp $S$-head function obeys the sharp $H$-law.

**Proof.** Assume that $H(g)$, $H(fg)$, and $H(fH(g))$ are defined. On the one hand, by (1.46), we have $H(g) \preceq g$, hence $fH(g) \preceq f g$, hence $H(fH(g)) \preceq H(fg)$. On the other hand, by Lemma 1.41, there exists an $S$-normal decomposition of $g$ whose first entry is $H(g)$, say $H(g) | s_2 | \cdots | s_p$. We obtain $H(fg) =^s fg = fH(g)s_2 \cdots s_p$. As $H(fg)$ lies in $S$ and $H(g) | s_2 | \cdots | s_p$ is $S$-greedy, we deduce $H(fg) \preceq fH(g)$, whence $H(fH(g)) \preceq H(fg)$ since $H(fg)$ lies in $S$. So $H$ obeys the $H$-law.

If $H$ is sharp, the assumption that $H(fg)$ and $H(fH(g))$ belong to $S$ and are $=^s$-equivalent implies $H(fg) = H(fH(g))$, and the sharp $H$-law is obeyed.

We deduce new characterizations of Garside families in terms of head functions.

**Proposition 1.50 (recognizing Garside III).** A subfamily $S$ of a left-cancellative category $C$ is a Garside family if and only if $S^2$ generates $C$ and one of the following equivalent conditions is satisfied:

\begin{enumerate}
  \item[(1.51)] There exists an $S$-head function with domain $SC$ obeying the sharp $H$-law;
  \item[(1.52)] There exists an $S$-head function obeying the $H$-law;
  \item[(1.53)] There exists a partial map $H$ from $C$ to $S$ whose domain includes $C \setminus C^\times$, and that satisfies (1.46) and obeys the $H$-law;
\end{enumerate}
When (1.53) or (1.54) is satisfied, $H$ is an $S$-head function.

**Proof of Proposition 1.50.** Assume that $S$ is a Garside family. By Proposition 1.44 (recognizing Garside I), $S^t$ generates $C$ and $C^c S^t \subseteq S^t$ holds. Next, by Proposition 1.44 there exists a sharp $S$-head function defined on $S^t$ whose domain is $S^t \setminus C^c$, and that satisfies (1.51) and obeys the $H$-law (1.46)(iii). So (1.51) is satisfied, and therefore so is (1.52). Moreover, by Lemma 1.43, an $S$-head function satisfies (1.46), so (1.53) and (1.54) hold as well.

Conversely, it is clear that (1.51) implies (1.52). Moreover, owing to the last statement in Lemma 1.45, a function whose domain includes $C \setminus C^c$ and that satisfies (1.46)(iii) must be an $S$-head function, so (1.53) implies (1.52). On the other hand, if $S^t$ generates $C$ and $C^c S^t \subseteq S^t$ holds, then $C \setminus C^c$ is included in $S^t$: indeed, in this case, if $g$ is non-invertible, it must be left-divisible by an element of the form $s$ with $s \in S \setminus C^c$, hence by an element of $S \setminus C^c$ owing to $C^c S^t \subseteq S^t$. Hence (1.54) also implies (1.52), and we are left with proving that (1.52) implies that $S$ is a Garside family.

Assume that $S$ satisfies (1.52). By assumption, $S^t$ generates $C$ and every non-invertible element of $C$ admits an $S$-head. So, in order to show that $S$ satisfies (1.25) and apply Proposition 1.24, it suffices to show that $S^t$ is closed under right-divisor.

So assume that $t$ belongs to $S^t$ and $g$ right-divides $t$, say $t = t' g$. If $g$ is invertible, it belongs to $S^t$ by definition. Assume now that $g$, and therefore $t$, are not invertible. Then we have $t = t^* s$ for some non-invertible $s$ lying in $S$. By assumption, $H(t)$ and $H(s)$ are defined and, by (1.46)(iii), we have $H(t) = t^* H(s)$, and $H(s) = t^* s$ by (1.46)(ii), whence $H(t) = t^* s$ by (iii). We deduce $H(t) = t^* t'$, that is, $H(t' g) = t^* t' g$. Then the $H$-law implies $H(t' g) = H(t' H(g))$, whereas (1.46)(i) gives $H(t' H(g)) \preccurlyeq t' H(g)$, so we find

$$t' g = t^* H(t' g) = t^* H(t' H(g)) \preccurlyeq t' H(g),$$

hence $t' g \preccurlyeq t' H(g)$, and $g \preccurlyeq H(g)$ by left-cancelling $t'$. As $H(g) \preccurlyeq g$ always holds, we deduce $g = t^* H(g)$. As, by definition, $H(g)$ lies in $S$, it follows that $g$ lies in $S^t$. So $S^t$ is closed under right-divisor. Then, by Proposition 1.24, $S$ is a Garside family in $C$.

Further variants are possible, see Exercise 39 for another combination of conditions.

## 2 Special contexts

In Section I we established various characterizations of general Garside families in the context of an arbitrary left-cancellative category. When we consider special families, typically families that satisfy closure properties, or when the ambient category turns out
to satisfy additional properties, typically Noetherianity conditions or existence of least common multiples, some of the conditions defining Garside families take special forms, or even are automatically satisfied, and we obtain new, simpler characterizations. In this section, we list results in this direction.

The section contains four subsections. Subsection 2.1 deals with the case of what we call solid families. Subsection 2.2 deals with right-Noetherian categories. Subsection 2.3 deals with categories that admit minimal common right-multiples, an important special case being that of categories that admit conditional right-lcms. Finally, we address in Subsection 2.4 categories that admit unique right-lcms.

2.1 Solid families

Up to now we considered general Garside families. Here we shall now adapt the results to the case of Garside families called solid, which satisfy some additional closure conditions. The interest of considering such families is that several statements take a more simple form. Solid Garside families will appear naturally when germs are studied in Chapter VI.

Definition 2.1 (solid). A subfamily $S$ of a category $C$ is said to be solid in $C$ if $S$ includes $1_C$ and it is closed under right-divisor.

As the terminology suggests, a family that is not solid can be seen as having holes: some identity-elements or some right-divisors are missing.

Lemma 2.2. (i) If $S$ is a solid subfamily in a left-cancellative category $C$, then $S$ includes $C^*$, and we have $C^*S = S$ and $S^\# = SC^*$.

(ii) A family of the form $S^\#$ is solid if and only if it is closed under right-divisor.

Proof. (i) Assume $\epsilon \in C^*\{\cdot, y\}$. By assumption, $1_y$ belongs to $S$. As we have $\epsilon^{-1}\epsilon = 1_y$ and $S$ is closed under right-divisor, $\epsilon$ must lie in $S$. Next, $1_C$ is included in $C^*$, so $C^*S \supseteq S$ always holds. In the other direction, assume $\epsilon \in C^*$, $s \in S$, and $\epsilon s$ exists. Then we have $s = \epsilon^{-1}(\epsilon s)$, so $\epsilon s$, which right-divides an element of $S$, lies in $S$.

(ii) By definition, $S^\#$ always includes $1_C$.

It turns out that many Garside families are solid:

Lemma 2.3. If $S$ is a Garside family in a left-cancellative category $C$, then $S^\#$ is a solid Garside family. If $C$ contains no nontrivial invertible element, every Garside family that includes $1_C$ is solid.

Proof. Assume that $S$ is a Garside family in $C$. By Proposition III.1.33 (invariance), $S^\#$ is a Garside family as well. By definition, $1_C$ is included in $S^\#$, and, by Proposition I.24 $S^\#$ is closed under right-divisor. Hence $S^\#$ is solid.

In the case $C^* = 1_C$, we have $S^\# = S \cup 1_C$, whence $S^\# = S$ whenever $S$ includes $1_C$, and we apply the above result.
By Lemma 2.3 every Garside family $S$ that satisfies $S^2 = S$ is solid. The converse implication need not be true, see Exercise 48. The assumption that a Garside family $S$ is solid implies that several properties involving $S^2$ in the general case are true for $S$.

**Proposition 2.4 (solid Garside).** If $S$ is a solid Garside family in a left-cancellative category $C$, then $S$ generates $C$, and it is closed under right-divisor, right-comultiple, and right-complement.

**Proof.** As $S$ is a Garside family, $S \cup C^\circ$ generates $C$. Now, by Lemma 2.2, $C^\circ$ is included in $S$, so $S \cup C^\circ$ coincides with $S$. That $S$ is closed under right-divisor follows from the definition of being solid. Next, Lemma 1.12 implies that $S$ is closed under right-comultiple, and, then, Lemma 1.8 implies that $S$ is closed under right-complement.

Another property of the families $S^2$ shared by all solid Garside families is the existence of $S$-normal decompositions with entries in $S$. The key technical point is the following easy observation.

**Lemma 2.5.** If $S$ is a Garside family in a left-cancellative category $C$ and $S$ is closed under right-divisor, then $S$ satisfies Property $\square$.

**Proof.** Let $s_1 \mid \cdots \mid s_p$ lie in $S^2$. By Lemma 1.22 the assumption that $S$ is a Garside family and $s_1 s_2$ lies in $SC$ implies that $s_1 s_2$ admits an $S$-head, say $t_1$. Let $t_2$ be determined by $s_1 s_2 = t_1 t_2$. By Lemma 1.41 the path $t_1 \mid t_2$ is $S$-greedy. Moreover, as $s_1$ lies in $S$ and left-divides $s_1 s_2$, it must left-divide $t_1$, so we have $t_1 = s t$ for some $s$. Then we have $s_1 s_2 = t_1 t_2 = s_1 s t_2$, whence $s_2 = s t_2$ by left-cancelling $s_1$. So $t_2$ right-divides $s_2$, which belongs to $S$, hence $t_2$ belongs to $S$, as the latter is closed under right-divisor. Thus, $t_1 \mid t_2$ is an $S$-normal decomposition of $s_1 s_2$ whose entries lie in $S$. 

One can wonder whether, conversely, every generating family $S$ satisfying Property $\square$ must be solid: the answer is negative, see Exercise 49.

**Proposition 2.6 (normal exist, solid case).** If $S$ is a solid Garside family in a left-cancellative category $C$, every element of $C$ admits an $S$-normal decomposition with entries in $S$.

**Proof.** The argument is the same as for Proposition III.1.39 (recognizing Garside I), replacing $S^2$ with $S$ everywhere. The main step consists in showing the counterpart of Proposition III.1.49 (left-multiplication), namely that, if $s_1 \cdots | s_p$ is an $S$-normal decomposition of $s$ with entries in $S$ and $g$ is an element of $S$ such that $gs$ is defined, then an $S$-normal decomposition of $gs$ with entries in $S$ is obtained inductively using the assumption that $S$ satisfies Property $\square$ and the first domino rule.

We cannot say more, in particular about the length of the decomposition involved in Proposition 2.6 if $S$ is solid but does not coincide with $S^2$, then an element of $S^2 \setminus S$ has $S$-length one, but it has no $S$-normal decomposition of length one with entry in $S$.

We now adapt the characterizations of Garside families established in Subsection 1.2.
Proposition 2.7 (recognizing Garside, solid case). A solid subfamily $S$ in a left-cancellative category $C$ is a Garside family if and only if $S$ generates $C$ and one of the following equivalent conditions is satisfied:

(2.8) Every non-invertible element of $C$ admits an $S$-head;
(2.9) The family $S$ is closed under right-complement and every non-invertible element of $S^2$ admits an $S$-head;
(2.10) The family $S$ is closed under right-comultiple and every non-invertible element of $S^2$ admits a $\prec$-maximal left-divisor lying in $S$.

Proof. Assume that $S$ is a solid Garside family in $C$. Then, by Proposition 2.4, $S$ generates $C$ and, by Proposition 1.24, it satisfies (1.25)–(1.27). The latter include (2.8) and (2.10). Moreover, by Lemma 1.8, $S$ is closed under right-complement, and, by Proposition 1.24, every non-invertible element of $S^2$ admits an $S$-head, so $S$ satisfies (2.9).

Conversely, if $S$ is solid, generates $C$, and satisfies (2.8), it satisfies (1.25) so, by Proposition 1.24, it is a Garside family.

Next, if $S$ is solid, generates $C$, and satisfies (2.9), then, by Lemma 2.2, we have $C \cdot S \subseteq S$ and then, by Lemma 1.13(iii), $S^2$ is closed under right-complement. So $S$ satisfies Condition (1.27) and, by Proposition 1.24 again, it is a Garside family.

Finally, if $S$ is solid, generates $C$, and satisfies (2.9), it directly satisfies (1.27) and, once more by Proposition 1.24, it is a Garside family.

2.2 Right-Noetherian categories

When the ambient category is right-Noetherian, the existence of $\prec$-maximal elements is automatic, and recognizing Garside families is easier than in the general case. A typical result in this direction is the following, which is a consequence of Proposition 2.18 below:

Proposition 2.11 (recognizing Garside, solid right-Noetherian case). A solid subfamily of a left-cancellative category $C$ that is right-Noetherian is a Garside family if and only if it generates $C$ and is closed under right-comultiple.

In terms of subfamilies that are not necessarily solid, we deduce

Corollary 2.12 (recognizing Garside, Noetherian case). A subfamily $S$ of a left-cancellative category $C$ that is right-Noetherian is a Garside family if and only if $S^2$ generates $C$ and satisfies one of the following equivalent conditions:

(i) The family $S^2$ is closed under right-comultiple and right-divisor;
(ii) The family $S^2$ is closed under right-comultiple and right-complement.

Proof. If $S$ is a Garside family, then $S^2$ generates $C$ and, by Proposition 1.23, it is closed under right-comultiple, right-complement, and right-divisor.
Conversely, assume that $S^\circ$ generates $C$ and satisfies (i). By Lemma 2.2(ii), $S^\circ$ is solid, and Proposition 2.11 implies that $S^\circ$ is a Garside family. By Proposition III.1.33 (invariance), this implies that $S$ is a Garside family too. Finally, by Lemma 1.19 and owing to the other assumptions, (i) is equivalent to (ii).

We recall from Lemma 1.13 that $S^\circ$ is closed under right-comultiple if and only if $S$ is, so some variants of Corollary 2.12 could be stated.

**Example 2.13** (recognizing Garside, Noetherian case). If $(M, \Delta)$ is a Garside monoid, then, by definition, $M$ is right-Noetherian. So, in order to establish that $\text{Div}(\Delta)$ is a Garside family in $M$, it is actually enough to check that $\text{Div}(\Delta)$ is closed under right-comultiple and right-divisor, two immediate consequences of the properties of $\Delta$.

We shall prove in Proposition 2.18 below a result that is stronger than Proposition 2.11. Indeed, the Noetherianity assumption can be weakened into a local condition only involving the considered family $S$.

If $S$ is a subfamily of a (left-cancellative) category $C$—more generally, if $S$ is a precategory equipped with a partial product—we can introduce a local version of divisibility.

**Definition 2.14** ($S$-divisor). If $S$ is a subfamily of a category $C$ and $s, t$ lie in $S$, we say that $s$ is a right-$S$-divisor of $t$, written $s \precsim_S t$, or equivalently $t \succsim_S s$, if $t = t's$ holds for some $t'$ in $S$. We say that $s \precsim_S t$, or $t \succsim_S s$, holds if $t = t's$ holds for some $t'$ in $S \setminus S^\times$, where $S^\times$ is the family of all invertible elements of $S$ whose inverse lies in $S$.

Naturally, there exist symmetric relations $s \precsim_S t$ and $s \precsim_S t$ defined by $st' = t$ with $t'$ in $S$ and in $S \setminus S^\times$ respectively but, in this section, we shall use the right version only. See Exercise 53 for a few results about the left version (whose properties may be different when the assumptions about $C$ and $S$ are not symmetric).

Note that $\precsim_S$ need not be transitive in general, and that, in a framework that is not necessarily right-cancellative, there may be more than one element $t'$ satisfying $t = t's$: in particular, there may be simultaneously an invertible and a non-invertible one. Clearly, $s \precsim_S t$ implies $s \succsim_t$, but the converse need not be true, unless $S$ is closed under left-quotient. The inclusion of $\precsim_S$ in $\succsim$ is not true in general either.

**Lemma 2.15.** If $S$ is a subfamily of a left-cancellative category $C$ and $S^\times = C^\times \cap S$ holds, then $s \precsim_S t$ implies $s \succsim_t$. This holds in particular if $S$ is solid.

**Proof.** The assumption $S^\times = C^\times \cap S$ implies that an element of $S \setminus S^\times$ cannot be invertible in $C$. So, in this case, $t = t's$ with $t' \in S \setminus S^\times$ implies $t \succsim s$. If $S$ is solid, then, by Lemma 2.2, $S$ includes all of $C^\times$, so every invertible element of $S$ has its inverse in $S$, and we have $S^\circ = C^\circ = C^\circ \cap S$. With the local versions of divisibility naturally come local versions of Noetherianity.

**Definition 2.16** (locally right-Noetherian). A subfamily $S$ of a category is called locally right-Noetherian if the relation $\precsim_S$ is well-founded, that is, every nonempty subfamily of $S$ has a $\precsim_S$-minimal element.
Of course there is a symmetric notion of local left-Noetherianity involving \( \sim_S \).

If \( C \) is a right-Noetherian category, then, by Lemma 2.15 every subfamily \( S \) of \( C \) satisfying \( S^\times = C^\times \cap S \) is locally right-Noetherian since an infinite descending sequence for \( \sim_S \) would be a descending sequence for \( \sim \). But local Noetherianity is a priori doubly weaker than Noetherianity as it says nothing about descending sequences outside \( S \), and about ascending sequences inside \( S \) but with quotients outside \( S \). According to the general scheme explained in Subsection II.2.3 a family \( S \) is locally right-Noetherian if and only if there exists no infinite descending sequence for \( \sim_S \), if and only if there exists an ordinal-valued map \( \lambda \) on \( S \) such that \( s \sim_S t \) implies \( \lambda(s) < \lambda(t) \). In the case when \( S \) is finite, there exists a criterion that is usually simple to check on examples:

**Lemma 2.17.** Assume that \( S \) is a finite subfamily of a category \( C \). Then \( S \) is locally right-Noetherian if and only if \( \sim_S \) has no cycle.

**Proof.** Repeating a cycle for \( \sim_S \), that is, a finite sequence \( s_1, ..., s_p \) of elements of \( S \) satisfying \( s_i \sim_S s_{i+1} \) for every \( i \) and \( s_p \sim_S s_1 \) provides an infinite descending sequence. Conversely, if \( S \) has \( n \) elements, every sequence of length larger than \( n \) contains at least one entry twice, thus giving a cycle if it is \( \sim_S \)-decreasing. \( \square \)

Here is the main result we shall establish:

**Proposition 2.18 (solid Garside in right-Noetherian).** For every solid generating subfamily \( S \) in a left-cancellative category \( C \), the following are equivalent:

(i) The category \( C \) is right-Noetherian and \( S \) is a Garside family in \( C \);

(ii) The family \( S \) is locally right-Noetherian and closed under right-comultiple.

So, whenever \( S \) is locally right-Noetherian, we can forget about the existence of the head when looking whether \( S \) is a Garside family, and the ambient category is automatically right-Noetherian.

**Proof of Proposition 2.18 from Proposition 2.11**

Assume that \( S \) is a solid Garside family in \( C \). Then \( S \) generates \( C \) and is closed under right-comultiple by Proposition 2.4.

Conversely, assume that \( S \) is solid, generates \( C \), and is closed under right-comultiple. As \( C \) is right-Noetherian and \( S \) is solid, \( S \) is locally right-Noetherian since, by Lemma 2.13, a descending sequence for \( \sim_S \) would be a descending sequence for \( \sim \). Then Proposition 2.18 implies that \( S \) is a Garside family.

**Proposition 2.18** follows from a series of technical results.

First, we observe that, in the situation of Proposition 2.18 the local right-Noetherianity of \( S \) implies a global right-Noetherianity result involving \( S \), and even \( S^\times \).

**Lemma 2.19.** Assume that \( S \) is a solid generating subfamily in a left-cancellative category \( C \) and \( S \) is locally right-Noetherian. Then the restriction of \( \sim \) to \( S^\times \) is well-founded.
Proof. First we observe that, as $S$ is solid, Lemma 2.2 implies $S^2 = SC^\circ$ and $C^\circ S^2 = S^2$. Assume that $X$ is a nonempty subfamily of $S^2$. Put

$$Y = CAXC^\circ \cap S = \{s \in S \mid \exists y \in C \exists t \in X \exists \epsilon \in C^\circ (s = g\epsilon t)\}.$$ 

For every $t$ in $X$, there exists $\epsilon$ in $C^\circ$ such that $t\epsilon$ lies in $S$, so $Y$ is nonempty and, therefore, it has a $\prec_S$-minimal element, say $s$ (we recall that this means that $s' \prec_S s$ holds for no element $s'$). Write $s = g\epsilon t$ with $t \in X$ and $\epsilon \in C^\circ$. We claim that $t$ is $\prec_S$-minimal in $S^2$. Indeed, assume $t = h't'$ with $h \notin C^\circ$ and $t' \in X$. Then we have $s = gh't'$. As $S^2$ generates $C$ and $C^\circ S^2 \subseteq S^2$ holds, there exists $p \geq 1$ and $t_1, \ldots, t_p$ in $S^2 \setminus C^\circ$ satisfying $gh = t_1 \cdots t_p$. Write $t_i = s_i\epsilon_i$ with $s_i \in S \setminus C^\circ$ and $\epsilon_i \in C^\circ$, and put $g' = \epsilon_1 s_2 \epsilon_2 \cdots s_p \epsilon_p$ and $s' = g't'\epsilon$. Then we have $s = s_1 \epsilon_1 \cdots s_p \epsilon_p t'\epsilon = s_1 g' t'\epsilon = s_1 s'$. As $s'$ right-divides $s$ and $S$ is solid, $s'$ lies in $S$, and the decomposition $g'|t'|\epsilon$ witnesses that $s'$ lies in $Y$. Now $s_1$ is non-invertible, so we have $s' \prec_S s$, which contradicts the choice of $s$. Thus the existence of $t'$ is impossible, and $t$ is $\prec_S$-minimal in $S^2$.

Next, we show that the conditions of Proposition 2.17 force $S$ to be a Garside family.

Lemma 2.20. If $S$ is a solid generating subfamily in a left-cancellative category $C$ and $S$ is locally right-Noetherian and closed under right-comultiples, then $S$ is a Garside family.

Proof. Owing to (1.27) in Proposition 1.24 it suffices to prove that every element of $S^2$ admits a $\prec$-maximal left-divisor lying in $S$. So assume $g = s_1 s_2$ with $s_1, s_2 \in S$. Put $X = \{r \in S \mid s_1 r \in S$ and $r \preceq s_2\}$. If $y$ is the target of $s_1$, then $1_y$ lies in $X$, which is nonempty. Towards a contradiction, assume that $X$ has no $\prec$-maximal element. Then there exists an infinite $\prec$-increasing sequence in $X$, say $r_1 \prec r_2 \prec \cdots$. By assumption, $r_i \preceq s_2$ holds for each $i$, so we have $s_2 = r_it_i$ for some $t_i$, which must lie in $S$ since $S$ is closed under right-divisor and $s_2 \in S$. Now, by left-cancellativity, $r_is_i = r_{i+1}$ implies $t_i = s'i_{i+1}$, and therefore $r_i \prec r_{i+1}$ implies $t_i \triangleright t_{i+1}$. Thus $t_1, t_2, \ldots$ is a $\prec_S$-decreasing sequence in $S$, and its existence would contradict Lemma 2.19. Hence $X$ has a $\prec$-maximal element, say $r$. Then it follows that $s_1 r$, which belongs to $S$ and left-divides $g$ by definition, is a $\prec$-maximal left-divisor of $g$ lying in $S$. By Proposition 1.24, $S$ is a Garside family.

The last preparatory result says that a right-Noetherianity condition on $S^2$ extends to the whole ambient category when $S$ is a Garside family.

Lemma 2.21. Assume that $S$ is a Garside family in a left-cancellative category $C$ and the restriction of $\succ$ to $S^2$ is well-founded. Then $C$ is right-Noetherian.

Proof. Assume that $X$ is a nonempty subfamily of $C$, and let $m$ be the minimal value of $\|g\|_S$ for $g$ in $X$. If $m$ is zero, that is, if $X$ contains at least one invertible element, then every such element is $\sim_S$-minimal, and we are done. Otherwise, let $X_m$ be the family of all elements $t$ in $S^2$ satisfying

$$\exists s_1, \ldots, s_{m-1} \in S^2 (s_1|\cdots|s_{m-1}|t \text{ is } S\text{-normal and } s_1 \cdots s_{m-1} t \in X).$$
By definition, $\mathcal{X}_m$ is nonempty, so it admits a $\lesssim$-minimal element, say $t_m$. Then let $\mathcal{X}_{m-1}$ be the family of all elements $t$ in $S^2$ satisfying

$$\exists s_1, \ldots, s_{m-2} \in S^2 \ (s_1 \cdots | s_{m-2} | t | t_m \text{ is } S\text{-normal and } s_1 \cdots s_{m-2} t t_m \in \mathcal{X}).$$

Again $\mathcal{X}_{m-1}$ is nonempty, so it admits a $\lesssim$-minimal element, say $t_{m-1}$. We continue in the same way, choosing $t_i$ to be $\lesssim$-minimal in $\mathcal{X}_i$ for $i$ decreasing from $m$ to 1. In particular, $\mathcal{X}_1$ is the family of all elements $t$ in $S^2$ such that $t | t_2 | \cdots | t_m$ is $S$-normal and $t t_2 \cdots t_m$ lies in $\mathcal{X}$. Let $g = t_1 \cdots t_m$. By construction, $g$ lies in $\mathcal{X}$, and we claim it is $\lesssim$-minimal in $\mathcal{X}$.

Indeed, assume that $g'$ belongs to $\mathcal{X}$ and right-divides $g$, say $g = f g'$. The point is to show that $f$ is invertible. As $\mathcal{S}$ is a Garside family, $S^2$ generates $\mathcal{C}$, and there exists $p$ such that $f$ belongs to $(S^2)^p$. As $g'$ right-divides $g$, we have $\|g'\|_S \leq m$, so $g'$ admits an $\mathcal{S}$-normal decomposition of length $m$, say $s_1 | \cdots | s_m$. Applying Proposition III.1.49 (left multiplication) $p$ times, we find an $\mathcal{S}$-normal decomposition $s'_1 | \cdots | s'_m | s'_{m+1} | \cdots | s'_{m+p}$ of $f g'$, that is, of $g$ (see Figure 7). By construction, the vertical arrows represent elements $f_0 = f, f_1, \ldots, f_p$ of $(S^2)^p$. By Proposition III.1.25 (normal unique), $s_1 | \cdots | s_m$ and $s'_1 | \cdots | s'_m | s'_{m+1} | \cdots | s'_{m+p}$ must be a $C^\circ$-deformations of one another, that is, there exist invertible elements $\epsilon_1, \ldots, \epsilon_{m+p-1}$ making the diagram of Figure 7 commutative. The diagram shows that $\epsilon_m f_m$ is an identity-element, and we have $t_m = (\epsilon_{m-1} f_{m-1}) s_m$, whence $s_m \lesssim t_m$. On the other hand, $s_m$ belongs to $\mathcal{X}_m$ since it is the $m$th entry in an $\mathcal{S}$-normal decomposition of length $m$ for an element of $\mathcal{X}$, namely $g$. By the choice of $t_m$, the relation $s_m \lesssim t_m$ is impossible, so $\epsilon_{m-1} f_{m-1}$, hence $f_{m-1}$, must be invertible.

Put $t'_m = s_{m-1} f_{m-1}^{-1} \epsilon_{m-1}$, an element of $S^2$. By Proposition III.1.22 (deformation), $s_1 | \cdots | s_{m-2} t'_m | t_m$ is an $\mathcal{S}$-normal decomposition of $g$. Then we have $t_{m-1} = (\epsilon_{m-2} f_{m-2}) t'_m$, whence $t_{m-1} \lesssim t_{m-1}$. On the other hand, $t'_{m-1}$ belongs to $\mathcal{X}_{m-1}$ since it is the $m-1$st entry in an $\mathcal{S}$-normal decomposition of length $m$ finishing with $t_m$ for an element of $\mathcal{X}$, namely $g$. By the choice of $t_{m-1}$, the relation $t'_{m-1} \lesssim t_{m-1}$ is impossible, so $\epsilon_{m-2} f_{m-2}$, hence $f_{m-2}$, must be invertible.

Continuing in this way, we conclude after $m$ steps that $f_0$, that is, $f$, must be invertible, which establishes that $t$ is $\lesssim$-minimal in $\mathcal{X}$.

We can now complete our argument.

Proof of Proposition 2.15 Assume that $\mathcal{C}$ is right-Noetherian and $\mathcal{S}$ is a solid Garside family in $\mathcal{C}$. By Lemma 2.15 the relation $\preceq_S$ is included in $\lesssim$, so the well-foundedness
of \(\preceq\) implies that of \(\preceq_S\) and \(S\) is locally right-Noetherian. On the other hand, by Proposition 2.23, \(S\) is closed under right-comultiple. So (i) implies (ii).

Conversely, assume that \(S\) generates \(C\) and is solid, closed under right-comultiple, and locally right-Noetherian. First, Lemma 2.19 implies that \(S\) is a Garside family. Next, Lemma 2.19 implies that the restriction of \(\preceq\) to \(S^\sharp\) is well-founded. Finally, Lemma 2.21 implies that \(C\) is right-Noetherian. So (ii) implies (i).

Proposition 2.18 involves solid subfamilies. Remembering that \(S^\sharp\) is solid for every Garside family \(S\), we deduce an analogous statement for general subfamilies.

**Corollary 2.22 (Garside in right-Noetherian).** If \(S\) is a subfamily of a left-cancellative category \(C\) and \(S^\sharp\) generates \(C\), the following are equivalent:

(i) The category \(C\) is right-Noetherian and \(S\) is a Garside family in \(C\);

(ii) The family \(S\) is closed under right-comultiple and \(S^\sharp\) is locally right-Noetherian and closed under right-divisor.

(iii) The family \(S\) is closed under right-comultiple and \(S^\sharp\) is locally right-Noetherian and closed under right-complement.

**Proof.** Assume (i). By Proposition III.1.33 (invariance) and Lemma 2.3, \(S^\sharp\) is a solid Garside family. Hence, by Propositions 2.18 and 1.23, \(S^\sharp\) is locally right-Noetherian and closed under right-comultiple, right-divisor, and right-complement. By Lemma 1.13, it follows that \(S\) is closed under right-comultiple as well. So (i) implies (ii) and (iii).

Next, (ii) and (iii) are equivalent: if \(S\) is closed under right-comultiple, then so is \(S^\sharp\) by Lemma 1.13 and, therefore, by Lemma 1.19 since \(S^\sharp\) generates \(C\), the family \(S^\sharp\) is closed under right-divisor if and only if it is closed under right-complement.

Finally, assume (ii) and (iii). Then \(S^\sharp\) is a solid generating subfamily of \(C\) that is locally right-Noetherian and closed under right-comultiple. By Proposition 2.18, \(C\) is right-Noetherian and \(S^\sharp\) is a Garside family in \(C\). Then, by Proposition III.1.33 (invariance), \(S\) is a Garside family in \(C\) as well.

The right-Noetherianity assumption is crucial in the above results: otherwise, the conditions of Proposition 2.11 do not characterize Garside families.

**Example 2.23 (Klein bottle monoid).** In the Klein bottle monoid \(K^+\) (Reference Structure page 17), consider \(S = \{g \in K^+ | |g|_a \leq 1\}\), where \(|g|_a\) is the number of letters \(a\) in an expression of \(g\) (we recall that the value does not depend on the expression). As \(S\) contains \(a\) and \(b\), it generates \(K^+\). Next \(S\) is closed under right-comultiple since a common right-multiple of \(f\) and \(g\) is a right-multiple of \(\max_a(f, g)\), which is one of \(f\), \(g\) and which is a right-multiple of \(f\) and \(g\). Finally, \(S\) is closed under right-divisor, since \(g' \preceq g\) implies \(|g'|_a \leq |g|_a\). However, \(S\) is not a Garside family in \(K^+\), as the element \(a^2\) admits no \(S\)-head: every element of \(S\) left-divides \(a^2\), and \(S\) has no maximal element.

### 2.3 Categories that admit right-mcms

New features appear when the ambient category \(C\), in addition to being right-Noetherian, admits right-mcms, which is the case in particular when \(C\) is Noetherian, and when \(C\)
admits right-lcms. The main result is then that, for every subfamily $\mathcal{S}$ of $\mathcal{C}$, there exists a smallest Garside family that includes $\mathcal{S}$ (Corollary 2.32).

We recall from Definitions II.2.9 and II.2.38 that a category $\mathcal{C}$ is said to admit right-mcms (resp. to admit conditional right-lcms) if every common right-multiple of two elements is necessarily a right-multiple of some right-mcm (resp. right-lcm) of these elements. Note that, if $h$ is a right-lcm of $f$ and $g$, then the family of all right-lcms of $f$ and $g$ is the $\equiv^\ast$-equivalence class of $h$. Our starting point is the following easy observation.

Lemma 2.24. Assume that $\mathcal{C}$ is a left-cancellative category that admits right-mcms. Then, for every subfamily $\mathcal{S}$ of $\mathcal{C}$, the following are equivalent:

(i) The family $\mathcal{S}$ is closed under right-comultiple;

(ii) The family $\mathcal{S}^\flat$ is closed under right-mcm, that is, if $s$ and $t$ belong to $\mathcal{S}^\flat$, then so does every right-mcm of $s$ and $t$.

Proof. Assume that $\mathcal{S}$ is closed under right-comultiple. By Lemma 1.13, $\mathcal{S}^\flat$ is closed under right-comultiple as well. Assume that $s, t$ belong to $\mathcal{S}^\flat$, and $sg = tf$ is a right-mcm of $s$ and $t$. As $\mathcal{S}^\flat$ is closed under right-comultiple, there exist $f', g', h$ satisfying $sg' = tf' \in \mathcal{S}^\flat$, $f = f'h$, and $g = g'h$. The assumption that $sg$ is a right-mcm of $s$ and $t$ implies that $h$ is invertible. Hence $sg$, which is $sg'h$, belongs to $\mathcal{S}^\flat$. So (i) implies (ii).

Conversely, assume that $\mathcal{S}^\flat$ is closed under right-mcm. Assume that $s, t$ belong to $\mathcal{S}^\flat$, and $sg = tf$ holds. By assumption, there exists a right-mcm of $s$ and $t$, say $sg' = tf'$, that left-divides $sg$, that is, there exist $h$ satisfying $f = f'h$ and $g = g'h$. By assumption, $sg'$ belongs to $\mathcal{S}^\flat$, so $(f', g', h)$ witnesses that $\mathcal{S}^\flat$ is closed under right-comultiple. By Lemma 1.13 so is $\mathcal{S}$, and, therefore, (ii) implies (i).

Owing to Lemma 2.24, Corollary 2.12 directly implies:

Proposition 2.25 (recognizing Garside, right-mcm case). A subfamily $\mathcal{S}$ of a left-cancellative category $\mathcal{C}$ that is right-Noetherian and admits right-mcms is a Garside family if and only if $\mathcal{S}^\flat$ generates $\mathcal{C}$ and satisfies one of the following equivalent conditions:

(i) The family $\mathcal{S}^\flat$ is closed under right-mcm and right-divisor.

(ii) The family $\mathcal{S}^\flat$ is closed under right-mcm and right-complement.

By Proposition II.2.40 (right-mcm), every left-Noetherian category admits right-mcms, so Proposition 2.25 implies in turn

Corollary 2.26 (recognizing Garside, Noetherian case). A subfamily $\mathcal{S}$ of a left-cancellative category $\mathcal{C}$ that is Noetherian is a Garside family if and only if $\mathcal{S}^\flat$ generates $\mathcal{C}$ and satisfies one of the following equivalent conditions:

(i) The family $\mathcal{S}^\flat$ is closed under right-mcm and right-divisor.

(ii) The family $\mathcal{S}^\flat$ is closed under right-mcm and right-complement.

In the more special case of a category that admits conditional right-lcms, the results become even more simple.
Definition 2.27 (closure under right-lcm). Assume that $C$ is a left-cancellative category that admits conditional right-lcms. A subfamily $S$ of $C$ is said to be closed (resp. weakly closed) under right-lcm if, for all $s, t \in S$ admitting a common right-multiple, every (resp. at least one) right-lcm of $s$ and $t$ lies in $S$.

As the notions of right-mcm and right-lcm coincide in a category that admits conditional right-lcms, we can easily establish an analog of Lemma 2.24.

Lemma 2.28. Assume that $C$ is a left-cancellative category that admits conditional right-lcms. Then, for every subfamily $S$ of $C$, the following are equivalent:

(i) The family $S$ is closed under right-comultiple;
(ii) The family $S$ is weakly closed under right-lcm;
(iii) The family $S^\#$ is closed under right-lcm.

Proof. The equivalence of (i) and (ii) follows from the definition of a right-lcm. Next, by Lemma 1.13(ii), $S$ is closed under right-comultiple if and only if $S^\#$ is, hence, by the equivalence of (i) and (ii), if and only $S^\#$ is weakly closed under right-lcm. Now, as every element that is $\sim^\#$-equivalent to an element of $S^\#$ must belong to $S^\#$, the family $S^\#$ is weakly closed under right-lcm if and only if it is closed under right-lcm.

Proposition 2.25 then implies:

Corollary 2.29 (recognizing Garside, right-lcm case). A subfamily $S$ of a left-cancellative category $C$ that is right-Noetherian and admits conditional right-lcms is a Garside family if and only if $S^\#$ generates $C$ and one of the following equivalent conditions holds:

(i) The family $S^\#$ is closed under right-lcm and right-divisor;
(ii) The family $S^\#$ is closed under right-lcm and right-complement;
(iii) The family $S$ is weakly closed under right-lcm and $S^\#$ is closed under right-divisor;
(iv) The family $S$ is weakly closed under right-lcm and $S^\#$ is closed under right-complement.

Proof. Proposition 2.25 gives the equivalence with (i) and (ii) directly. On the other hand, Lemma 2.28 gives the equivalence of (i) and (iii) on the one hand, and that of (ii) and (iv) on the other hand.

Many examples are eligible for the above criteria. As already mentioned, so is the family of divisors of $\Delta$ in a Garside monoid $(M, \Delta)$, since $\text{Div}(\Delta)$ is, by very definition, closed under right-lcm and right-divisor. Here is a less classical example.

Example 2.30 (affine braids). Consider the affine braid monoid $B^+$ of type $\tilde{A}_2$ and the sixteen-element family $S$ of (Reference Structure 9, page 111). As mentioned in Chapter III—and as will be more systematically discussed in Chapter IX—the monoid $B^+$ is not a Garside monoid; it admits conditional right-lcms, but does not admit right-lcms
as, for instance, the elements $\sigma_1, \sigma_2, \sigma_3$ have no common right-multiple. Now the family $S$ generates the monoid, it is closed under right-divisor by definition, and it turns out to be closed under right-lcm: indeed, using right-reversing, one can check (which is easy owing to the symmetries) that all pairs of elements of $S$ that do not admit a right-lcm in $S$ actually admit no common right-multiple in the monoid because the associated right-reversing has a repeating pattern, hence does not terminate. Hence, by Corollary 2.29, $S$ is a Garside family in $B^+$, and every element of $B^+$ admits an $S$-normal decomposition.

We refer to Exercise 45 for an example of a finite Garside family in a monoid that admits right-mcms but does not admit conditional right-lcms, and Exercise 46 for an example in a monoid that is right-Noetherian but not Noetherian.

Of course, all above characterizations of Garside families admit counterparts in the case of solid families, see Exercise 50.

An interesting consequence of the definition of Garside families in terms of closure is the existence of smallest Garside families.

**Proposition 2.31 (smallest Garside).** Assume that $C$ is a left-cancellative category that is right-Noetherian and admits right-mcms. Then, for every subfamily $S$ of $C$ such that $S \cup C^c$ generates $C$, there exists a smallest $=^c$-closed Garside family that includes $S$.

**Proof.** Starting from $S_0 = S \cup C^c$, we inductively construct a sequence of subfamilies of $C$ by defining $S_{2i+1}$ to be the family of all right-mcms of two elements of $S_{2i}$ and $S_{2i+2}$ to be the family of all right-divisors of an element of $S_{2i+1}$. Let $\hat{S} = \bigcup_{i \geq 0} S_i$. The family $(\hat{S}_i)_{i \geq 0}$ is increasing: every element $t$ is a right-lcm of $t$ and $t$, hence $\hat{S}_i \subseteq \hat{S}_{i+1}$ holds and every element $t$ is a right-divisor of itself, hence $S_{2i+1} \subseteq S_{2i+2}$ holds. Then $\hat{S}$ is a subfamily of $C$ that includes $S$ and $C^c$, hence it generates $C$. Moreover, $\hat{S}$ is closed under right-mcm: if $s$, $t$ belong to $\hat{S}$ and $h$ is a right-mcm of $s$ and $t$, there exist $i$ such that $s$ and $t$ belong to $S_{2i}$ and, therefore, $h$ belongs to $S_{2i+1}$, hence to $\hat{S}$. Similarly, $\hat{S}$ is closed under right-divisor: if $t$ belongs to $\hat{S}$ and $t'$ is a right-divisor of $t$, there exists $i$ such that $t$ belongs to $S_{2i+1}$ and, therefore, $h$ belongs to $S_{2i+2}$, hence to $\hat{S}$. Finally, $\hat{S}$ is closed under right-multiplication by an invertible element: if $t$ belongs to $\hat{S}$ and $t' =^c t$ holds, $t'$ is a right-mcm of $t$ and $t$, hence it belongs to $\hat{S}$ as well. Hence, by Proposition 2.25 $\hat{S}$ is an $=^c$-closed Garside family in $C$.

On the other hand, by Proposition 2.25 again, every $=^c$-closed Garside family $\hat{S}'$ that includes $\hat{S}$ includes $\hat{S} \cup 1_C$ and is closed under right-mcm and right-divisor, hence it inductively includes each family $S_i$, and the union $\hat{S}$ of these families.

When we consider Garside families that need not be $=^c$-closed, the possibly multiple choices for the representatives of the $=^c$-equivalence classes make it difficult to expect a similar result, and the Axiom of Choice is of no help here.

In the case of a category that is strongly Noetherian, that is, that admits an $\mathbb{N}$-valued Noetherianity witness, we can say a little more.

**Corollary 2.32 (smallest Garside).** Every strongly Noetherian left-cancellative category $C$ contains a smallest $=^c$-closed Garside family including $1_C$, namely the closure of the atoms under right-mcm and right-divisor. This Garside family is solid.
Proof. Let $\mathcal{A}$ be the atom family of $\mathcal{C}$ and let $\mathcal{S}$ be the smallest $\Rightarrow$-closed Garside family that includes $\mathcal{A} \cup \mathcal{I}_c$, that is, the family obtained from $\mathcal{A} \cup \mathcal{I}_c$ by closing under right-mcm and right-divisor. By Proposition 2.31, $\mathcal{S}$ is a Garside family. Now assume that $\mathcal{S}'$ is an $\Rightarrow$-closed Garside family of $\mathcal{C}$. By Proposition II.2.58(i) (atoms generate), $\mathcal{S}'$ includes an $\Rightarrow$-selector in $\mathcal{A}$, hence it includes $\mathcal{A}$ and, by Proposition 2.31 again, it includes $\mathcal{S}$.

Finally, by Proposition II.2.58(ii), the family $\mathcal{S}$ generates $\mathcal{C}$, and, by definition, it is closed under right-divisor, hence it is solid. \hfill \square

In practice, Proposition 2.31 leads to a (partly) effective algorithm (see Subsection 2.4). In particular, if the closure $\mathcal{S}$ happens to be finite, then the sequence $(\mathcal{S}_i)_{i \geq 0}$ of the proof of Proposition 2.31 has to be eventually constant and one has $\mathcal{S} = \mathcal{S}_i$ where $i$ is the first integer for which $\mathcal{S}_{i+2} = \mathcal{S}_i$ holds.

Example 2.33 (smallest Garside). Consider the free Abelian monoid $\mathbb{Z}^n$ (Reference Structure I.1 page 3). Then $\mathbb{Z}^n$ is strongly Noetherian with atoms $a_1, \ldots, a_n$. In the process of Proposition 2.31 we start with $\mathcal{S}_0 = \{a_1, \ldots, a_n\}$. Then $\mathcal{S}_1$ is the closure of $\mathcal{S}_0$ under right-mcm, here $\mathcal{S}_0$ plus all elements $a_i a_j$ with $i \neq j$. Then $\mathcal{S}_2$ is the closure of $\mathcal{S}_1$ under right-divisor, in this case $\mathcal{S}_1 \cup \{1\}$. Next, $\mathcal{S}_3$ consists of all elements that are products of at most 4 atoms, and, inductively, $\mathcal{S}_{2i+1}$ consists of all elements that are products of at most $2^i$ atoms. The process stops for $2^i \geq n$, yielding the smallest Garside family in $\mathbb{Z}^n$, which consists of the $2^n$ products of atoms, that is, the family $\text{Div}(\Delta_n)$ illustrated in Lemma 1.1.3

Now, let $M$ be the partially Abelian monoid $\langle a, b, c | ab = ba, bc = cb \rangle^+$ (a particular case of the right-angled Artin–Tits monoids of Exercise 102). Arguing as above, one sees that the smallest Garside family in $M$ consists of the 6 elements displayed on the right; note that this Garside family contains no unique maximal element.

Here are two more examples. The first one shows that, even in the context of Corollary 2.32 the smallest Garside family need not be proper.

Example 2.34 (no proper Garside). Let $M = \langle a, b | ab = ba, a^2 = b^2 \rangle^+$. Then $M$ has no nontrivial invertible element, and it is strongly Noetherian as it admits a homogeneous presentation. Its atoms are $a$ and $b$, which admit two right-mcms, namely $ab$ and $a^2$. More generally, the elements $a^m$ and $a^{m-1}b$ admit two right-mcms, namely $a^{m+1}$ and $a^m b$, for every $m$. If $S$ is a Garside family in $M$, it must contain $a$ and $b$ and be closed under right-mcm. An immediate induction using the above values shows that $S$ must contain $a^m$ and $a^{m-1}b$ for every positive $m$. Hence $S$ includes all of $M$, except possibly 1. So $M$ and $M \setminus \{1\}$ are the only Garside families in $M$. The case of $M$ can be compared with the monoid of Exercise 45 where a finite Garside family exists: both presentations are similar but, in the latter case, the generator $a$ has been split into $a$ and $a'$, which admit no common right multiple.

The second example shows the necessity of the Noetherianity assumption for the existence of a smallest Garside family.
Example 2.35 (no smallest Garside). Consider the Klein bottle monoid $K^+$ (Reference Structure [5] page [17]), and the subset $\{a, b\}$, which generates $K^+$. We claim that there exists no smallest Garside family including $\{a, b\}$. Indeed, for $m \geq 0$, let $S_m = \{g \in K^+ \mid g \leq ab^m a\}$. Then $S_m$ (enumerated in $\leq$-increasing order) consists of all elements $b^p$, plus the elements $b^p a$, plus the elements $ab^p$, plus the elements $ab^p a$ with $p \geq m$. As the left-divisibility relation of $K^+$ is a linear order, $S_m$ is closed under right-lcm and every element $g$ of $K^+$ admits an $S_m$-head, namely $\min_S(g, ab^m a)$. On the other hand, the left- and right-divisors of $ab^m a$ coincide, so, by Proposition 1.24, $S_m$ is a Garside family in $K^+$ for every $m$.

Assume that $S$ is a Garside family including $\{a, b\}$ in $K^+$. Then $S$ is closed under right-divisor, and therefore contains all right-divisors of $a$, namely all elements $b^p$ and $ab^p$ with $p \geq 0$. Consider $ba$. If it does not belong to $S$, it must admit an $S$-head $s$, which by definition satisfies $s \prec ba$, hence must be either of the form $b^p$ with $p \geq 0$ or of the form $b^p a$ with $p \geq 1$. Both are impossible: $s = b^p$ is impossible because $b^{p+1}$ would be a larger left-divisor of $ba$ lying in $S$, and $s = b^p a$ is impossible because this would require $b^p a \in S$, and, as $S$ is closed under right-divisor, imply $ba \in S$, contrary to our assumption. So $ba$ must lie in $S$. The same argument applies to every element $b^p a$, and $S$ must include $\{g \in K^+ \mid |g|_a \leq 1\}$. We saw in Example 2.23 that the latter family is not a Garside family, hence the inclusion is proper, and $S$ contains at least one element $g$ with $|g|_a \geq 2$. As $S$ is closed under right-divisor, it contains at least one element of the form $ab^p a$. Hence $S$ must include at least one of the families $S_m$. Now, by construction, we have $S_{m+1} \not\subseteq S_m$, and none of the Garside families $S_m$ can be minimal.

See Exercise 45 for an example of a monoid that is right-Noetherian, but not Noetherian, and admits no smallest Garside family.

Existence of lcms. Up to now we concentrated on the question of recognizing Garside families in categories that admit, say, conditional right-lcms. We conclude the section with results in a different direction, namely recognizing the existence of lcms when a Garside family is given. The results here are similar to what was done with Noetherianity in Proposition 2.18 if $S$ is a Garside family, exactly as it suffices that $S$ be locally right-Noetherian to ensure that the whole ambient category is right-Noetherian, it suffices that $S$ locally admits right-lcms to ensure that the ambient category admits right-lcms. So, as in the case of right-Noetherianity, the existence of right-lcms can be decided locally, inside the Garside family $S$.

We recall from Definition 2.14 that, if $S$ is a subfamily of a left-cancellative category $C$ and $s, t$ lies in $S$, we say that $s$ is a left-$S$-divisor of $t$, written $s \leq_S t$, if $st' = t$ holds for some $t'$ lying in $S$. We naturally introduce the derived notion of a right-$S$-lcm to be a least upper bounds w.r.t. $\leq_S$.

Lemma 2.36. Assume that $S$ is a solid Garside family in a left-cancellative category $C$ and $s, t$ are elements of $S$ with the same source.

(i) If $s$ and $t$ admit a right-$S$-lcm, the latter is a right-lcm of $s$ and $t$.

(ii) Conversely, if $s$ and $t$ admit a right-lcm, they admit one that lies in $S$, and the latter is then a right-$S$-lcm of $s$ and $t$.
Proof. (i) Assume that $r$ is a right-$\mathcal{S}$-lcm of $s$ and $t$. First $\leq_{\mathcal{S}}$ is included in $\leq$, so $r$ is a common right-multiple of $s$ and $t$. Assume that $h$ is a common right-multiple of $s$ and $t$ in $\mathcal{C}$. By Proposition [1.23] (Garside closed), $\mathcal{S}$ is closed under right-divisor and right-comultiple, hence, by Lemma [1.38] $\mathcal{S}$ satisfies (1.9), so there exist $s', t', r'$ in $\mathcal{S}$ satisfying $r' = st' = ts' \leq h$. Then $r'$ is a common right-$\mathcal{S}$-multiple of $s$ and $t$, so the assumption on $r$ implies $r \leq_{\mathcal{S}} r'$, whence $r \leq h$. Hence $r$ is a right-lcm of $s$ and $t$.

(ii) Assume that $h$ is a right-lcm of $s$ and $t$ in $\mathcal{C}$, say $h = sg = tf$. By Proposition [1.23] and Lemma [1.38] again, $\mathcal{S}$ satisfies (1.9), so there exist $s', t', r$ in $\mathcal{S}$ satisfying $r = st' = ts' \leq h$. The assumption that $h$ is a right-lcm of $s$ and $t$ implies $r = h$ and, therefore, $r$ is also a right-lcm of $s$ and $t$. On the other hand, by construction, $r$ is a common right-$\mathcal{S}$-multiple of $s$ and $t$, and a least one as a $\leq_{\mathcal{S}}$-upper bound must be a $\leq$-upper bound. \hfill \Box

**Lemma 2.37.** Assume that $\mathcal{S}$ is a solid Garside family in a left-cancellative category $\mathcal{C}$. Then the following are equivalent:

(i) Any two elements of $\mathcal{S}$ with a common right-multiple admit a right-lcm.

(ii) Any two elements of $\mathcal{C}$ with a common right-multiple admit a right-lcm.

Proof. Since $\mathcal{S}$ is included in $\mathcal{C}$, (i) is a specialization, hence a consequence, of (ii).

Assume (i). By Lemma [2.36] two elements of $\mathcal{S}$ that admit a right-lcm admit one that lie in $\mathcal{S}$. Moreover, by assumption, $\mathcal{S}$ is closed under right-divisor. So there exists an $\mathcal{S}$-valued right-lcm witness $\theta$ on $\mathcal{S}$, that is, a map from $\mathcal{S} \times \mathcal{S}$ to $\mathcal{S}$ such that, for every pair $\{s, t\}$ in $\mathcal{S}$ such that $s$ and $t$ admit a common right-multiple, we have $s\theta(s, t) = t\theta(t, s)$ and $s\theta(s, t)$ is a right-lcm of $s$ and $t$. Assume that $f$, $g$ belong to $\mathcal{C}$ and admit a common right-multiple. As $\mathcal{S}$ generates $\mathcal{C}$, we can find $\mathcal{S}$-paths $s_1 | \cdots | s_p$ and $t_1 | \cdots | t_q$ that are decompositions of $f$ and $g$, respectively. Using $\theta$ we right-reverse the signed $\mathcal{S}$-path $s_p | \cdots | s_1 | t_1 | \cdots | t_q$, that is, we construct a rectangular grid based on $s_1 | \cdots | s_p$ and $t_1 | \cdots | t_q$ in which each square corresponds to a right-lcm of the left and top edges, as in Figure 2. The assumption that $s$ and $t$ admit a common right-multiple implies that each pair of elements of $\mathcal{S}$ occurring in the grid admits a common right-multiple, so that the construction of the grid can be completed, and repeated calls to Proposition [1.2.12] (iterated lcm) imply that, if $s'_1 | \cdots | s'_p$ and $t'_1 | \cdots | t'_q$ are the paths occurring on the right and the bottom of the grid, then $f t'_1 | \cdots | t'_q$, which is also $g s'_1 | \cdots | s'_p$, is a right-lcm of $s$ and $t$. \hfill \Box

By merging Lemmas [2.36] and [2.37] we obtain

**Proposition 2.38 (existence of lcm).** If $\mathcal{S}$ is a solid Garside family in a left-cancellative category $\mathcal{C}$, the following are equivalent:

(i) Any two elements of $\mathcal{S}$ with a common right-$\mathcal{S}$-multiple admit a right-$\mathcal{S}$-lcm.

(ii) The category $\mathcal{C}$ admits conditional right-lcms, that is, any two elements of $\mathcal{C}$ with a common right-multiple admit a right-lcm.

Of course, a variant of the above result not assuming that the considered Garside family is solid can be obtained by replacing $\mathcal{S}$ with $\mathcal{S}^2$. 
2.4 Categories with unique right-lcms

As shown in Example 2.33, the proof of Proposition 2.31 gives an effective method for constructing a smallest Garside family. However, the method is not really effective, as it requires finding all right-divisors of the elements of a family. Except in some very simple cases, there is no practical method to do that. By contrast, we shall now describe a new criterion that, in a more restricted context, provides a really effective method.

Hereafter, we consider the case of a left-cancellative category $C$ that contains no non-trivial invertible elements and admits conditional right-lcms. In this case, a right-lcm is unique when it exists; conversely, no invertible element may exist when right-lcms are unique. We can therefore equivalently say that $C$ admits unique conditional right-lcms. Then $S^\# = S \cup 1_C$ holds for every subfamily $S$, and right-lcm is a well-defined (partial) binary operation. Associated comes a right-complement operation (Definition II.2.11): for $f, g$ in $C$ admitting a common right-multiple, the right-complement $f \setminus g$ is the (unique) element $g'$ such that $fg'$ is the right-lcm of $f$ and $g$. For instance, in the free Abelian monoid $\mathbb{N}^n$ based on $\{a_1, \ldots, a_n\}$ (Reference Structure 1, page 3), the right-lcm of $a_i$ and $a_j$ is $a_ia_j$ for $i \neq j$, and is $a_i$ for $i = j$, and we find $a_i \setminus a_j = a_j$ for $i \neq j$ and $a_i \setminus a_j = 1$ for $i = j$. Similarly, in the case of braids (Reference Structure 2, page 5), unique right-lcms also exist, and we find $\sigma_i \setminus \sigma_j = \sigma_j \sigma_i$ for $|i - j| = 1$, $\sigma_i \setminus \sigma_j = \sigma_j$ for $|i - j| \geq 2$, and $\sigma_i \setminus \sigma_j = 1$ for $i = j$.

Lemma 2.39. For every subfamily $S$ of a left-cancellative category $C$ that is right-Noetherian and admits unique conditional right-lcms, the following are equivalent:

(i) The family $S^\#$ is closed under right-complement (in the sense of Definition 1.3);

(ii) The family $S^\#$ is closed under $\setminus$, that is, if $s$ and $t$ belong to $S^\#$, then so does $s \setminus t$ when defined, that is, when $s$ and $t$ admit a common right-multiple.

The proof just consists in applying the definitions and it is left to the reader. Owing to Lemma 2.39, Corollary 2.29 and Lemma 2.28 directly imply:

**Proposition 2.40** (recognizing Garside, right-complement case). A subfamily $S$ of a left-cancellative category $C$ that is right-Noetherian and admits unique conditional right-lcms is a Garside family if and only if $S^\#$ generates $C$ and is closed under right-lcm and right-complement.

**Corollary 2.41** (smallest Garside). For every generating subfamily $S$ of a left-cancellative category $C$ that is right-Noetherian and admits unique conditional right-lcms, the smallest Garside $\equiv^\#$-closed family that includes $S$ is the closure of $S$ under the right-lcm and right-complement operations.

The difference between this description of the smallest Garside family and the one of Proposition 2.41 is that the right-lcm and the right-complement are functional operations (at most one result for each choice of the arguments). Moreover, these operations...
can be computed easily whenever one is given a presentation \((\mathcal{S}, \mathcal{R})\) of the ambient category for which right-reversing is complete. Indeed, Proposition 2.44 (common right-multiple) implies that, for all \(\mathcal{S}\)-paths \(u, v\) that represent elements admitting a common right-multiple, there exist a unique pair of \(\mathcal{S}\)-paths \(u', v'\) such that \(uv\) is \(\mathcal{R}\)-reversible to \(u'v'\), in which case \(uv\) and \(u'v'\) represent the right-lcm of \([u]\) and \([v]\), whereas \(v'\) represents \([v]\setminus [u]\) and \(u'\) represents \([u]\setminus [v]\). So closing under right-lcm and right-complement essentially means, at the level of \(\mathcal{S}\)-paths, closing under right-reversing.

**Example 2.42 (smallest Garside).** Consider the braid monoid \(B_1^+\) (Reference Structure 2 page 5). The atoms are \(\sigma_1, \sigma_2, \sigma_3\). To find the smallest Garside family of \(B_1^+\), we start with \(S_0 = \{\sigma_1, \sigma_2, \sigma_3\}\) and define \(S_{i+1}\) to be \(S_i\) completed with the right-lcms (resp. right-complements) of elements of \(S_i\) when \(i\) is odd (resp. even). One finds
\[
S_1 = S_0 \cup \{\sigma_1\sigma_2\sigma_1, \sigma_2\sigma_3\sigma_2, \sigma_1\sigma_3\sigma_1\},
S_2 = S_1 \cup \{1, \sigma_1\sigma_2, \sigma_2\sigma_3, \sigma_1\sigma_3, \sigma_1\sigma_2\sigma_2, \sigma_1\sigma_3\sigma_2, \sigma_2\sigma_1\sigma_2\sigma_1, \sigma_1\sigma_2\sigma_1\sigma_2\},
S_3 = S_2 \cup \{\Delta_1, \sigma_2\sigma_3\sigma_1, \sigma_1\sigma_3\sigma_2\sigma_1, \sigma_1\sigma_2\sigma_1\sigma_2, \sigma_1\sigma_2\sigma_3\sigma_1, \sigma_1\sigma_2\sigma_1\sigma_2\sigma_1, \sigma_1\sigma_2\sigma_1\sigma_2\sigma_1\},
S_4 = S_3 \cup \{\sigma_1\sigma_2\sigma_2\},
S_5 = S_6 = S_4.
\]
Hence the smallest Garside family \(S\) in \(B_1^+\) that contains 1, is the collection of the 24 divisors of \(\Delta_1\). Removing the saturation condition amounts to removing 1, so the smallest Garside family in \(B_1^+\) is the collection of the 23 nontrivial divisors of \(\Delta_1\).

### 2.5 Finite height

We saw in Subsection 2.2 that local conditions, namely conditions involving the elements of the considered Garside family only, guarantee right-Noetherianity. It is natural to address a similar question in the case of strong Noetherianity, that is, when every element has a finite height. We shall establish now a partial result, in the case when the height is uniformly bounded on the considered Garside family.

We recall from Proposition II.2.48 (finite height) that an element \(g\) has height at most \(m\) if every decomposition of \(g\) contains at most \(m\) non-invertible entries.

**Proposition 2.43 (finite height).** If \(\mathcal{C}\) is a left-cancellative category and \(\text{ht}(s) \leq K\) holds for every \(s\) in some Garside family \(\mathcal{S}\) of \(\mathcal{C}\), then \(\mathcal{C}\) is strongly Noetherian and \(\text{ht}(g) \leq K\) holds for every element \(g\) in \(\mathcal{C}\) satisfying \(\|g\|_S \leq p\).

Proposition 2.43 follows from a stronger technical result—we shall see in Chapter XI a situation where only the latter is relevant.

**Lemma 2.44.** Assume that \(\mathcal{C}\) is a left-cancellative category, \(S\) is a Garside family of \(\mathcal{C}\), and there exists a map \(K : \text{Obj}(\mathcal{C}) \to \mathbb{N}\) satisfying \(\forall g \in \mathcal{S}(\cdot, y)\) \(\text{ht}(g) \leq K(y)\) and such that \(\mathcal{C}(y, y') \neq \emptyset\) implies \(K(y) \leq K(y')\). Then \(\text{ht}(g) \leq K(y)^p\) holds for every \(g\) in \(\mathcal{C}(\cdot, y)\) satisfying \(\|g\|_S \leq p\).
Proof. As a preliminary remark, we observe that \(\text{ht}(g) \leq K(y)\) for every \(g\) in \(S^2(y,y)\). Indeed, by (the counterpart of Lemma \([1,2.44](i)\), \(g' = g\) implies \(\text{ht}(g') = \text{ht}(g)\).

Assume that \(g\) belongs to \(C(y,y)\) and satisfies \(\|g\|_S \leq p\). Then \(g\) lies in \((S^1)^p(y,y)\). By assumption, \(g\) has an \(S\)-normal decomposition of length \(p\), say \(s_1|\cdots|s_p\). Let \(t_1|\cdots|t_q\) be an arbitrary decomposition of \(g\). As \(s_1|\cdots|s_p = t_1|\cdots|t_q\) holds, Proposition \([1,1.13]\) which is relevant by Proposition \([1,2.44]\) guarantees the existence of a rectangular grid as in Figure \([8]\) where the edges and diagonals of the squares lie in \(S^2\). Let \(N(j)\) be the number of non-invertible elements on the \(j\)th row of the diagram. We claim that \(N(j) \leq K(y)^{p-j}\) holds.

Indeed, let \(t_{i,j}, \ldots, t_{q,j}\) be the elements of \(S^2\) that appear on the \(j\)th row of the diagram and, similarly, let \(s_{i,1}, \ldots, s_{i,p}\) be those appearing on the \(j\)th column. We use induction on \(j\) decreasing from \(p\) to \(0\). For \(j = p\), all elements \(t_{i,j}\) left-divides \(1_y\), so they all must be invertible, and \(N(p) = 0 \leq K(y)^p\) holds.

Assume that \(t_{i,j}\) is non-invertible in the \(j\)th row. In that row, \(t_{i,j}\) is followed by a certain number of invertible entries, say \(n\) (possibly zero). Let us evaluate how many of the entries \(t_{i,j-1}, \ldots, t_{i+n,j-1}\) may be non-invertible. Locally, the diagram looks like

![Diagram](image)

By assumption, \(s_{i-1,j}t_{i,j}\) belongs to \(S^2\) and \(t_{i+1,j}, \ldots, t_{i+n,j}\) are invertible, so \(s_{i-1,j}t_{i,j} \cdots t_{i+n,j}\) is also in \(S^2\). It follows that, among \(t_{i,j-1}, \ldots, t_{i+n,j-1}\) and \(s_{i+1,n,j}\), there are at most \(K(y+n,j)\) non-invertible entries, where \(y+n,j\) is the common target of \(t_{i+n,j}\) and \(s_{i+1,n,j}\). By construction, there exists a path from \(y+n,j\) to \(y\) in the diagram, so \(C(y+n,j,y)\) is nonempty and, therefore, we have \(K(y+n,j) \leq K(y)\). Thus every non-invertible arrow in the \(j\)th row gives rise to at most \(K(y)\) non-invertible arrows in the above row. Actually, the number is even at most \(K(y) - 1\), unless \(s_{i+1,n,j}\) is invertible, in which case the number of non-invertible elements at the right of \(s_{i+1,n,j}\) is the same on the \(j\)th and \((j-1)\)th rows. The block of invertible elements possibly starting with \(t_{1,j}\) together with the vertical arrow \(s_{1,j}\) may result in \(K(y)\) more non-invertible elements on the \((j-1)\)th row. Finally, an easy bookkeeping argument shows that, in all cases, the number of non-invertible elements on the \((j-1)\)th row is at most \((N(j) + 1)(K(y) - 1) + 1\), hence, using the induction hypothesis, at most \(K(y)^{p-j+1}\). For \(j = 0\), we obtain \(N(0) \leq K(y)^p\), which is the expected result.

Finally, as \(S\) is a Garside family, every element \(g\) of \(C\) satisfies \(\|g\|_S \leq p\) for some \(p\), and, therefore, \(\text{ht}(g)\) is finite for every element of \(C\).

Proof of Proposition \([2,41]\) The result directly follows from Lemma \([2,44]\) since, if \(\text{ht}(s) \leq K\) holds for every \(s\) in \(S\), then Conditions (i) and (ii) of Lemma \([2,44]\) are satisfied for the constant function with value \(K\).

Specializing, we obtain

Corollary \(2.45\) (finite height). Every left-cancellative category \(C\) that admits a finite Garside family whose elements have a finite height is strongly Noetherian.
3 Geometric and algorithmic applications

We return to the general context of arbitrary left-cancellative categories, and use the clo-
sure properties introduced in Section 1 to derive new geometric and algorithmic results
completing those of Section III.3. The main point is the existence of presentations that
involve short relations and give rise to quadratic isoperimetric inequalities.

The section is organized as follows. In Subsection 3.1, we show that every Garside
family provides distinguished presentations of the ambient category, and we observe that
the latter satisfy quadratic isoperimetric inequalities. In Subsection 3.2, we deduce new
solutions for the Word Problem of a category or its enveloping groupoid using the previous
presentations and right-reversing (Section II.4) rather than appealing to normal decompo-
sitions. Finally, in Subsection 3.3, we discuss the specific case of categories that admit
unique right-lcms.

3.1 Presentations

We show that every Garside family in a left-cancellative category provides a simple ex-
licit presentation. The point is the following direct consequence of Proposition 1.15.

Lemma 3.1. Assume that $C$ is a left-cancellative category and $S$ is a generating sub-
family that is closed under right-complement. Then each equality $s_1 \cdots s_p = t_1 \cdots t_q$ with
$s_1, \ldots, t_q$ in $S$ satisfied in $C$ is the consequence of

(i) $pq$ relations of the form $st' = ts'$ with $s, t, s', t'$ in $S$, and

(ii) $p + q$ relations of the form $\epsilon = \epsilon' \epsilon''$ with $\epsilon, \epsilon', \epsilon''$ in $C^\times \setminus 1_C$.

If $S$ is closed under right-divisor and right-comultiple, we may moreover assume that the
relations $st' = ts'$ involved in (i) satisfy $st' \in S$.

Proof. Assume $s_1 \cdots s_p = t_1 \cdots t_q$ with $s_1, \ldots, t_q$ in $S$. Applying Proposition 1.15(i) with
$f = g = 1_y$, where $y$ is the target of $s_p$ and $t_q$, we obtain a commutative diagram as

![Diagram](image-url)
in Figure 9 in which the edges of the squares all represent elements of $\mathcal{S}$ and, therefore, each square corresponds to an equality of the form $st' = ts'$ with $s, t, s', t'$ in $\mathcal{S}$.

Moreover, as we have $lp = s_1' \cdots s_p' = t_1' \cdots t_q'$, each of $s_1', \ldots, s_p', t_1', \ldots, t_q'$, and $h$ is invertible. Therefore the right and bottom parts of the diagram split into triangular pieces with invertible labels that correspond to relations of the form $\epsilon = \epsilon' \epsilon''$ with $\epsilon, \epsilon', \epsilon''$ in $C^\times$.

If $\mathcal{S}$ is closed under right-divisor and right-comultiple, Proposition 1.15(ii) says that we may assume that the diagonal of each rectangle represent an element of $\mathcal{S}$, hence that, in the corresponding relation $st' = ts'$, the diagonal $st'$ lies in $\mathcal{S}$.

**Definition 3.2 (families $\mathcal{R}_C(\mathcal{S})$ and $\mathcal{R}_C^+(\mathcal{S})$).** For $\mathcal{C}$ a left-cancellative category and $\mathcal{S}$ a subfamily of $\mathcal{C}$, we define $\mathcal{R}_C(\mathcal{S})$ to be the family of all relations $r = st$ with $r, s, t$ in $\mathcal{S}$ that are satisfied in $\mathcal{C}$, and $\mathcal{R}_C^+(\mathcal{S})$ to be the family of all relations

(i) $r \epsilon = st$ with $r, s, t$ in $\mathcal{S} \setminus C^\times$ and $\epsilon$ in $C^\times$,

(ii) $\epsilon s = s' \epsilon'$ with $s, s'$ in $\mathcal{S} \setminus C^\times$ and $\epsilon, \epsilon'$ in $C^\times$,

(iii) $\epsilon = \epsilon' \epsilon''$ with $\epsilon, \epsilon', \epsilon''$ in $C^\times$,

that are satisfied in $\mathcal{C}$.

Note that $\mathcal{R}_C^+(\mathcal{S})$ contains as a particular case of type (ii) all relations of the form $\epsilon s = s'$ and $s = s' \epsilon'$ with $s, s'$ in $\mathcal{S} \setminus C^\times$ and $\epsilon, \epsilon'$ in $C^\times$. We first consider the case of solid Garside families.

**Lemma 3.3.** Assume that $\mathcal{C}$ is a left-cancellative category and $\mathcal{S}$ is a solid subfamily of $\mathcal{C}$ that generates $\mathcal{C}$ and is closed under right-comultiple. Then $\mathcal{C}$ admits the presentation $\langle S \mid R_C(\mathcal{S}) \rangle$, and each equality $s_1 \cdots s_p = t_1 \cdots t_q$ with $s_1, \ldots, t_q$ in $\mathcal{S}$ satisfied in $\mathcal{C}$ is the consequence of $2pq + p + q$ relations of $\mathcal{R}_C(\mathcal{S})$.

**Proof.** First, by Proposition 1.23 $\mathcal{S}$ is closed under right-divisor, right-comultiple, and right-complement and, therefore, it is eligible for Lemma 3.1. Then every relation $s|t' = t|s'$ of Lemma 3.1 with $s, t, s', t'$ and $st'$ in $\mathcal{S}$ is the consequence of two relations of $\mathcal{R}_C(\mathcal{S})$, namely $s|t' = r$ and $t|s' = r$ with $r = st'$. On the other hand, every relation $r = st$ of Lemma 3.1(ii) is either a free groupoid relation $1_s s = s, s 1_t = s$, or $ss^{-1} = 1_s$, that is implicit in every presentation, or a relation involving three elements of $C^\times \setminus 1_C$, which belongs to $\mathcal{R}_C(\mathcal{S})$ since, by Lemma 2.2, $C^\times \setminus 1_C$ is included in $\mathcal{S}$.
By Lemma 3.1, every equality \( s_1 \cdots s_p = t_1 \cdots t_q \) with \( s_1, \ldots, t_q \) in \( S \) follows from \( pq \) relations of type (i) and \( p + q \) relations of type (ii), hence from \( 2pq + p + q \) relations of \( R_C(S) \).

**Proposition 3.4 (presentation, solid case).** If \( S \) is a solid Garside family in a left-cancellative category \( C \), then \( C \) admits the presentation \( \langle S \mid R_C(S) \rangle^* \).

**Proof.** By Proposition 2.4, the assumption that \( S \) is solid implies that \( S \) generates \( C \) and is closed under right-divisor. As \( S \) is Garside family, \( S \) is closed under right-comultiple. Then we apply Lemma 3.3.

In other words, whenever \( S \) is a solid Garside family, the family of all valid relations \( r = st \) with \( r, s, t \) in \( S \) makes a presentation of the ambient category from \( S \).

We now address arbitrary Garside families using the fact that, if \( S \) is a Garside family, then \( S^2 \) is a solid Garside family. We begin with a comparison of \( R_C(S^2) \) and \( R_C(S) \).

**Lemma 3.5.** If \( S \) is a subfamily of a left-cancellative category \( C \), every relation of \( R^+_C(S) \) is the consequence of at most two relations of \( R_C(S^2) \), and every relation of \( R_C(S^3) \) is the consequence of at most five relations of \( R^+_C(S) \).

**Proof.** Every relation of \( R^+_C(S) \) of type (i) or (ii) has the form \( st' = ts' \) with \( s, t, s', t' \) in \( S^2 \) such that \( r = st' \) lies in \( S^2 \), hence it is the consequence of the two corresponding relations \( st' = r \) and \( ts' = r \), which lie in \( R^+_C(S) \). On the other hand, every relation of \( R^+_C(S) \) of type (iii) is a relation of \( R_C(S^3) \).

Conversely, let \( t_1, t_2, t_3 \) belong to \( S^2 \) and \( t_1t_2 = t_3 \) be a relation of \( R_C(S^2) \), that is, \( t_1 t_2 = t_3 \) holds in \( S \). Assume first that \( t_1 \) and \( t_2 \) are invertible. Then \( t_1 \) is invertible as well, and \( t_1 t_2 = t_3 \) is a relation of \( R^+_C(S) \) of type (iii).

Assume now that \( t_1 \) is invertible and \( t_2 \) is not. Then \( t_3 \) is not invertible either, so \( t_2 \) and \( t_3 \) belong to \( S^2 \) and \( t_1t_2 = t_3 \) lies in \( \langle S \mid C^\circ \rangle ^{C^\circ} \). Hence, for \( i = 2, 3 \), we have \( t_i = s_i \varepsilon_i \) for some \( s_i \) in \( S \). Then the equality \( t_1 t_2 = t_3 \) follows from the path derivation

\[ t_1 | t_2 \equiv_{(i)} t_1 | s_2 \equiv_{(ii)} s_3 | s_3^{-1} \varepsilon_2 \equiv_{(iii)} t_3, \]

which involves three relations of \( R^+_C(S) \) of type (ii) and one of type (iii).

Assume now that \( t_2 \) is invertible and \( t_1 \) is not. Then \( t_3 \) is not invertible, and \( t_1 \) and \( t_3 \) lie in \( \langle S \mid C^\circ \rangle ^{C^\circ} \). As above, write \( t_1 = s_1 \varepsilon_1 \) with \( s_1 \) in \( S \) and \( \varepsilon_1 \) in \( C^\circ \). Then the equality \( t_1 t_2 = t_3 \) follows from the path derivation

\[ t_1 | t_2 \equiv_{(i)} s_1 \varepsilon_1 | t_2 \equiv_{(iii)} s_1 \varepsilon_1 t_2 \equiv_{(ii)} t_3, \]

which involves two relations of \( R^+_C(S) \) of type (ii) and one of type (iii).

Assume finally that neither \( t_1 \) nor \( t_2 \) is invertible. Then \( t_3 \) is not invertible. For \( i = 1, 2, 3 \), write \( t_i = s_i \varepsilon_i \) with \( s_i \) in \( S \) and \( \varepsilon_i \) in \( C^\circ \). By assumption, \( C^\circ S \subseteq S^2 \) holds, so we must have \( s_i t_j = s_j \varepsilon_j \) for some \( s_j \) in \( S \) and \( \varepsilon_j \) in \( C^\circ \). Then the equality \( t_1 t_2 = t_3 \) follows from the path derivation

\[ t_1 | t_2 \equiv_{(i)} t_1 | t_2 \equiv_{(ii)} s_1 | s_1 t_2 \equiv_{(iii)} t_3, \]

which involves one relation of \( R_C(S) \) of type (ii), three of type (ii), and one of type (iii). So every relation of \( R_C(S^3) \) follows from at most five relations of \( R_C(S) \).
We can now establish the general result.

**Proposition 3.6 (presentation).** If $S$ is a Garside family in a left-cancellative category $C$, then $C$ admits the presentations $(S^\sharp \mid R_C(S^\sharp))^\ast$ and $(S \cup C^\ast \mid R_C^\ast(S))^\ast$.

**Proof.** By Lemma 1.23, $S^\sharp$ is a solid Garside family. By Proposition 1.24, $S^\sharp$ is closed under right-comultiple, and, therefore, it is eligible for Proposition 3.4, so that $C$ admits the presentation $(S^\sharp \mid R_C(S^\sharp))^\ast$. On the other hand, $S^\sharp$ generates $C$ and, by Lemma 3.5, the families $R_C(S^\sharp)$ and $R_C^\ast(S)$ generate the same congruence. So $(S^\sharp \mid R_C^\ast(S))^\ast$ is also a presentation of $C$.

When the ambient category $C$ contains nontrivial invertible elements, the presentation $(S^\sharp, R_C(S^\sharp))$ is likely to be redundant, and $(S \cup C^\ast, R_C^\ast(S))$ is more compact. Note that $(S^\sharp, R_C(S^\sharp))$ and $(S \cup C^\ast, R_C^\ast(S))$ are finite if $S$ and $C^\ast$ are finite.

**Example 3.7 (presentation).** Consider the braid monoid $B_3^+$ (Reference Structure 2 page 5) with the solid Garside family $S = \{1, a, b, ab, ba, \Delta\}$, where $\Delta$ stands for aba. Then the family $R_C(S)$ consists of the six relations $a|b = ab$, $b|a = ba$, $ab|a = \Delta$, $ba|b = \Delta$, $a|ba = \Delta$, and $b|ab = \Delta$, plus all relations $1|s = s$ and $s|1 = s$.

Consider now the wreathed free Abelian monoid $\mathbb{N}^n$ (Reference Structure 6 page 19) with the Garside family $S_n$. Then $S_n$ has $2^n$ elements and $(\mathbb{N}^n)_\ast$, which is isomorphic to $\mathfrak{S}_n$, has $n!$ elements. The family $R_C^\ast(S_n)$, which includes the complete diagram of the cube $S_n$, plus the complete table of the group $\mathfrak{S}_n$, plus all semicommutation relations between the latter, is redundant. Restricting to atoms of $S_n$ and extracting a generating family for $\mathfrak{S}_n$, leads to the more compact presentation (1.3.5).

We conclude with the enveloping groupoid. By Proposition 1.3.11 (Ore’s theorem), if $C$ is a left-Ore category, every presentation of $\mathcal{E}_{nv}(C)$ is automatically a presentation of the enveloping groupoid $\mathcal{E}_{nv}(C)$. So Proposition 3.6 directly implies

**Corollary 3.8 (presentation).** If $S$ is a strong Garside family in a left-Ore category $C$, then the groupoid $\mathcal{E}_{nv}(C)$ admits the presentations $(S^\sharp \mid R_C(S^\sharp))$ and $(S \cup C^\ast \mid R_C^\ast(S))$.

A direct application of the rectangular grids of Figure 9 is the satisfaction of quadratic isoperimetric inequalities.

**Definition 3.9 (isoperimetric inequality).** Assume that $C$ is a category, $(S, R)$ is a presentation of $C$, and $F$ is a function of $N$ to itself. We say that $C$ satisfies a $F$-isoperimetric inequality with respect to $(S, R)$ if there exists a constant $K$ such that, for all $S$-paths $u, v$ representing the same element of $C$ and satisfying $\log(u) + \log(v) \leq n$ with $n \geq K$, there exists an $R$-derivation of length at most $F(n)$ from $u$ to $v$.

In practice, only the order of magnitude of growth rate of the function $F$ matters, and one speaks of linear, quadratic, cubic... isoperimetric inequality. If the category $\mathcal{C}$ is a groupoid, it is sufficient to consider one word $w$ that represents an identity-element.
Every category $\mathcal{C}$ satisfies a linear isoperimetric inequality with respect to the exhaustive presentation $(\mathcal{C}, R)$ with $R$ consisting of all relations $fg = h$ that are satisfied in $\mathcal{C}$, so the notion is meaningful mostly for finite presentations. It is known [118] that switching from one finite presentation to another one does not change the order of magnitude of a minimal function $F$ for which an isoperimetric inequality is satisfied.

As the presentations $(S^\sharp, R_C(S^\sharp))$ and $(S \cup C^\circ, R_C^\circ(S))$ associated with a Garside family are eligible for Proposition 3.4, we immediately obtain:

**Proposition 3.10 (isoperimetric inequality, positive case).** If $S$ is a Garside family in a left-cancellative category $\mathcal{C}$, then $\mathcal{C}$ satisfies a quadratic isoperimetric inequality with respect to the presentations $(S^\sharp, R_C(S^\sharp))$ and $(S \cup C^\circ, R_C^\circ(S))$.

In the case of a left-Ore category, the result extends to the enveloping groupoid.

**Proposition 3.11 (isoperimetric inequality, general case).** If $S$ is a strong Garside family in a left-Ore category $\mathcal{C}$, then $\text{Env}(\mathcal{C})$ satisfies a quadratic isoperimetric inequality with respect to the presentations $(S^\sharp, R_C(S^\sharp))$ and $(S \cup C^\circ, R_C^\circ(S))$.

Proof. Assume that $w$ is a signed $S^\sharp$-path of length $n$ that represents an identity-element in $\text{Env}(\mathcal{C})$. Owing to Proposition 3.10 it suffices to show that, using at most $O(n^2)$ relations of $R_C(S^\sharp)$, we can transform $w$ into an equivalent negative–positive path $\overline{uv}$ with the same length. Indeed, the assumption that $w$ represents an identity-element implies that $u$ and $v$ represent the same element of $\mathcal{C}$, and, by Proposition 3.10 we know that $u$ can transformed into $v$ using $O(n^2)$ relations, hence $\overline{uv}$ can be transformed into an empty path using $O(n^2)$ relations of $R_C(S^\sharp)$.

Now, exactly as in Algorithm III.3.61 (Word Problem, general case), we can start from the signed path $w$ and, calling $p$ (resp. $q$) the number of negative (resp. positive) entries in $w$, apply at most $pq$ relations of the form $s't = t's$ with $s, t, s', t'$ in $S^\sharp$ to transform $w$ into a negative–positive path of the expected type (we recall that the existence of a strong Garside family in $\mathcal{C}$ implies that $\mathcal{C}$ admits left-lcms, so the above relations can be chosen so that $s't$ is a left-lcm of $s$ and $t$). By Lemma 3.4, each of the above relations, which are of the type considered in Lemma 3.1, can be decomposed into at most five relations of $R_C(S^\sharp)$.

Going from $(S^\sharp, R_C(S^\sharp))$ to $(S \cup C^\circ, R_C^\circ(S))$ is then easy. 

### 3.2 Word Problem

In Section III.3 we described algorithms that solve the Word Problem of a category and, possibly, its groupoid of fractions using (symmetric) normal decompositions. Using the presentations of Proposition 3.6 we obtain alternative algorithms that can be conveniently described using the reversing method of Section II.4.
We recall that the reversing method is useful only when some technical condition, the completeness condition of Definition 14.40, is satisfied. It turns out that, in general, right-reversing is not complete for the presentation \((S^2, \mathcal{R}_C(S^2))\), see Exercise 56. However, in this case, the failure of completeness is an easily fixed lack of transitivity.

**Definition 3.12 (families \(\widehat{\mathcal{R}}_C(S)\) and \(\widehat{\mathcal{R}}^c_C(S)\)).** For \(C\) a left-cancellative category and \(S\) included in \(C\), we define \(\widehat{\mathcal{R}}_C(S)\) to be the family of all relations \(st' = ts'\) with \(s, t, s', t'\), and \(st'\) in \(S\) that are satisfied in \(C\), and \(\widehat{\mathcal{R}}^c_C(S)\) to be the family of all relations obtained from relations of \(\widehat{\mathcal{R}}_C(S)\) by choosing an expression for every element of \(S^2 \setminus \mathcal{C}^c\) as a product of an element of \(S\) and an element of \(\mathcal{C}^c\) and replacing elements of \(S^2\) with their decompositions in terms of \(S\) and \(\mathcal{C}^c\).

In other words, \(\widehat{\mathcal{R}}_C(S)\) is the family of all relations \(st' = ts'\) such that there exists \(r\) in \(S\) such that both \(r = st'\) and \(r = ts'\) are relations of \(\mathcal{R}_C(S)\). So, by definition, \(\mathcal{R}_C(S)\) is included in \(\widehat{\mathcal{R}}_C(S)\), whereas every relation of \(\widehat{\mathcal{R}}_C(S)\) follows from at most two relations of \(\mathcal{R}_C(S)\). Hence \((S, \mathcal{R}_C(S))\) and \((S, \widehat{\mathcal{R}}_C(S))\) are equivalent presentations.

**Lemma 3.13.** If \(S\) is a Garside family in a left-cancellative category \(C\), right-reversing is complete for the presentations \((S^2, \widehat{\mathcal{R}}_C(S))\) and \((S \cup \mathcal{C}^c, \widehat{\mathcal{R}}^c_C(S))\).

**Proof.** The result directly follows from Proposition 14.15. Indeed, assume that \(u, v, \hat{u}, \hat{v}\) are \(S^2\)-paths and \(uv\) and \(v\hat{u}\) represent the same element of \(C\). Assume \(u = s_1 | \cdots | s_p, v = t_1 | \cdots | t_q,\) and let \(\hat{f} = [\hat{u}], \hat{g} = [\hat{v}]\). Then, in \(C\), we have \(s_1 \cdots s_p \hat{f} = t_1 \cdots t_q \hat{f}\). As \(S^2\) is a solid Garside family, it satisfies the hypotheses of Proposition 14.15(ii), and the latter implies the existence of a grid as in Figure 2 with edges and diagonals of the squares lying in \(S^2\). Using the notation of the figure, put \(u' = s_1' | \cdots | s_p'\) and \(v' = t_1' | \cdots | t_q'\), and let \(w\) be an \(S^2\)-path representing the element \(h\). Then, by definition, the path \(\hat{u}v\) is right-reversible to \(v'w\) with respect to \(\widehat{\mathcal{R}}_C(S)\), whereas \(\hat{u}\) is \(\mathcal{R}_C(S)\)-equivalent to \(u'w\) and \(\hat{v}\) is \(\widehat{\mathcal{R}}^c_C(S)\)-equivalent to \(v'w\). Thus \(u', v', w\) witness for the expected instance of completeness.

The translation for \((S \cup \mathcal{C}^c, \widehat{\mathcal{R}}^c_C(S))\) is easy.

Then right-reversing provides a new way of deciding whether two paths represent the same element in the ambient category.

**Algorithm 3.14 (Word Problem, positive case).**

**Context:** A left-cancellative category \(C\), a Garside subfamily \(S\) of \(C\) such that \(\widehat{\mathcal{R}}_C(S^2)\) is finite, a decision test for the membership and Word Problems of \(\mathcal{C}^c\).

**Input:** Two \(S^2\)-paths \(u, v\)

**Output:** YES if \(u\) and \(v\) represent the same element of \(C\), NO otherwise

1: compute all positive–negative paths \(w_1, \ldots, w_N\) into which \(\hat{u}v\) is right-reversible with respect to \(\mathcal{R}_C(S)\)
2: for \(i\) increasing from 1 to \(N\) do
3: if \(w_i\) belongs to \((\mathcal{C}^c)\) and \([w_i]\) belongs to \(1_C\) then
4: return YES and exit
5: return NO
there exist Algorithm III.3.58 with Algorithm 3.14: reversing terminates in finitely many steps, and the computation of the paths \( w_i \) is feasible. So Algorithm 3.14 always returns YES or NO.

Assume \([u] = [v]\). Let \( y \) be the target of \( u \) (and \( v \)). By definition of completeness, there exist \( u', v', w \) such that \( uv \) is \( \hat{R}_C(S) \)-right-reversible to \( v'u' \), and we have \( 1_y = [u'][w] = [v'][w] \). It follows that \([u'], [v']\), and \([w]\) consist of invertible entries, and that \( v'u' \) represents an identity-element. So, in this case, Algorithm 3.14 returns YES. Conversely, if Algorithm 3.14 returns YES, we have \([u][v'] = [v][u']\) and \([u'] = [v'] \in C\), whence \([u] = [v]\).

Corollary 3.16 (decidability). If \( S \) is a Garside family in a left-cancellative category \( C \) and \( \hat{R}_C(S^2) \) is finite, the Word Problem of \( C \) with respect to \( S^2 \) is decidable.

Note that the assumptions of Corollary 3.16 are slightly different from those of Corollary [III.3.60]. Whenever \( \hat{R}_C(S^2) \) is finite, Algorithm 3.14 is effective. However, the presentation \((S^2, \hat{R}_C(S^2))\) need not be right-complemented: for each pair of elements \( s, t \) in \( S^2 \), there are in general several relations of the form \( st = t... = s... \) in \( \hat{R}_C(S^2) \) and, therefore, there are in general several ways of reversing a signed word \( \pi v \). If \( \hat{R}_C(S^2) \) comprises \( m \) relations, there are at most \( m \) possibilities for each reversing step, so, as the length cannot increase, if we start with a path of length \( \ell \), the only upper bound for the number \( N \) of positive–negative paths that can be reached using right-reversing is \( m^\ell \).

We now turn to the Word Problem for the enveloping groupoid of a left-Ore category. As recalled in the proof of Proposition 3.11 above, whenever \( S \) is a strong Garside family in a left-Ore category, we can use the relations of \( \hat{R}_C(S^2) \) to transform an arbitrary signed \( S^2 \)-path into an equivalent negative–positive path \( \pi v \), and then apply any comparison algorithm to the paths \( u \) and \( v \). We can then repeat Algorithm III.3.61 replacing Algorithm III.3.58 with Algorithm 3.14.

Algorithm 3.17 (Word Problem, general case).

**Context:** A left-Ore category \( C \) that admits left-lcms, a strong Garside subfamily \( S \) of \( C \) such that \( \hat{R}_C(S^2) \) is finite, a short left-lcm witness \( \hat{\theta} \) for \( S^2 \).

**Input:** A signed \( S^2 \)-path \( w \).

**Output:** YES if \( w \) represents an identity-element in \( \mathcal{E}_{\Pi \Pi \Pi}(C) \), NO otherwise

1. left-reverse \( w \) into a negative–positive path \( \tilde{w} \) using \( \hat{\theta} \)
2. compare \([u]\) and \([v]\) using Algorithm 3.14

Proposition 3.18 (Word Problem). If \( S \) is a strong Garside family in a left-Ore category \( C \) that admits left-lcms and \( \hat{R}_C(S^2) \) is finite, Algorithm 3.17 solves the Word Problem of \( \mathcal{E}_{\Pi \Pi \Pi}(C) \) with respect to \( S^2 \).
Corollary 3.19 (decidability). If $S$ is a strong Garside family in a left-Ore category $C$ that admits left-lcms and $\tilde{R}_C(S^\sharp)$ is finite, then the Word Problem of $\text{Env}(C)$ with respect to $S^\sharp$ is decidable.

If the Garside family turns out to be perfect (Definition III.3.6), that is, when $S^\sharp$ is closed under left-lcm, the description of Algorithm 3.17 becomes more symmetric: in this case, the conjunction of $s' = \tilde{\theta}(s, t)$ and $t' = \tilde{\theta}(t, s)$ implies that $st' = t's$ is a relation of $\tilde{R}_C(S^\sharp)$, so that left-$\tilde{\theta}$-reversing coincides with left-$\tilde{R}_C(S^\sharp)$-reversing. In this case, Algorithm 3.17 corresponds to left-reversing the signed word $w$ into a negative–positive path and then right-reversing the latter, both times using the set of relations $\tilde{R}_C(S^\sharp)$.

Example 3.20 (Word Problem). As in Example III.3.65, let us consider the braid group $B_3$ and start with the initial word $b | a | b | b | b | a$. The first step in Algorithm 3.17 is the same as in Algorithm III.3.61, namely left-reversing the given word using the left-lcm witness $\tilde{\theta}$, thus leading to the negative–positive word $a | a | 1 | ba | b | a$. Step 2 now is different: instead of normalizing the numerator and denominator of the above fractionary word, we compare them using right-reversing. In the current case, the positive words to be compared are $a | a$ and $ba | b | a$. Using the presentation of Example 3.7, we check that right-reversing transforms $a | a | 1 | ba | b | a$ into the word $ba | ab | ba$. The latter is nonempty, so we conclude again that the initial word does not represent 1 in $B_3$.

3.3 The case of categories with lcms

As already observed, although their theoretical complexity is quadratic in good cases, Algorithms 3.14 and 3.17 need not be efficient when compared with the methods of Chapter III based on normal decompositions: reversing is non-deterministic in general, and exhaustively enumerating all paths into which a signed path can be reversed is tedious and inefficient.

However, there exists particular cases when the method is interesting in practice, namely when reversing is deterministic, that is, when there exists at most one way of reversing a given path. By Definition III.3.2, this corresponds to the case of right-complemented presentations, which, by Corollary II.4.47 (right-lcm) can happen only in the case of categories that admit conditional right-lcms. We shall see now that, in the latter case, reversing does provide efficient algorithms.

It follows from their definition that, except in very simple cases (like the first one in Example 3.7), the presentations $(S^\sharp, \tilde{R}_C(S))$ and $(S^\cup C^\times, \tilde{R}_C^\times(S^\sharp))$ are not right-complemented, as, for all $s, t$ in $S^\sharp$, there may in general exist several common right-multiples of $s$ and $t$ that lie in $S^\sharp$. However, whenever right-lcms exist, there exist alternative presentations that are more economical. For simplicity we only consider the case of categories with no nontrivial invertible element. We recall that a left-cancellative category $C$ is said to admit conditional right-lcms if any two elements of $C$ that have a common right-multiple have a right-lcm and, from Definition III.2.2, we recall that, in such a case, a right-lcm witness on a subfamily $S$ of $C$ is a partial map $\theta$ from $S \times S$ to $S^\sharp$ such that, for all $s, t$ in $S$ admitting a common right-multiple, the paths $s|\theta(s, t)$ and $t|\theta(t, s)$ both represent
some right-lcm of $s$ and $t$, the same one for $s$ and $t$. In a category that admits no non-trivial invertible element, right-lcms are unique when they exist, but right-lcm witnesses need not be unique as an element of the category may admit several $S$-decompositions.

**Proposition 3.21 (right-lcm witness).** Assume that $S$ is a generating family of a left-cancelative category $C$ that has no nontrivial invertible element. Assume moreover that $C$ is right-Noetherian, or that $S$ is closed under right-complement. Then the following conditions are equivalent:

(i) The category $C$ admits conditional right-lcms;

(ii) The category $C$ admits a right-complemented presentation $(S, R)$ for which right-reversing is complete;

(iii) For every right-lcm witness $\theta$ on $S$, the pair $(S, R\theta)$ is a presentation of $C$ for which right-reversing is complete.

**Proof.** By Corollary 1.4.27 (right-lcm), we know that (ii) implies (i), and (iii) implies (ii) since, by definition, a right-lcm witness is a syntactic right-cancelative, and the derived presentation $(S, R\theta)$ is right-complemented. So the point is to prove that (i) implies (iii) when at least one of the assumptions of the proposition is satisfied. So, let $\theta$ be a right-lcm witness on $S$. We write $\triangleright$ for right-reversing associated with $R\theta$.

Assume first that $C$ is right-Noetherian. Let $\lambda$ be a right-Noetherianity witness on $C$.

We shall prove using induction on the ordinal $\alpha$ the statement

$$(H_\alpha) \quad \text{For all } S\text{-paths } u, v, \hat{u}, \hat{v} \text{ satisfying } [\hat{u}\hat{v}] = [uv] \text{ and } \lambda([uv]) \leq \alpha, \text{ there exist}\ S\text{-paths } u', v', w \text{ satisfying } \overrightarrow{uv} \triangleright \overrightarrow{v'w}, [\hat{u}] = [u'w], \text{ and } [v] = [v'w].$$

For $\alpha = 0$, the only possibility is that $u, v, \hat{u}, \hat{v}$ are empty, and the result is true with $u', v'$ and $w$ empty. So assume $\alpha > 0$, and let $u, v, \hat{u}, \hat{v}$ satisfying $[uv] = [\hat{u}\hat{v}]$ and $\lambda([uv]) \leq \alpha$. If $u$ is empty, the result is true with $u' = w = u$ and $v' = v$, and similarly if $v$ is empty. So assume that neither $u$ nor $v$ is empty. Write $u = s|u_0$ and $v = t|v_0$ with $s$ and $t$ in $S$, see Figure 10. By assumption, $[uv]$ is a common right-multiple of $s$ and $t$, hence it is a right-multiple of their right-lcm $[s\theta(t, s)]$. By definition, $s\theta(t, s) = t\theta(s, t)$ is a relation of $R\theta$, so $0 \triangleright \theta(s, t)\theta(t, s)$ is satisfied. As $[uv]$ is a right-multiple of $[s\theta(t, s)]$, hence $[\theta(s, t)]$ is a right-multiple of $[u_0]$ since $C$ is left-cancelative, so there exists an $S$-path $w_0$ satisfying $[u_0\hat{v}] = [\theta(s, t)w_0]$ and, for symmetric reasons, $[v_0\hat{u}] = [\theta(t, s)w_0]$. By assumption, we have $[s\theta(t, s)w_0] \leq \alpha$, hence $\lambda([\theta(s, t)w_0]) < \alpha$, and, similarly, $\lambda([\theta(t, s)w_0]) < \alpha$. Then the induction hypothesis guarantees the existence of the $S$-paths $u_0, v_0, u_1, v_1, w_1$, and $w_2$ satisfying $u_0\theta(s, t) \triangleright v_0^{-1}\theta(t, s)\theta(s, t)\theta(t, s)$, $[\hat{u}] = [u_1w_1], [u_0w_0] = [u_0'w_2], \text{ and } [v] = [v_1w_2]$. Finally, as we have $\lambda([u_0]) \leq \lambda([\theta(t, s)w_0]) < \alpha$, the induction hypothesis guarantees the existence of the $S$-paths $u_2', v_2', w$ satisfying $u_0'v_0' \triangleright v_2'w$, $[w_1] = [u_2'w], \text{ and } [w_2] = [v_2'w]$. Put $u' = u_1u_2'$ and $v' = v_1v_2'$. Then we have $u\triangleright v'w'$, $[\hat{u}] = [u_1w_1] = [u_1u_2'w] = [u'w], \text{ and } [v] = [v_1w_2] = [v_1v_2'w] = [v'w]$. So $(H_\alpha)$ is satisfied for every $\alpha$.

We then easily conclude. First $(S, R\theta)$ is a presentation of $C$. Indeed, assume that $u, v$ are $S$-paths that represent the same element of $C$. Then applying $(H_\alpha)$ with $\hat{u}$ and $\hat{v}$ empty and $\alpha = \lambda([uv])$ gives the existence of $u', v', w$ satisfying $\overrightarrow{uv} \triangleright \overrightarrow{v'w}$ and $\lambda([w]) = [u'w] = [v'w]$ where $y$ is the target of $u$. As $C$ is assumed to have no nontrivial invertible
element, the only possibility is that \( u', v', \) and \( w \) be empty, which, by Proposition \([14.34]\) (reversing implies equivalence), implies that \( u \) and \( v \) are \( R_\theta \)-equivalent.

Finally, once we know that \( (\mathcal{S}, R_\theta) \) is a presentation of \( \mathcal{C} \), the relation \([u] = [v]\) is equivalent to \( u \equiv_R^{R_\theta} v \), and then the property expressed in \( (\mathcal{H}_\alpha) \) is exactly the one defining the completeness of right-reversing for \( (\mathcal{S}, R_\theta) \).

Assume now that \( \mathcal{S} \) is closed under right-complement. As we are in the case of unique right-lcms, Lemma \([4.39]\) guarantees that, for all \( s, t \) in \( \mathcal{S} \) having a common right-multiple, there exist \( s', t' \) in \( \mathcal{S} \cup \mathcal{L} \) such that \( st' \) and \( t's \) both are the right-lcm of \( s \) and \( t \). We then prove using induction on \( \ell \) the statement

\[ (\mathcal{H}_\ell') \text{ For all } \mathcal{S}-\text{paths } u, v, \hat{u}, \hat{v} \text{ satisfying } [uv] = [v\hat{u}] \text{ and } \lg(u) + \lg(v) \leq \ell, \text{ there exist } \mathcal{S}-\text{paths } u', v', w \text{ satisfying } uv \bowtie v'u', [\hat{u}] = [u'w], \text{ and } [\hat{v}] = [v'w]. \]

The argument is entirely similar to the one for the right-Noetherian case, the only difference being the parameter used to control the induction. So the conclusion is the same, and, in both cases, (i) implies (iii).

![Figure 10. Inductive proof of Proposition 3.21.](image)

**Example 3.22 (lcm-witness).** Consider the braid monoid \( B_3^+ \) once more. There are two ways of applying Proposition \([3.21]\) for defining a presentation for which right-reversing is complete. Let us first take for \( \mathcal{S} \) the Garside family \( \{1, a, b, ab, ba, \Delta\} \), which is closed under right-complement. Then we may choose the right-lcm witness \( \theta \) on \( \mathcal{S} \) so that the associated presentation is the one of Example \([3.7]\) (the choice is not unique since, for instance, we may pick for, say, \( \theta(a, b) \) either the length one word \( ba \) or the length two word \( b|a \))—thus retrieving the framework of Subsection \([3.2]\). What Proposition \([3.21]\) says is that right-reversing is necessarily complete in this case (this however was already implicit in Proposition \([3.15]\)).

Now, \( B_3^+ \) is right-Noetherian (and even strongly Noetherian, since it admits a homogeneous presentation), and \( \mathcal{A} = \{a, b\} \) is a generating family. In terms of \( \mathcal{A} \), the right-lcm witness, say \( \theta' \), is unique: for instance, the only possibility here is \( \theta'(a, b) = b|a \). The resulting presentation is the Artin presentation with the unique relation \( aba = bab \). Proposition \([3.15]\) guarantees that right-reversing is complete also for this presentation—but this requires to first know that \( B_3^+ \) is left-cancellative and admits conditional right-lcms, so
this is not an alternative to the direct approach based on the cube condition and Proposition [1.4.16] (right-complemented).

The assumption that there exists no nontrivial invertible element is crucial in Proposition [3.21], for instance, in the wreathed free Abelian monoid \( \mathbb{N}^2 \), writing \( a \) and \( b \) for the generators of \( \mathbb{N}^2 \) and \( a \) for the order two element, lcm exists, but no right-lcm witness can provide the relation \( a^2 = 1 \).

When Proposition [3.21] is relevant, right-reversing is a deterministic process, and the algorithms of Subsection [3.2] become efficient—and extremely simple. Then, by definition of completeness, right-reversing starting from a negative–positive path \( uv \) is terminating if and only the elements \( [u] \) and \( [v] \) admit a common right-multiple, hence always if the ambient category admits right-lcms.

### Algorithm 3.23 (Word Problem, positive case II).

**Context:** A left-cancellative category \( C \) that admits unique right-lcms, a presentation \((S, R)\) of \( C \) associated with a syntactic right-complement \( \theta \) for which right-reversing is complete

**Input:** Two \( S \)-paths \( u, v \)

**Output:** YES if \( u \) and \( v \) represent the same element of \( C \), NO otherwise

1. right-reverse \( uv \) into a positive–negative path \( v' u' \) using \( \theta \)
2. if \( u' \) and \( v' \) are empty then
   3. return YES
   4. else
   5. return NO

### Proposition 3.24 (Word Problem, positive case II).

If \( C \) is a left-cancellative category that admits unique right-lcms and \((S, R)\) is a right-complemented presentation of \( C \) for which right-reversing is complete, then Algorithm 3.23 solves the Word Problem of \( C \) with respect to \( S \).

**Proof.** The only potential problem is the termination of right-reversing since we do not assume that the involved right-complement is short. Now, as right-reversing is complete, we know that right-reversing a negative–positive path \( uv \) terminates if and only if the elements of \( C \) represented by \( u \) and \( v \) admit a common right-multiple. By assumption, this is always the case in \( C \).

For the general case of a left-Ore category with left-lcms, we can derive a new algorithm by using left-reversing to transform an initial signed path \( w \) into an equivalent negative–positive path \( w' \) and then apply Algorithm 3.23. However, in the case when right-lcms exist, we can also forget about left-reversing and left-lcms and instead use a double right-reversing.
Algorithm 3.25 (Word Problem, general case II). See Figure 11

Context: A right-Ore category $C$ that admits unique right-lcms, a presentation $(S, R)$ of $C$ associated with a syntactic right-complement $\theta$ for which right-reversing is complete

Input: A signed $S$-paths $w$

Output: YES if $w$ represent an identity-element of $\mathcal{E}nv(C)$, NO otherwise

1: if $w$ has different source and target then
2: return NO
3: else
4: right-reverse $w$ into a positive–negative path $vu$ using $\theta$
5: right-reverse $uv$ into a positive–negative path $v'u'$ using $\theta$
6: if $u'$ and $v'$ are empty then
7: return YES
8: else
9: return NO

Figure 11. Solution of the Word Problem by means of a double right-reversing: right-reverse $w$ into $vu$, copy $v$, and right-reverse $uv$: the initial path $w$ represents an identity-element if and only if the second reversing ends with an empty path.

Proposition 3.26 (Word Problem II). If $C$ is a right-Ore category that admits unique right-lcms and $(S, R)$ is a right-complemented presentation of $C$ for which right-reversing is complete, Algorithm 3.25 solves the Word Problem of $\mathcal{E}nv(C)$ with respect to $S$.

Proof. The assumption that $C$ admits right-lcms guarantees that right-$R$-reversing terminates. Starting with a path $w$ and using the notation of Algorithm 3.25 we see that $w$ represents an identity-element in $\mathcal{E}nv(C)$ if and only if $vu$ does, hence if and only if $u$ and $v$ represent the same element of $C$, hence if and only if $uv$ reverses to an empty path. □

Example 3.27 (Word Problem II). Return once more to the braid group $B_3$ and to the signed word $b|a|\overline{b}|\overline{E}|b|a$. Using Algorithm 3.25 with the family of generators $\{a, b\}$ leads to first right-reversing the initial word into $a|a|b|\overline{a}|b|E$; then we exchange the denominator and the numerator, obtaining the negative–positive word $\overline{a}|b|a|a|a|b$, which we right-reverse in turn, obtaining $a|b$: the latter word is nonempty, we conclude that the initial word does not represent $1$ in $B_3$. 


3.3.1 Computing upper and lower bounds. As seen in Proposition II.3.15 (left-divisibility), when \( \mathcal{C} \) is an Ore category, the left-divisibility relation of \( \mathcal{C} \) naturally extends into a relation on the groupoid of fractions \( \mathcal{E}_{nv}(\mathcal{C}) \), namely the relation, written \( \leq_{\mathcal{C}} \) or simply \( \leq \), such that \( f \leq g \) holds if there exists \( h \) in \( \mathcal{C} \) satisfying \( fh = g \). This relation is a partial preordering on \( \mathcal{E}_{nv}(\mathcal{C}) \), a partial ordering if \( \mathcal{C} \) admits no nontrivial invertible element. It directly follows from the definition that, if \( f, g \) are elements of \( \mathcal{C} \), then a least common upper bound (resp. a greatest common lower bound) of \( f \) and \( g \) with respect to \( \leq \) is (when it exists) a right-lcm (resp. a left-gcd) of \( f \) and \( g \).

**Lemma 3.28.** Assume that \( \mathcal{C} \) is an Ore category. Then any two elements of \( \mathcal{E}_{nv}(\mathcal{C}) \) with the same source admit a least common upper bound (resp. a greatest common lower bound) with respect to \( \leq \) if and only if any two elements of \( \mathcal{C} \) with the same source admit a right-lcm (resp. a left-gcd).

We skip the easy proof. Then a natural computation problem arises whenever the above bounds exist. The solution is easy.

**Algorithm 3.29 (least common upper bound).**

**Context:** A strong Garside family \( \mathcal{S} \) in an Ore category \( \mathcal{C} \) that admits unique left- and right-lcms, a right-lcm witness \( \theta \) and a left-lcm witness \( \tilde{\theta} \) on \( \mathcal{S} \cup 1_{\mathcal{C}} \)

**Input:** Two signed \( \mathcal{S} \)-paths \( w_1, w_2 \) with the same source

**Output:** A signed \( \mathcal{S} \)-path representing the least common upper bound of \([w_1]\) and \([w_2]\)

1. left-reverse \( w_1w_2 \) into a negative–positive path \( \overline{uv} \) using \( \tilde{\theta} \)
2. right-reverse \( uv \) into a positive–negative path \( v'\overline{u} \) using \( \theta \)
3. return \( w_1v' \)

The solution for greatest lower bound is entirely symmetric.

**Algorithm 3.30 (greatest lower bound).**

**Context:** A strong Garside family \( \mathcal{S} \) in an Ore category \( \mathcal{C} \) that admits unique left- and right-lcms, a right-lcm witness \( \theta \) and a left-lcm witness \( \tilde{\theta} \) on \( \mathcal{S} \cup 1_{\mathcal{C}} \)

**Input:** Two signed \( \mathcal{S} \)-paths \( w_1, w_2 \) with the same source

**Output:** A signed \( \mathcal{S} \)-path representing the greatest lower bound of \([w_1]\) and \([w_2]\)

1. right-reverse \( w_1w_2 \) into a positive–negative path \( \overline{uv} \) using \( \theta \)
2. left-reverse \( uv \) into a negative–positive path \( v'\overline{u} \) using \( \tilde{\theta} \)
3. return \( w_1v' \)

**Proposition 3.31 (bounds).** If \( \mathcal{S} \) is a strong Garside family in an Ore category \( \mathcal{C} \) that admits unique left- and right-lcms, Algorithm 3.29 (resp. Algorithm 3.30) running on two signed \( \mathcal{S} \)-paths \( w_1 \) and \( w_2 \) returns the least upper bound (resp. the greatest lower bound) of \([w_1]\) and \([w_2]\) with respect to \( \leq \).

**Proof.** First consider Algorithm 3.29. The assumption that \( \mathcal{C} \) admits left- and right-lcms guarantees that the considered reversing processes terminate. Step 1 produces two
\( S^2 \)-paths \( u, v \) such that, in \( E_{inv}(C) \), we have \([uv] = [w_1w_2]\), hence \([w_1] = g[u] \) and \([w_2] = g[v]\) for some \( g \), namely the common class of the signed paths \( w_1u \) and \( w_2v \).

By Corollary 14.47(right-lcm), the right-reversing in line 2 produces two \( S \)-paths \( u', v' \) such that \( uv' \) and \( ev' \) both represent the right-lcm of \([u]\) and \([v]\), hence their least upper bound with respect to \( \preceq \). As the partial ordering \( \preceq \) is invariant under left-multiplication, the result follows.

The claim for Algorithm 3.31 follows in an analogous way, noting that, for all \( f, g \) in \( E_{inv}(C) \) and \( h \) in \( C \), the conditions \( fh = g \) and \( f^{-1} = hg^{-1} \) are equivalent.

When we restrict Algorithms 3.29 and 3.30 to positive paths, we obtain algorithms that determine right-lcms and left-gcds. In this case, Algorithm 3.29 is a mere right-reversing, since the left-reversing step is trivial: the initial path \( w_1u \) is directly negative–positive. Algorithm 3.30 however, provides a path that represents the left-gcd but, in general, it need not be a positive path, although it must be equivalent to a positive path. In order to obtain a positive output, a third reversing step has to be added.

**Algorithm 3.32 (left-gcd).**

**Context:** A strong Garside family \( S \) in an Ore category \( C \) that admits unique left- and right-lcms, a right-lcm witness \( \theta \) and a left-lcm witness \( \tilde{\theta} \) on \( S \cup I_C \).

**Input:** Two \( S \)-paths \( u, v \) with the same source

**Output:** An \( S \)-path that represents the left-gcd of \([u]\) and \([v]\) in \( C \)

1: right-reverse \( uv \) into a positive–negative path \( v'u'' \) using \( \theta \)
2: left-reverse \( v'u'' \) into a negative–positive path \( u''|v'' \) using \( \tilde{\theta} \)
3: left-reverse \( u''|v'' \) into a positive path \( w \) using \( \tilde{\theta} \)
4: return \( w \)

**Proposition 3.33 (left-gcd).** If \( S \) is a strong Garside family in an Ore-category that admits unique left- and right-lcms, Algorithm 3.32 running on two \( S \)-paths \( u, v \) returns a positive \( S \)-path that represents the left-gcd of \([u]\) and \([v]\).

**Proof.** It follows from Proposition 3.31 that, for \( u'' \) as computed in line 2, the path \( u''v'' \) represents the left-gcd of \([u]\) and \([v]\). As \( u \) and \( v \) are both positive, this path \( u''v'' \) must be equivalent to some positive path, say \( w_0 \). Then the signed path \( u''v''u_0 \) represents an identity-element in \( E_{inv}(C) \), so the positive paths \( u \) and \( u_0u'' \) are equivalent. Since, by the counterpart of Proposition 3.21 left-reversing is complete for the considered presentation, the path \( u''v''u_0 \) is left-reversible to an empty path, that is, the left-reversing grid constructed from \( u u''u_0 \) has empty arrows everywhere on the left and on the top. This implies in particular that the subgrid corresponding to left-reversing \( u u'' \) has empty arrows on the left, that is, with our current notation, that the word \( w \) computed in line 3 is positive (and equivalent to \( u_0 \)).

**Example 3.34 (left-gcd).** Let us consider for the last time the monoid \( B^+ \) and the elements represented by \( u = a|b|b \) and \( v = b|a|b|b \) in the alphabet \( A = \{a, b\} \). Right-reversing \( uv \) using the right-lcm witness leads to the positive–negative word \( ab\overline{a} \). Then left-reversing the latter word using the left-lcm witness leads to the negative–positive
word $\overline{\text{b}}\text{a}\text{b}$ ab. Finally, left-reversing $\text{a}\mid \overline{\text{b}}\text{b}\mid \overline{\text{b}}\text{g}$ gives the positive word $\text{a}\mid \text{b}$, and we conclude that the left-gcd of $[u]$ and $[v]$ in $B_{\text{Garside}}$ is ab. Note that we used above $S$-words and the associated lcm witness (where $S$ is the 6-element Garside family), but we could instead use $A$-words and the initial right-complement associated with the Artin presentation: the uniqueness of the final result guarantees that the words obtained after each step are pairwise equivalent.

Exercises

Exercise 36 (closure of power). Assume that $C$ is a left-cancellative category and $S$ is included in $C$ that is closed under right-complement, right-comultiple, and satisfies $S^2 = S$. Show that $S^p$ is closed under right-comultiple for each positive $p$.

Exercise 37 (squarefree words). Assume that $A$ is a nonempty set. Let $S$ be the family of all squarefree words in $A^*$, that is, the words that admit no factor of the form $u^2$. Show that $S$ is a Garside family in the free monoid $A^*$. [Hint: Show that every word admits a longest prefix that is squarefree.]

Exercise 38 (multiplication by invertible). Assume that $C$ is a cancellative category, and $S$ is a subfamily of $C$ that is closed under left-divisor and contains at least one element with source $x$ for each object $x$. Show that $S^2 = S$ holds.

Exercise 39 (recognizing Garside). Assume that $C$ is a left-cancellative category. Show that a subfamily $S$ of $C$ is a Garside family if and only if $S^2$ generates $C$ and is closed under right-complement, and there exists $H : S^2 \to S$ that satisfies (1.46)(i) and (1.46)(iii). Show that $H$ is then the restriction of an $S$-head function to $S^2 \setminus C^e$.

Exercise 40 (head vs. lcm). Assume that $C$ is a left-cancellative category, $S$ is included in $C$, and $g$ belongs to $C \setminus C^e$. Show that $s$ is an $S$-head of $g$ if and only if it is a right-lcm of $\text{Div}(g) \cap S$.

Exercise 41 (closed under right-comultiple). Assume that $C$ is a left-cancellative category, $S$ is a subfamily of $C$, and there exists $H : C \setminus C^e \to S$ satisfying (1.46). Show that $S$ is closed under right-comultiple.

Exercise 42 (power). Assume that $S$ is a Garside family a left-cancellative category $C$. Show that, if $g_1|\cdots|g_p$ is an $S^m$-normal decomposition of $g$ and $s_{i,1}|\cdots|s_{i,m}$ is an $S$-normal decomposition of $g_i$ for every $i$, then $s_{1,1}|\cdots|s_{1,m}|s_{2,1}|\cdots|s_{2,m}|\cdots|s_{p,1}|\cdots|s_{p,m}$ is an $S$-normal decomposition of $g$.

Exercise 43 (mcm of subfamily). Assume that $C$ is a left-cancellative category and $S$ is a subfamily in $C$ such that $S^2$ generates $C$ and, for all $s, t$ in $S^2$, any common right-multiple of $s$ and $t$ is a right-multiple of some right-mcm of $s$ and $t$. Assume moreover that $C$ is right-Noetherian, or that $S^2$ is closed under right-complement. Show that $C$ admits right-mcms.
Exercise 44 (not right-Noetherian). Let $M$ be the submonoid of $\mathbb{Z}^2$ consisting of the pairs $(x, y)$ with $y > 0$ plus the pairs $(x, 0)$ with $x \geq 0$. (i) Show that $M$ is neither left-nor right-Noetherian. (ii) Let $S = \{a^p \mid p \geq 0\} \cup \{b_i \mid i \geq 0\}$. Show that $S$ is a Garside family in $M$. (iii) Show that the $S$-head of $(x, y)$ is $(x, y)$ if it lies in $S$ and is $(0, 1)$ otherwise. Show that the $S$-normal decomposition of $(x, y)$ is $(b_0, \ldots, b_0, a^y)$, $y$ times $b_0$, for $x > 0$, and is $(b_0, \ldots, b_0, b_{|x|})$, $y - 1$ times $b_0$, for $x \leq 0$.

Exercise 45 (no conditional right-lcm). Let $M$ be the monoid generated by $a, b, a', b'$ subject to the relations $ab = ba, a'b' = b'a', aa' = bb', a'a = b'b$. (i) Show that the cube condition is satisfied on $\{a, b, a', b'\}$, and that right- and left-reversing are complete for the above presentation. (ii) Show that $M$ is cancellative and admits right-mcms.

Exercise 46 (lifted omega monoid). Let $M_\omega$ be the lifted omega monoid of Exercise\textsuperscript{[14]}, which is right-Noetherian. Let $S = \{a^p \mid p \geq 0\} \cup \{b_i \mid i \leq 0\}$. (i) Show that $S$ is closed under right-divisor. (ii) Show that, whenever $s$ and $t$ have a common right-multiple, then $s \leq t$ or $t \leq s$ is satisfied so that $s$ or $t$ is a right-lcm of $s$ and $t$. Deduce that $M_\omega$ admits conditional right-lcms and that $S$ is closed under right-lcm. (iii) Show that $S$ is a Garside family in $M_\omega$, and so every family of the form $\{a^p \mid p \geq 0\}$ and $\{b_i \mid i \in I\}$ with $I$ unbounded on the left. (iv) Show that $M_\omega$ admits no minimal Garside family.

Exercise 47 (solid). Assume that $C$ is a left-cancellative category and $S$ is a generating subfamily of $C$. (i) Show that $S$ is solid in $C$ if and only if $S$ includes $1_C$ and it is closed under right-quotient. (ii) Assume moreover that $S$ is closed under right-divisor. Show that $S$ includes $C^s \setminus 1_C$, that $\epsilon \in S \cap C^s$ implies $\epsilon^{-1} \in S$, and that and $C^sS = S$ holds, but not that $S$ need not be solid.

Exercise 48 (solid). Let $M$ be the monoid $\langle a, e \mid ea = a, e^2 = 1 \rangle^\ast$. (i) Show that every element of $M$ has a unique expression of the form $a^p e^q$ with $p \geq 0$ and $q \in \{0, 1\}$, and that $M$ is left-cancellative. (ii) Let $S = \{1, a, e\}$. Show that $S$ is a solid Garside family in $M$, but that $S = S^3$ does not hold.

Exercise 49 (not solid). Let $M = \langle a, e \mid ea = ae, e^2 = 1 \rangle^\ast$, and $S = \{a, e\}$. (i) Show that $M$ is left-cancellative. [Hint: $M$ is $\mathbb{N} \times \mathbb{Z}/2\mathbb{Z}$] (ii) Show that $S$ is a Garside family of $M$, but $S$ is not solid in $M$. [Hint: $ea$ right-divides $a$, but does not belong to $S$.]

Exercise 50 (recognizing Garside, right-lcm solid case). Assume that $S$ is a solid subfamily in a left-cancellative category $C$ that is right-Noetherian and admits conditional right-lcms. Show that $S$ is a Garside family in $C$ if and only if $S$ generates $C$ and it is weakly closed under right-lcm.
Exercise 51 (right-complement). Assume that \( C \) is a left-cancellative category that admits unique conditional right-lcms. Show that, for all \( f, g, h \) in \( C \), the relation \( f \preceq gh \) is equivalent to \( g \setminus f \preceq h \).

Exercise 52 (local right-divisibility). Assume that \( C \) is a left-cancellative category and \( S \) is a generating subfamily of \( C \) that is closed under right-divisor. (i) Show that the transitive closure of \( \preceq_S \) is the restriction of \( \preceq \) to \( S \). (ii) Show that the transitive closure of \( \prec_S \) is almost the restriction of \( \prec \) to \( S \), in the following sense: if \( s \prec t \) holds, there exists \( s' \times \) satisfying \( s' \prec_S \ast t \).

Exercise 53 (local left-divisibility). Assume that \( S \) is a subfamily of a left-cancellative category \( C \). (i) Show that \( s \preceq_S t \) implies \( s \preceq t \), and that \( s \preceq_S t \) is equivalent to \( s \preceq t \) whenever \( S \) is closed under right-quotient in \( C \). (ii) Show that, if \( \mathcal{S} = \mathcal{C} \cap \mathcal{S} \) holds, then \( s \prec_S t \) implies \( s \prec t \). (iii) Show that, if \( S \) is closed under right-divisor, then \( \preceq_S \) is the restriction of \( \preceq \) to \( S \) and, if \( \mathcal{S} = \mathcal{C} \cap \mathcal{S} \) holds, \( \prec_S \) is the restriction of \( \prec \) to \( S \).

Exercise 54 (finite implies left-Noetherian). Assume that \( C \) is a left-cancellative category. (i) Show that every subfamily \( S \) of \( C \) such that \( \mathcal{S} \) has finitely many classes is locally left-Noetherian. (ii) Is there a similar result for right-Noetherianity?

Exercise 55 (locally right-Noetherian). Assume that \( C \) is a left-cancellative category and \( S \) is a subfamily of \( C \). (i) Prove that \( S \) is locally right-Noetherian if and only if, for every \( s \) in \( \mathcal{S} \), every \( \prec_S \)-increasing sequence in \( \text{Div}_S(s) \) is finite. (ii) Assume that \( \mathcal{S} = \mathcal{C} \cap \mathcal{S} \) holds. Show that \( \mathcal{S} \) is locally right-Noetherian. [Hint: For \( X \subseteq \mathcal{S} \) introduce \( X' = \{ s \in S \mid \exists e, e' \in \mathcal{C} (e s e' \in X) \} \), and construct a \( \prec_S \)-minimal element in \( X \) from a \( \preceq_S \)-minimal element in \( X' \).]

Exercise 56 (not complete). Consider the monoid \( \mathbb{N}^2 \) with \( a = (1, 0) \) and \( b = (0, 1) \). Put \( \Delta = ab \), and let \( S \) be the Garside family \( \{1, a, b, \Delta \} \). Show that right-reversing is not complete for the presentation \( (S, R_{\aleph_0}(S)) \), that is, \( \{a, b, ab\}, \{ab = \Delta, ba = \Delta\} \). [Hint: Show that \( \overline{a}b \) is only reversible to itself.]

Notes

Sources and comments. The results in this chapter are mostly new, at least in their current exposition, and constitute one of the contributions of this text. An abridged version of the main results appears in D.–Digne–Michel [93]. The algorithmic aspects are addressed in D.–Gebhardt [95]. Of course, many results are mild extensions of previously known results, some of them quite standard. The key point here is the importance of closure conditions, leading to the general philosophy that a Garside family is characterized by two types of properties, namely various (connected) closure properties plus a maximality property (the existence of a head), the latter coming for free in a Noetherian context. In other words, \( \mathcal{S} \)-normal decompositions essentially exist if and only if the reference family \( \mathcal{S} \) satisfies the above two types of properties.
Closure under right-comultiple is crucial, and it captures what is really significant in the existence of least common right-multiples: when lcm's exist, closure under right-comultiple is equivalent to closure under right-lcm, but, in any case, even when right-lcm's do not exist, closure under right-comultiple is sufficient to obtain most of the standard consequences of closure under right-lcm.

Among the few really new results established here, those involving Noetherianity are probably the most interesting. In particular, the result that local Noetherianity implies global Noetherianity in a Garside context (Proposition 2.18) may appear as unexpected.

**Further questions.** The left-absorbing monoid $L_n$ (Reference Structure 8, page 111) shows that a Garside family need not be closed under left-divisor in general. Now, in this case, the closure of the Garside family $S_n$ under left-divisor is again a Garside family.

**Question 9.** If $S$ is a Garside family in a left-cancellative category, is the closure of $S$ under left-divisor again a Garside family?

A general answer does not seem obvious. In the same vein, we raise

**Question 10.** If $S$ is a solid Garside family in a left-Ore category $C$ that admits left-lcms, is there any connection between $S$ being closed under left-complement, and $S^\sharp$ being closed under left-complement?

An equivalence would allow for a definition of a strong Garside family involving $S$ rather than $S^\sharp$: we have no clue about an implication in either direction; the condition $S C^\times \subseteq C^\times S$, which amounts to $S C^\times \subseteq C^\times S$ when $S$ is a Garside family, might be relevant.

The current definition of $S$-normal decompositions and all derived notions are not invariant under left–right symmetry: what we consider here corresponds to what is sometimes called the left greedy normal form. Of course, entirely symmetric results could be stated for the counterpart of a right greedy normal form, with a maximal tail replacing a maximal head. However, questions arise when one sticks to the current definition and tries to reverse some of the assumptions. Typically, the results of Subsection 2.2 assume that the ambient category is right-Noetherian, a property of the right-divisibility relation.

**Question 11.** Do the results of Subsection 2.2 remain valid when left-Noetherianity replaces right-Noetherianity?

About Noetherianity again, we established in Proposition 2.43 that, if every element in a Garside family has a finite height bounded by some absolute constant $K$, then every element in the ambient category has finite height, that is, the latter is strongly Noetherian.

**Question 12.** If a left-cancellative category $C$ admits a Garside family whose elements have a finite height, does every element of $C$ have a finite height?

On the other hand, in the case when every element in some Garside family $S$ has a finite height bounded by some absolute constant $K$, then what was proved in Lemma 2.44 is the height of every element in $S^m$ is bounded by $K^m$. However, all known examples witness much smaller bounds, compatible with a positive answer to
Question 13. If a left-cancellative category $C$ admits a Garside family $S$ and $\text{ht}(s) \leq K$ holds for every $s$ in $S$, is the height of every element in $S^m$ bounded above by a linear function of $m$?

In another vein, we saw in Example 2.34 that the monoid $\langle a, b \mid ab = ba, a^2 = b^2 \rangle^+$ admits no proper Garside family: every Garside family must coincide with the whole monoid (with 1 possibly removed). In this trivial case, the reason is that the elements $a$ and $b$ admit no right-lcm. When right-lcms exist, no such example is known, and the following problem, which had already been considered in a different terminology in the first times of Garside monoids, remains open:

Question 14. Assume that $C$ is a left-cancellative category that is Noetherian and admits right-lcms (resp. this and is finitely generated). Does $C$ admit a proper (resp. finite) Garside family?
Chapter V
Bounded Garside families

So far we considered arbitrary Garside families, and we observed that such families trivially exist in every category. In this chapter, we consider Garside families $S$ of a restricted type, namely those satisfying the condition that, for all objects $x, y$ of the ambient category, the elements of $S$ with source $x$ admit a least common right-multiple and, symmetrically, the elements of $S$ with target $y$ admit a least common left-multiple. Typical examples are the Garside family of simple braids in the monoid $B_n^+$, which admit the braid $\Delta_n$ as a right- and a left-lcm and, more generally, the Garside family $\text{Div}(\Delta)$ in a Garside monoid $(M, \Delta)$. What we do here is to show that most of the classical properties known in the latter case extend to categories that are bounded in the above sense.

The chapter is organized as follows. In Section 1 we introduce the notion of a right-bounded Garside family, which only appeals to left-divisibility and common right-multiples. We associate with every right-bounded Garside family a certain functor $\phi_\Delta$ that plays a key technical role (Corollary 1.34), and show that every category that admits a right-bounded Garside family admits common right-multiples (Proposition 1.46) and that, under mild closure assumptions, a right-bounded Garside family is entirely determined by the associated right-bounding map and that the latter can be simply axiomatized as what we call a right-Garside map.

In Section 2 we introduce the notion of a bounded Garside family, a stronger version that involves both left- and right-divisibility, and provides the most suitable framework. The main result is that, in a cancellative category, the assumption that a Garside family is bounded by a map $\Delta$ guarantees that the associated functor $\phi_\Delta$ is an automorphism of the ambient category (Proposition 2.17). Here naturally appears the notion of a Garside map, which provides a simple connection with earlier literature.

Finally, in Section 3 we show that the assumption that a Garside family $S$ is bounded by a map $\Delta$ enables one to rephrase the existence of $S$-normal decompositions in terms of what we call Delta-normal decompositions, which are similar but give a specific role to the elements of the form $\Delta(x)$. More significantly, we show that every category that admits a bounded Garside family—or, equivalently, a Garside map—must be an Ore category, and we construct an essentially unique decomposition for every element of the associated groupoid of fractions (Proposition 3.18), thus obtaining an alternative to the symmetric normal decompositions of Section III.2.

Main definitions and results (in abridged form)

**Definition [1.1]** (right-bounded). If $S$ is a subfamily of a left-cancellative category $C$ and $\Delta$ is a map from $\text{Obj}(C)$ to $C$, we say that $S$ is right-bounded by $\Delta$ if, for each object $x$ of $C$, every element of $S(x, -)$ left-divides $\Delta(x)$ and, moreover, $\Delta(x)$ lies in $S(x, -)$. 


Proposition 2.14 (finite right-bounded). If \( C \) is a left-cancellative category that admits common right-multiples, every Garside family \( S \) of \( C \) such that \( S(x, -) \) is finite for every \( x \) is right-bounded.

Definition 2.15 (right-Garside map). If \( C \) is a left-cancellative category, a right-Garside map in \( C \) is a map \( \Delta \) from \( \text{Obj}(C) \) to \( C \) that satisfies the following conditions: (i) For every \( x \), the source of \( \Delta(x) \) is \( x \). (1.16) The family \( \text{Div}(\Delta) \) generates \( C \). (1.17) The families \( \text{Div}(\Delta) \) is included in \( \text{Div}(\Delta) \). (1.18) For every \( g \) in \( C(x, -) \), the elements \( g \) and \( \Delta(x) \) admit a left-gcd.

Proposition 2.20 (right-Garside map). Assume that \( C \) is a left-cancellative category. (i) If \( S \) is a Garside family that is right-bounded by a map \( \Delta \) and \( S^r \) is closed under left-divisor, then \( \Delta \) is a right-Garside map and \( S^r \) coincides with \( \text{Div}(\Delta) \). (ii) Conversely, if \( \Delta \) is a right-Garside map in \( C \), then \( \text{Div}(\Delta) \) is a Garside family that is right-bounded by \( \Delta \) and closed under left-divisor.

Corollary 2.14 (functor \( \phi_\Delta \)). If \( C \) is a left-cancellative category and \( S \) is a Garside family of \( C \) that is right-bounded by a map \( \Delta \), there exists a unique functor \( \phi_\Delta \) from \( C \) into itself that extends \( \phi_\Delta \). It is determined by \( \Delta(x) \in C(\phi_\Delta(x), x) \) and \( \Delta(y) = \Delta(x) \phi_\Delta(g) \).

Proposition 2.46 (common right-multiple). If \( C \) is a left-cancellative category and (i) there exists a map \( \Delta \) from \( \text{Obj}(C) \) to \( C \) that satisfies (1.16), (1.17), and (1.18), or (ii) there exists a right-bounded Garside family in \( C \), then any two elements of \( C \) with the same source admit a common right-multiple.

Definition 2.3 (bounded). A Garside family \( S \) in a left-cancellative category \( C \) is said to be bounded by a map \( \Delta \) from \( \text{Obj}(C) \) to \( C \) if \( S \) is right-bounded by \( \Delta \) and, in addition, for every \( y \), there exists \( x \) satisfying \( s \in S^r(\cdot, y) \exists r \in S^r(x, \cdot) (rs = \Delta(x)) \).

Proposition 2.6 (finite bounded). If \( C \) is a cancellative category and \( S \) is a Garside family of \( C \) such that \( S^r \) is finite and \( S \) is right-bounded by a target-injective map \( \Delta \), then \( S \) is bounded by \( \Delta \) and the functor \( \phi_\Delta \) is a finite order automorphism.

Corollary 2.13 (common left-multiple). Every left-cancellative category that admits a bounded Garside family admits common left-multiples.

Proposition 2.17 (automorphism). If \( S \) is a Garside family in a left-cancellative category \( C \) and \( S \) is right-bounded by a map \( \Delta \), the following are equivalent: (i) The category \( C \) is cancellative, \( S \) is bounded by \( \Delta \), and \( \Delta \) is target-injective; (ii) The functor \( \phi_\Delta \) is an automorphism of \( C \). When (i) and (ii) hold, we have \( \text{Div}(\Delta) = S^r = \text{Div}(\Delta) \), the family \( S^r \) is closed under left-divisor, \( \phi_\Delta \) and the restriction of \( \phi_\Delta \) to \( S^r \) are permutations of \( S^r \), and \( \phi_\Delta^{-1}, \phi_\Delta^{-1} \) is the unique witness for \( (S, \Delta) \).

Definition 2.19 (Garside map). If \( \Delta \) is a left-cancellative category, a Garside map in \( C \) is a map \( \Delta \) from \( \text{Obj}(C) \) to \( C \) that satisfies the following conditions: (2.20) For every \( x \) in \( \text{Obj}(C) \), the source of \( \Delta(x) \) is \( x \). (2.21) The map \( \Delta \) is target-injective. (2.22) The family \( \text{Div}(\Delta) \) generates \( C \). (2.23) The families \( \text{Div}(\Delta) \) and \( \text{Div}(\Delta) \) coincide. (2.24) For every \( g \) in \( C(x, -) \), the elements \( g \) and \( \Delta(x) \) admit a left-gcd.

Proposition 2.32 (Garside map). If \( \Delta \) is a Garside map in a cancellative category \( C \): (i) The category \( C \) is an Ore category; (ii) For \( s \) in \( \text{Div}(\Delta) \) and \( g \) in \( C \), the pair \( s|g \) is
Div(Δ)-greedy if and only if the elements ∂s and g are left-coprime; (iii) The functor ϕΔ is an automorphism of C and it preserves Div(Δ)-normality; (iv) For m ≥ 1, Δ(m) is a Garside map and Div(Δ(m)) = (Div(Δ))m holds; (v) The second domino rule is valid for Div(Δ) and Div(Δ(m)), max(supΔ(f), supΔ(g)) ≤ supΔ(fg) ≤ supΔ(f) + supΔ(g) holds for all f | g in C[2].

Proposition 2.35 (lcm and gcds). If a cancellative category C admits a Garside map: (i) The category C admits left-gcds and left-lcms; (ii) If C is left-Noetherian, then C admits right-lcms and right-gcds; (iii) If C is left-Noetherian and has no nontrivial invertible element, (C, ≼) and (C, ⩾) are lattices.

Definition 3.3 (delta-normal). If S is a Garside family in a left-cancellative category C that is right-bounded by a map Δ, an (S, Δ)-normal path of infimum m (m ≥ 0) is a pair (Δ[m](x), s1 |⋯| sℓ) such that Δ(x)|Δ(ϕΔ(x))|⋯|Δ(ϕ[m−1](x))|s1 |⋯| sℓ is S-normal and s1 is not delta-like (for ℓ ≥ 1). We write Δ[m](x)|s1 |⋯| sℓ, or Δ[m]|s1 |⋯| sℓ, for such a pair. If SΔ = Div(Δ) holds, we say Δ-normal for (S, Δ)-normal.

Definition 3.17 (delta-normal). If Δ is a Garside map in a cancellative category C, we say that an element g of Env(C)(x, -) admits the Δ-normal decomposition Δ[m]|s1 |⋯| sℓ (m ∈ Z) if s1 |⋯| sℓ is Δ-normal, s1 is not delta-like, and g = (Δ[m](x))⋅s1 ⋅⋯⋅ sℓ holds in the case m ≥ 0 and g = (Δ[−m](x))−1 ⋅s1 ⋅⋯⋅ sℓ holds in the case m < 0.

Proposition 3.18 (delta-normal). If Δ is a Garside map in a cancellative category C, every element of Env(C) admits a Δ-normal decomposition; the exponent of Δ is uniquely determined and the Div(Δ)-entries are unique up to C^-deformation.

Proposition 3.24 (interval). If Δ is a Garside map in a cancellative category C and g lies in Env(C)(x, -), then infΔ(g) is the greatest integer p satisfying Δ[p](x) ⩽ g, and supΔ(g) is the least integer q satisfying g ⩽ Δ[q](x).

Proposition 3.26 (inverse). If Δ is a Garside map in a cancellative category C and Δ[m]|s1 |⋯| sℓ is a Δ-normal decomposition of an element g of Env(C), then Δ[−m−ℓ]|∂(ϕ[−m−ℓ]s1) |⋯|∂(ϕ[−m−ℓ−1]s1) is a Δ-normal decomposition of g[−1].

1 Right-bounded Garside families

In this section, we consider a weaker notion of boundedness that only involves the left-divisibility relation. With this one-sided version, we can already prove several important results, in particular the existence of the functor ϕΔ and the existence of common right-multiples in the ambient category.

The section comprises five subsections. The notion of a right-bounded Garside family is introduced in Subsection 1.1. Next, in Subsection 1.2, we axiomatize the right-bounding maps that occur in the context of right-bounded Garside families and show how to rephrase the results in terms of the right-Garside maps so introduced. Then, we show in Subsection 1.3 that a certain functor ϕΔ naturally appears in connection with every right-bounded Garside family, and in Subsection 1.4 that a power of a right-bounded Garside
family is still a right-bounded Garside family. Finally, we discuss in Subsection 1.5 the validity of the second domino rule in the context of right-bounded Garside families.

1.1 The notion of a right-bounded Garside family

Our starting point is the following simple and natural notion. We recall that, if $C$ is a category and $x$ is an object of $C$, then $C(x, -)$ is the family of all elements of $C$ admitting the source $x$ and, similarly, if $S$ is a subfamily of $C$, then $S(x, -)$ is the family of all elements of $S$ admitting the source $x$.

**Definition 1.1 (right-bounded).** If $S$ is a subfamily of a left-cancellative category $C$ and $\Delta$ is a map from $\text{Obj}(C)$ to $C$, we say that $S$ is right-bounded by $\Delta$ if, for each object $x$ of $C$, every element of $S(x, -)$ left-divides $\Delta(x)$ and, moreover, $\Delta(x)$ lies in $S(x, -)$.

**Example 1.2 (right-bounded).** A number of the so far mentioned Garside families are right-bounded. For instance, in the case of the free Abelian monoid $\mathbb{N}^I$ with base $(a_i)_{i \in I}$, consider the Garside family $S$ consisting of all elements $\prod_{i \in J} a_i$ with $J \subseteq I$. If $I$ is finite, $\prod_i a_i$ belongs to $S$ and every element of $S$ left-divides it, so $S$ is right-bounded by $\prod_i a_i$. On the other hand, if $I$ is infinite, the monoid contains infinitely many atoms whereas an element can be (left)-divisible by finitely many elements only, so $S$ cannot be right-bounded by any element. Hence $S$ is right-bounded if and only if $I$ is finite.

More generally, if $(M, \Delta)$ is a Garside or quasi-Garside monoid (Definitions 1.2.1 and 1.2.2), the set $\text{Div}(\Delta)$ is a Garside family in $M$ and, by definition, $\Delta$ is a right-lcm for its left-divisors, hence $\text{Div}(\Delta)$ is right-bounded by $\Delta$.

Except $B_{\mathbb{Z}}$, which is similar to $\mathbb{N}^{(I)}$ with $I$ infinite, all examples of Section 1.3 correspond to right-bounded Garside families: the Garside family $S$ of the Klein bottle monoid (Reference Structure 5 page 17) is right-bounded by the element $a^2$, the family $S_n$ of the wreathed free Abelian group (Reference Structure 6 page 19) is right-bounded by the element $\Delta_n$, and the family $S_n$ in the ribbon category $BR_n$ (Reference Structure 7 page 20) is right-bounded by the constant map from $\{1, \ldots, n-1\}$ to $B_n$ with value $\Delta_n$.

Similarly, in the left-absorbing monoid $L_n = \langle a, b \mid ab^n = b^{n+1} \rangle$ (Reference Structure 8 page 111), the Garside family $S_n = \{a, b, b^2, \ldots, b^{n+1}\}$ is right-bounded by $b^{n+1}$.

By contrast, in the affine braid monoid of type $\tilde{A}_2$ (Reference Structure 9 page 111), the sixteen-element Garside family $S'$ is not right-bounded: every element of $S'$ is a right-divisor of (at least) one of the three maximal elements $\sigma_1\sigma_2\sigma_1\sigma_2$, $\sigma_2\sigma_1\sigma_2\sigma_1$, $\sigma_3\sigma_1\sigma_2\sigma_1$, but the three play similar roles and none is a right-multiple of the other two ones. The same holds for the six-element Garside family in the partially commutative monoid of Example V.2.33 both $ab$ and $bc$ are maximal elements, but none is a multiple of the other and the family is not right-bounded.

Finally, in the lifted omega monoid $M_\omega$ of Exercises 43 and 46 the Garside family $S$ is not right-bounded, as $a$ and $b_0$, which both lie in $S$, have no common right-multiple.
The first observation is that a right-bounding map is (almost) unique when it exists.

**Proposition 1.3 (uniqueness).** If a subfamily \( \mathcal{S} \) of a left-cancellative category is right-bounded by two maps \( \Delta \) and \( \Delta' \), then \( \Delta'(x) =^* \Delta(x) \) holds for each object \( x \).

**Proof.** The assumption that \( \Delta(x) \) lies in \( \mathcal{S} \) and that \( \mathcal{S} \) is right-bounded by \( \Delta' \) implies \( \Delta(x) \preceq \Delta'(x) \) and, symmetrically, the assumption that \( \Delta'(x) \) lies in \( \mathcal{S} \) and that \( \mathcal{S} \) is right-bounded by \( \Delta \) implies \( \Delta'(x) \preceq \Delta(x) \), whence \( \Delta(x) =^* \Delta'(x) \).

Another way of stating Definition 1.1 is to say that, for every object \( x \), the element \( \Delta(x) \) is a right-lcm for the family \( \mathcal{S}(x, -) \). Indeed, we require that \( \Delta(x) \) is a right-multiple of every element of \( \mathcal{S}(x, -) \) and then demanding that \( \Delta(x) \) belongs to \( \mathcal{S}(x, -) \) amounts to demanding that it left-divides every common right-multiple of \( \mathcal{S}(x, -) \). It follows that, if the existence of common right-multiples is guaranteed, then finiteness is sufficient to ensure right-boundedness:

**Proposition 1.4 (finite right-bounded).** If \( \mathcal{C} \) is a left-cancellative category that admits common right-multiples, every Garside family \( \mathcal{S} \) of \( \mathcal{C} \) such that \( \mathcal{S}(x, -) \) is finite for every object \( x \) is right-bounded.

**Proof.** Assume that \( \mathcal{S} \) is a Garside family as in the statement, \( x \) is an object of \( \mathcal{C} \), and \( s \) belong to \( \mathcal{S}(x, -) \). Define \( \Delta(x) \) to be a \( \prec \)-maximal element in \( \mathcal{S}(x, -) \): such an element necessarily exists since \( \mathcal{S}(x, -) \) is finite. By assumption, \( s \) and \( \Delta(x) \) admit a common right-multiple in \( \mathcal{C} \). Hence, as \( s \) and \( \Delta(x) \) belong to \( \mathcal{S} \) and \( \mathcal{S} \) is a Garside family, hence, by Proposition IV.1.23 (Garside closed), it is closed under right-comultiple, \( s \) and \( \Delta(x) \) admit a common right-multiple \( t \) that lies in \( \mathcal{S} \). Now, by construction, \( \Delta(x) \prec t \) is impossible. Therefore we have \( t =^* \Delta(x) \), whence \( s \preceq \Delta(x) \). So \( \mathcal{S}(x, -) \) is a subfamily of \( \text{Div}(\Delta(x)) \), and \( \mathcal{S} \) is right-bounded by \( \Delta \).

The example of a free monoid based on a finite set \( S \) with more than one element shows that the assumption about common right-multiples cannot be removed: in this case, \( S \) is a finite Garside family, but it is not right-bounded. Actually, we shall see in Proposition 1.46 below that the existence of a right-bounded Garside family always implies the existence of common right-multiples.

We now observe that being right-bounded is invariant under right-multiplying by invertible elements. We recall that \( S^\times \) stands for \( SC^\times \cup C^\times \).

**Lemma 1.5.** Assume that \( \mathcal{C} \) is a left-cancellative category and \( \Delta \) is a map from \( \text{Obj}(\mathcal{C}) \) to \( \mathcal{C} \). For \( \mathcal{S} \) included in \( \mathcal{C} \), consider the statements:

(i) The family \( \mathcal{S} \) is right-bounded by \( \Delta \);

(ii) The family \( \mathcal{S}^\times \) is right-bounded by \( \Delta \).

Then (i) implies (ii), and (ii) implies (i) whenever \( \Delta(x) \) lies in \( \mathcal{S} \) for every object \( x \).
Proposition 1.10

Proof. Assume that $S$ is right-bounded by $\Delta$ and $s$ belongs to $S^I(x,-)$. If $s$ belongs to $C^c(x,-)$, then $s$ left-divides every element of $C(x,-)$, hence in particular $\Delta(x)$. Otherwise, we have $s = te$ for some $t$ in $S(x,-)$ and $e$ in $C^c$. By assumption, $t$ left-divides $\Delta(x)$, hence so does $s$. As $\Delta(x)$ belongs to $S(x)$, hence to $S^I(x)$, we conclude that $S^I$ is right-bounded by $\Delta$, and (i) implies (ii).

Conversely, if $S^I$ is right-bounded by $\Delta$, as $S$ is included in $S^I$, every element of $S(x,-)$ left-divides $\Delta(x)$, so, if $\Delta(x)$ lies in $S$, the latter is right-bounded by $\Delta$. □

Notation 1.6 (families $Div(\Delta)$ and $\bar{Div}(\Delta)$). For $C$ a category and $\Delta$ a map from Obj$(C)$ to $C$, we denote by $Div(\Delta)$ (resp. $\bar{Div}(\Delta)$) the family of all elements of $C$ that left-divide (resp. right-divide) at least one element $\Delta(x)$.

So, by definition, we have

$$Div(\Delta) = \{ g \in C \mid \exists x \in \text{Obj}(C) \exists h \in C \ (gh = \Delta(x)) \}$$

and, symmetrically, $\bar{Div}(\Delta) = \{ g \in C \mid \exists x \in \text{Obj}(C) \exists f \in C \ (fg = \Delta(x)) \}$. Note that, if an element $g$ belongs to $Div(\Delta)$, then the object $x$ such that $g$ left-divides $\Delta(x)$ must be the source of $g$. On the other hand, for $g$ in $\bar{Div}(\Delta)$, nothing guarantees the uniqueness of the object $x$ such that $g$ right-divides $\Delta(x)$ in general. Also note that, whenever $\Delta$ is a map from Obj$(C)$ to $C$ satisfying $\Delta(x) \in C(x,-)$ for every object, the family $Div(\Delta)$ is right-bounded by $\Delta$. Then we have the following connections between a family that is right-bounded by a map $\Delta$ and the families $Div(\Delta)$ and $\bar{Div}(\Delta)$.

Lemma 1.7. Assume that $C$ is a left-cancellative category and $S$ is a subfamily of $C$ that is right-bounded by a map $\Delta$. Then we have

$$S \subseteq Div(\Delta),$$

the inclusion being an equality if and only if $S$ is closed under left-divisor.

Moreover, if $S$ is closed under right-divisor, we have

$$\bar{Div}(\Delta) \subseteq S.$$
Proof. By Lemma [1.5], \(S^2\) is right-bounded by \(\Delta\), and, by Proposition [1.1.23] (Garside closed), \(S^2\) is closed under right-divisor. Applying Lemma [1.7] to \(S^2\) gives the result. □

The example of the left-absorbing monoid \(L_n\) with the Garside family \(S_n\) (Reference Structure[8] page[111]) shows that both inclusions in (1.11) may be strict: a is an element of \(S_n \setminus \text{Div}(b^{n+1})\), and \(ab\) is an element of \(\text{Div}(b^{n+1}) \setminus S_n\) for \(n \geq 2\). Note that, if a Garside family \(S\) is closed under left-divisor, then, by Lemma [1.13], \(S^2\) is also closed under left-divisor, and, therefore, we obtain \(S^2 = \text{Div}(\Delta)\).

On the other hand, in the case of a finite Garside family, the situation is very simple whenever the ambient category is cancellative.

**Corollary 1.12 (inclusions, finite case).** Assume that \(C\) is a cancellative category, \(S\) is a Garside family of \(C\) such that \(S^2\) is finite, \(S\) is right-bounded by a map \(\Delta\) and, for \(x \neq y\), the targets of \(\Delta(x)\) and \(\Delta(y)\) are distinct. Then we have \(\text{Div}(\Delta) = S^2 = \text{Div}(\Delta)\).

**Proof.** For every \(s\) in \(\text{Div}(\Delta)(x,-)\), there exists a unique element \(\partial s\) satisfying \(s\partial s = \Delta(x)\). By construction, \(\partial s\) belongs to \(\text{Div}(\Delta)\), so \(\partial\) maps \(\text{Div}(\Delta)\) to \(\text{Div}(\Delta)\). Assume \(\partial s = \partial t\) with \(s\) in \(\text{Div}(\Delta)(x,-)\) and \(t\) in \(\text{Div}(\Delta)(y,-)\). As we have \(s\partial s = \Delta(x)\) and \(t\partial t = \Delta(y)\), the targets of \(\Delta(x)\) and \(\Delta(y)\) must coincide, implying \(x = y\) by assumption.

Then we have \(s\partial s = t\partial t = \Delta(s)\), implying \(s = t\) using right-cancellativity. So \(\partial\) is injective. We deduce that \(\text{Div}(\Delta)\) is finite and \(#\text{Div}(\Delta) \geq #\text{Div}(\Delta)\) holds, so the inclusions of (1.11) must be equalities. □

### 1.2 Right-Garside maps

Proposition [1.10] implies constraints for the maps \(\Delta\) that can be a right-bound for a Garside family: for instance (1.11) implies that we must have \(\text{Div}(\Delta) \subseteq \text{Div}(\Delta)\), that is, every right-divisor of \(\Delta\) must be a left-divisor of \(\Delta\). It turns out that these constraints can be described exhaustively, leading to the notion of a right-Garside map and providing an alternative context for the investigation of right-bounded Garside families, more exactly of those right-bounded Garside families \(S\) such that \(S^2\) is closed under left-divisor.

**Lemma 1.13.** Assume that \(C\) is a left-cancellative category and \(S\) is a Garside family that is right-bounded by a map \(\Delta\).

(i) For every \(x\), the source of \(\Delta(x)\) is \(x\).
(ii) The family \(\text{Div}(\Delta)\) generates \(C\).
(iii) The family \(\text{Div}(\Delta)\) is included in \(\text{Div}(\Delta)\).

**Proof.** Point (i) holds by definition of a right-bounding map. Next, the assumption that \(S\) is a Garside family implies that \(S^2\) generates \(C\), hence so does \(\text{Div}(\Delta)\), which includes \(S^2\) by (1.11). So (ii) is satisfied. Finally, again by (1.11) and as already noted, \(\text{Div}(\Delta)\) must be included in \(\text{Div}(\Delta)\), so (iii) is satisfied. □

Next, there exists a simple connection between heads and left-gcds with elements \(\Delta(x)\).

**Lemma 1.14.** Assume that \(C\) is a left-cancellative category and \(S\) is a subfamily of \(C\) that is right-bounded by \(\Delta\). For \(g \in \text{C}(x,-)\) and \(s \in S\), consider
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(i) The element $s$ is a left-gcd of $g$ and $\Delta(x)$.

(ii) The element $s$ is an $S$-head of $g$.

Then (i) implies (ii) and, if $S^\sharp$ is closed under left-divisor, (ii) implies (i).

Proof. Assume that $s$ is a left-gcd of $g$ and $\Delta(x)$. First $s$ left-divides $g$. Next, let $t$ be an element of $S$ that left-divides $g$. Then $t$ must belong to $S(x, -)$, hence we have $t \preceq \Delta(x)$, whence $t \preceq s$ since $s$ is a left-gcd of $g$ and $\Delta(x)$. Hence $s$ is an $S$-head of $g$, and (i) implies (ii).

Assume now that $S^\sharp$ is closed under left-divisor, $g$ lies in $C(x, -)$, and $s$ is an $S$-head of $g$. Then $s$ belongs to $S(x, -)$, hence, by assumption, we have $s \preceq \Delta(x)$, so $s$ is a common left-divisor of $g$ and $\Delta(x)$. Now let $h$ be an arbitrary common left-divisor of $g$ and $\Delta(x)$. As it left-divides $\Delta(x)$, which belongs to $S$, hence to $S^\sharp$, the element $h$ must belong to $S^\sharp$, and, therefore, as it left-divides $g$, it left-divides every $S$-head of $g$, hence in particular $s$. So $s$ is a left-gcd of $g$ and $\Delta(x)$. So (ii) implies (i) in this case.

We deduce a new constraint for a map $\Delta$ to be a right-bounding map, namely that, for every element $g$ with source $x$, there exists a left-gcd for $g$ and $\Delta(x)$. Closure under left-divisor cannot be skipped in Lemma 1.14, even in the case of a Garside family: as observed in Example 1.2, in the left-absorbing monoid $L_n$ (Reference Structure 8, page 111), the Garside family $S_n$ is right-bounded by $\Delta_n$, but the (unique) $S_n$-head of $ab$ is $a$, whereas the (unique) left-gcd of $ab$ and $\Delta_n$ is $ab$.

It turns out that the above listed constraints also are sufficient for $\Delta$ to be a right-bounding map, and it is therefore natural to introduce a specific terminology.

Definition 1.15 (right-Garside map). If $C$ is a left-cancellative category, a right-Garside map in $C$ is a map $\Delta$ from $\text{Obj}(C)$ to $C$ that satisfies the following conditions:

1. For every $x$, the source of $\Delta(x)$ is $x$,
2. The family $\text{Div}(\Delta)$ generates $C$,
3. The family $\overline{\text{Div}}(\Delta)$ is included in $\text{Div}(\Delta)$,
4. For every $g$ in $C(x, -)$, the elements $g$ and $\Delta(x)$ admit a left-gcd.

Right-bounded Garside families and right-Garside maps are connected as follows:

Proposition 1.20 (right-Garside map). Assume that $C$ is a left-cancellative category.

(i) If $S$ is a Garside family of $C$ that is right-bounded by a map $\Delta$ and $S^\sharp$ is closed under left-divisor, then $\Delta$ is a right-Garside map and $S^\sharp$ coincides with $\text{Div}(\Delta)$.

(ii) Conversely, if $\Delta$ is a right-Garside map in $C$, then $\text{Div}(\Delta)$ is a Garside family that is right-bounded by $\Delta$ and closed under left-divisor.
Proposition 1.25. Assume that \( \mathcal{S} \) is a Garside family that is right-bounded by \( \Delta \) and \( \mathcal{S}^\sharp \) is closed under left-divisor. By Lemma 1.13, \( \Delta \) satisfies (1.16)-(1.18). Let \( g \) belong to \( \mathcal{C}(x, -) \). If \( g \) is non-invertible, then \( g \) admits a \( \mathcal{S} \)-head, hence, by Lemma 1.14, \( g \) and \( \Delta(x) \) admit a left-gcd. If \( g \) is invertible, then \( g \) itself is a left-gcd of \( g \) and \( \Delta(x) \). So, in every case, \( g \) and \( \Delta(x) \) admit a left-gcd, and \( \Delta \) satisfies (1.19). Hence, by definition, \( \Delta \) is a right-Garside map. Moreover, by Lemma 1.17, \( \mathcal{S}^\sharp \) coincides with \( \text{Div}(\Delta) \).

(ii) Assume that \( \Delta \) is a right-Garside map. First, by (1.17), \( \text{Div}(\Delta) \) generates \( \mathcal{C} \). Next, assume that \( s \) lies in \( \text{Div}(\Delta)(x, -) \) and \( s' \) right-divides \( s \), say \( s = rs' \). By assumption, \( s \) left-divides \( \Delta(x) \), say \( \Delta(x) = st \). We deduce \( \Delta(x) = rs't \), whence \( s't \in \text{Div}(\Delta) \), and \( s't \in \text{Div}(\Delta) \) owing to (1.19). This in turn implies \( s' \in \text{Div}(\Delta) \). Hence \( \text{Div}(\Delta) \) is closed under right-divisor. Finally, let \( g \) be an element of \( \mathcal{C}(x, -) \). By assumption, \( g \) and \( \Delta(x) \) admit a left-gcd, say \( s \). By Lemma 1.14, \( s \) is a \( \text{Div}(\Delta) \)-head of \( g \). So every element of \( \mathcal{C} \) admits a \( \text{Div}(\Delta) \)-head. Hence, by Proposition 1.19 (recognizing Garside II), \( \text{Div}(\Delta) \) is a Garside family in \( \mathcal{C} \). Moreover, every element of \( \text{Div}(\Delta)(x, -) \) left-divides \( \Delta(x) \), hence \( \text{Div}(\Delta) \) is right-bounded by \( \Delta \). On the other hand, \( \text{Div}(\Delta) \) is closed under left-divisor by definition (and it coincides with \( \text{Div}(\Delta)^\sharp \)).

Note that, in Proposition 1.20 (ii) is an exact converse of (i). Proposition 1.20 implies that, if \( \mathcal{C} \) is a left-cancellative category, a subfamily \( \mathcal{S} \) of \( \mathcal{C} \) is a right-bounded Garside family such that \( \mathcal{S}^\sharp \) is closed under left-divisor if and only if there exists a right-Garside map \( \Delta \) such that \( \mathcal{S}^\sharp \) coincides with \( \text{Div}(\Delta) \). So, we have two equivalent frameworks, namely that of a Garside family \( \mathcal{S} \) that is right-bounded and such that \( \mathcal{S}^\sharp \) is closed under left-divisor, and that of a right-Garside map. All subsequent results can therefore be equivalently stated both in terms of right-bounded Garside families and in terms of right-Garside maps. Below we shall mostly use the terminology of right-Garside maps, which allows for shorter statements, but it should be remembered that each statement of the form “... if \( \Delta \) is a right-Garside map ... then \( \text{Div}(\Delta) \)...” can be rephrased as “... if \( \mathcal{S} \) is a Garside family that is right-bounded and \( \mathcal{S}^\sharp \) is closed under left-divisor ... then \( \mathcal{S}^\sharp \)...”.

In the case of a monoid, there is only one object and we shall naturally speak of a right-Garside element rather than of a right-Garside map. As the notion is important, we explicitly state the definition.

Definition 1.21 (right-Garside element). If \( M \) is a left-cancellative monoid, a right-Garside element in \( M \) is an element \( \Delta \) of \( M \) that satisfies the following conditions:

(1.22) The family \( \text{Div}(\Delta) \) generates \( M \),
(1.23) The family \( \overline{\text{Div}}(\Delta) \) is included in \( \text{Div}(\Delta) \),
(1.24) For every \( g \) in \( M \), the elements \( g \) and \( \Delta \) admit a left-gcd.

Proposition 1.25 (right-Garside element). Assume that \( M \) is a left-cancellative monoid.

(i) If \( \mathcal{S} \) is a Garside family that right-bounded by an element \( \Delta \) and \( \mathcal{S}^\sharp \) is closed under left-divisor, then \( \Delta \) is a right-Garside element and \( \mathcal{S}^\sharp \) coincides with \( \text{Div}(\Delta) \);

(ii) Conversely, if \( \Delta \) is a right-Garside element in \( M \), then \( \text{Div}(\Delta) \) is a Garside family of \( M \) that is right-bounded by \( \Delta \) and is closed under left-divisor.
Remark 1.26. If any two elements with the same source admit a left-gcd, (1.19) becomes trivial, and a (necessary and) sufficient condition for $\Delta$ to be a right-Garside map is that it satisfies (1.16)–(1.18). However, the latter conditions are not sufficient in general. Indeed, let for instance $M$ be the monoid $\langle a, b \mid ab = ba, a^2 = b^2 \rangle$, and let $\Delta = ab$. Then $M$ is cancellative, and $\Delta$ satisfies (1.16)–(1.18). However, we saw in Example IV.2.34 that $M$ and $M \setminus \{1\}$ are the only Garside families in $M$. So, there is no right-bounded Garside family in $M$ and, in particular, $\text{Div}(\Delta)$ cannot be a right-bounded Garside family in $M$. Note that, in $M$, the elements $\Delta$ and $a^2$ admit no left-gcd.

1.3 The functor $\phi_\Delta$

We associate with every right-Garside map $\Delta$ a functor $\phi_\Delta$ of the ambient category into itself. This functor will play a crucial rôle in all subsequent developments—especially when it is an automorphism, see Section 2—and its existence is the main technical difference between right-bounded and arbitrary Garside families.

Most of the developments in this subsection and the next one only require that $\Delta$ satisfies the conditions (1.16), (1.17), and (1.18). Owing to Lemma 1.13, this implies that when it is an automorphism, see Section 2—and its existence is the main technical difference between right-bounded and arbitrary Garside families.

Definition 1.27 (duality map $\partial_s$). If $C$ is a left-cancellative category and $\Delta$ is a map from $\text{Obj}(C)$ to $C$ that satisfies (1.16), (1.17), and (1.18), then, for $s$ in $\text{Div}(\Delta)(x, -)$, we write $\partial_s(s)$, or simply $\partial_s$, for the unique element $t$ of $\text{Div}(\Delta)$ satisfying $st = \Delta(x)$.

By definition, $\partial_s$ is a map from $\text{Div}(\Delta)$ to $\text{Div}(\Delta)$, and, for $g$ in $\text{Div}(\Delta)$, we have $s \partial_s(s) = \Delta(x)$. Definition 1.27 makes sense as the assumption that $C$ is left-cancellative guarantees the uniqueness of the element $t$ and, by definition, every element of $\text{Div}(\Delta)(x, -)$ left-divides $\Delta(x)$. Then $\partial_s$ belongs to $\text{Div}(\Delta)(y, x')$, where $y$ is the target of $s$ and $x'$ is the target of $\Delta(x)$.

The inclusion of (1.18) implies that $\partial_s$ belongs to $\text{Div}(\Delta)$. So, $\partial_s$ maps $\text{Div}(\Delta)$ into itself, and it makes sense to iterate it: for each $m \geq 1$, the map $\partial^m$ is a well-defined map from $\text{Div}(\Delta)$ into itself. We shall see now that $\partial^2$ can be extended into a functor from the ambient category into itself.

Proposition 1.28 (functor $\phi_\Delta$). If $C$ is a left-cancellative category and $\Delta$ is a map from $\text{Obj}(C)$ to $C$ that satisfies (1.16), (1.17), and (1.18), then there exists a unique functor $\phi_\Delta$ from $C$ into itself that extends $\partial^2$. For $x$ in $\text{Obj}(C)$ and $g$ in $C(x, y)$, the values $\phi_\Delta(x)$ and $\phi_\Delta(g)$ are determined by

\[ \Delta(x) \in C(x, \phi_\Delta(x)) \quad \text{and} \quad g \Delta(y) = \Delta(x) \phi_\Delta(g). \]

Moreover, we have

\[ \phi_\Delta \circ \Delta = \Delta \circ \phi_\Delta \quad \text{and} \quad \phi_\Delta \circ \partial_s = \partial_s \circ \phi_\Delta, \]

and $\phi_\Delta$ maps both $\text{Div}(\Delta)$ and $\text{Div}(\Delta)$ into themselves.
Theorem. Assume that the condition \(\Delta\) is the target of \(\Delta(x)\) for \(x\) in \(\text{Obj}(C)\) and that \(\phi_{\Delta}(x)\) is given by \(\phi_{\Delta}(x) = \Delta(x)\). Then \(\phi_{\Delta}\) is well-defined as \(\Delta(x)\) holds.

We claim that \(\phi_{\Delta}\) is the desired functor.

First, assume that \(g\) lies in \(\text{C}(x,y)\). Then, as \(\Delta(x)\) holds by definition, the source of \(\phi_{\Delta}(g)\) is the target of \(\Delta(x)\), hence is \(\phi_{\Delta}(x)\), whereas its target is the target of \(\Delta(y)\), hence it is \(\phi_{\Delta}(y)\).

Next, we claim that \(\phi_{\Delta}\) is a functor of \(C\) to itself. Indeed, assume \(fg = h\), with \(f \in \text{C}(x,y)\) and \(g \in \text{C}(y,z)\). Then, applying \(\Delta(x)\) three times, we find

\[
\Delta(x)\phi_{\Delta}(h) = h \Delta(z) = f g \Delta(z) = f \Delta(y) \phi_{\Delta}(g) = \Delta(x) \phi_{\Delta}(f) \phi_{\Delta}(g),
\]

whence \(\phi_{\Delta}(h) = \phi_{\Delta}(f) \phi_{\Delta}(g)\) by left-cancelling \(\Delta(x)\). Furthermore, applying \(\Delta(x)\) to \(g\) gives \(\Delta(x) = \Delta(y)\phi_{\Delta}(1)\), whence \(\phi_{\Delta}(1) = 1_{\phi_{\Delta}(x)}\) by left-cancelling \(\Delta(x)\).

Finally, \(\phi_{\Delta}\) extends \(\partial^2\) as \(\Delta(x)\) and \(\phi_{\Delta}(1)\) give, for every \(s\) in \(\text{Div}(\Delta)(x,y)\), the equality \(\Delta(x)\partial^2 s = \Delta(x)\phi_{\Delta}(s)\), whence \(\phi_{\Delta}(s) = \partial^2 s\) by left-cancelling \(\Delta(x)\).

So \(\phi_{\Delta}\) is a functor with the expected properties.
As for (1.30), first, by definition, the source of $\Delta(x)$ is $x$ and its target is $\phi_\Delta(x)$, hence applying (1.29) with $g = \Delta(x)$ yields $\Delta(x)\Delta(\phi_\Delta(x)) = \Delta(x)\Delta(\Delta(x))$, hence $\Delta(\phi_\Delta(x)) = \phi_\Delta(\Delta(x))$ after left-cancelling $\Delta(x)$. On the other hand, for $s$ in $\text{Div}(\Delta)$, we clearly have $\partial(\phi_\Delta(s)) = \phi_\Delta(\partial s) = \partial^3s$.

Assume now $s \in \text{Div}(\Delta)(x, \cdot)$. By definition, there exists $t$ satisfying $st = \Delta(x)$. This implies $\phi_\Delta(s)\phi_\Delta(t) = \phi_\Delta(\Delta(x)) = \Delta(\phi_\Delta(x))$, the last equality by (1.30). We deduce $\phi_\Delta(s) \in \text{Div}(\Delta)$. The argument is similar for $\text{Div}(\Delta)$.

A short way to state (1.29) is to say that the map $\Delta$ is a natural transformation from the identity functor on $C$ to $\phi_\Delta$, see on the right. Note that, for $g$ in $\text{Div}(\Delta)$, the diagonal arrow splits the diagram into two commutative triangles.

We recall that, if $\phi, \phi'$ are two functors from $C$ to itself, a map $F$ from $\text{Obj}(C)$ to $C$ is a natural transformation from $\phi$ to $\phi'$ if, for every $g$ in $C(x, y)$, we have the equality $F(x)\phi'(g) = \phi(g)F(y)$.

In the case of a monoid, the functor $\phi_\Delta$ is an endomorphism, and it corresponds to conjugating by the element $\Delta$ since (1.29) takes then the form $g\Delta = \Delta \phi_\Delta(g)$.

Merging Proposition 1.28 with Lemma 1.13 we deduce:

**Corollary 1.34 (functor $\phi_\Delta$).** If $C$ is a left-cancellative category and $S$ is a Garside family of $C$ that is right-bounded by a map $\Delta$, there exists a unique functor $\phi_\Delta$ from $C$ into itself that extends $\partial^3$. It is determined by (1.29) and satisfies (1.30).

The possible injectivity and surjectivity of the functor $\phi_\Delta$ will play an important rôle in the sequel, and we therefore introduce a specific terminology.

**Definition 1.35 (target-injective).** If $C$ is a category, a map $\Delta$ from $\text{Obj}(C)$ to $C$ is called target-injective if $x \neq x'$ implies that $\Delta(x)$ and $\Delta(x')$ have different targets.

In view of Proposition 1.28 saying that $\Delta$ is target-injective means that the functor $\phi_\Delta$ is injective on objects. On the one hand, it is easy to describe right-bounded Garside families that are right-bounded by maps that are not target-injective (see Example 2.16 below), but, on the other hand, most natural examples involve target-injective maps.

In the framework of right-bounded Garside families, there is a simple connection between the injectivity of $\phi_\Delta$ and right-cancellation in the ambient category.

**Proposition 1.36 (right-cancellativity I).** Assume that $C$ is a left-cancellative category and $\Delta$ is a map from $\text{Obj}(C)$ to $C$ that satisfies (1.16), (1.17), and (1.18). Consider:

(i) The category $C$ is right-cancellative;

(ii) The functor $\phi_\Delta$ is injective on $C$.

Then (ii) implies (i) and, if $\Delta$ is target-injective, (i) implies (ii).
Proof. Assume that \( \phi_\Delta \) is injective on \( C \) and we have \( gs = g's \) with \( g \) in \( C(x, y) \) and \( s \) in \( Div(\Delta) \). Then \( g' \) must belong to \( C(x, y) \), and we deduce \( gs \partial s = g's \partial s \), that is, \( g\Delta(y) = g'\Delta(y) \). Then (1.29) gives \( \Delta(x) \phi_\Delta(g) = g \Delta(y) = g' \Delta(y) = \Delta(x) \phi_\Delta(g') \), whence \( \phi_\Delta(g) = \phi_\Delta(g') \) by left-cancelling \( \Delta(x) \). As \( \phi_\Delta \) is injective on \( C \), we deduce \( g = g' \). Since, by assumption, \( Div(\Delta) \) generates \( C \), this is enough to conclude that \( C \) is right-cancellative. Hence (ii) implies (i).

Conversely, assume that \( \Delta \) is target-injective and \( C \) is right-cancellative. Let \( g, g' \) be elements of \( C \) satisfying \( \phi_\Delta(g) = \phi_\Delta(g') \). Assume that \( g \) belongs to \( C(x, y) \) and \( g' \) belongs to \( C(x', y') \). By construction, \( \phi_\Delta(g) \) lies in \( C(\phi_\Delta(x), \phi_\Delta(y)) \) and \( \phi_\Delta(g') \) lies in \( C(\phi_\Delta(x'), \phi_\Delta(y')) \). So the assumption \( \phi_\Delta(g) = \phi_\Delta(g') \) implies \( \phi_\Delta(x) = \phi_\Delta(x') \) and \( \phi_\Delta(y) = \phi_\Delta(y') \). As \( \Delta \) is target-injective, we deduce \( x' = x \) and \( y' = y \). Next, using (1.29) again, we obtain \( g \Delta(y) = \Delta(x) \phi_\Delta(g) = \Delta(x) \phi_\Delta(g') = g' \Delta(y) \), whence \( g = g' \) by right-cancelling \( \Delta(y) \). So (i) implies (ii) in this case.

Using Lemma 1.13 we can restate Proposition 1.36 in terms of Garside families:

**Corollary 1.37 (right-cancellativity I).** Assume that \( C \) is a left-cancellative category and \( S \) is a Garside family of \( C \) that is right-bounded by a map \( \Delta \). Consider:

(i) The category \( C \) is right-cancellative;

(ii) The functor \( \phi_\Delta \) is injective on \( C \).

Then (ii) implies (i) and, if \( \Delta \) is target-injective, (i) implies (ii).

Example 2.16 shows that the assumption that \( \Delta \) is target-injective cannot be skipped in Proposition 1.36. On the other hand, note that, if \( \phi_\Delta \) is injective on \( C \) (or simply on \( Div(\Delta) \)), then it is necessarily injective on objects, that is, \( \Delta \) is target-injective. Indeed, as \( \phi_\Delta \) is a functor, \( \phi_\Delta(x) = \phi_\Delta(x') \) implies \( \phi_\Delta(1_x) = \phi_\Delta(1_{x'}) \), so we deduce \( 1_x = 1_{x'} \) and \( x = x' \) whenever \( \phi_\Delta \) is injective on \( 1_C \).

### 1.4 Powers of a right-bounded Garside family

By Proposition 1.136 (power), if \( S \) is a Garside family that includes \( 1_C \) in a left-cancellative category \( C \), then, for every \( m \geq 2 \), the family \( S^m \) is also a Garside family in \( C \) (we recall that the assumption about \( S \) including \( 1_C \) is innocuous: if \( S \) is a Garside family, \( S \cup 1_C \) is also a Garside family). In this subsection, we establish that, if \( S \) is right-bounded, then \( S^m \) is right-bounded as well and we describe an explicit right-bounding map for \( S^m \) starting from one for \( S \). A direct consequence is that right-bounded Garside families can exist only in categories that admit common right-multiples.

In the case of a monoid, the construction involves the powers \( \Delta^m \) of the element \( \Delta \).

In the general case of a category, \( \Delta \) maps objects to elements, and taking powers does not make sense. However, it is easy to introduce a convenient notion of iteration.

**Definition 1.38 (iterate \( \Delta^m \)).** Assume that \( C \) is a left-cancellative category and \( \Delta \) is a map from \( Obj(C) \) to \( C \) that satisfies (1.16), (1.17), and (1.18). For \( m \geq 0 \), the \( m \)th iterate of \( \Delta \) is the map \( \Delta^m \) from \( Obj(C) \) to \( C \) inductively specified by

\[
\Delta^0(x) = 1_x, \quad \text{and} \quad \Delta^m(x) = \Delta(x) \phi_\Delta(\Delta^{m-1}(x)) \quad \text{for} \quad m \geq 1.
\]
Since \( \phi_{\Delta} \) is a functor, we have \( \phi_{\Delta}(1_x) = 1_{\phi_{\Delta}(x)}, \) whence \( \Delta^{[1]} = \Delta. \) Then we find

\[
\Delta^{[2]}(x) = \Delta(x)\phi_{\Delta}(\Delta(x)) = \Delta(x)\Delta(\phi_{\Delta}(x)),
\]

the equality following from (1.30). An immediate induction gives for \( m \geq 1 \)

\[
\Delta^{[m]}(x) = \Delta(x)\Delta(\phi_{\Delta}(x)) \cdots \Delta(\phi_{\Delta}^{m-1}(x)).
\]

We begin with a few computational formulas involving the maps \( \Delta^{[m]} \).

**Lemma 1.41.** If \( \mathcal{C} \) is a left-cancellable category and \( \Delta \) is a map from \( \text{Obj}(\mathcal{C}) \) to \( \mathcal{C} \) that satisfies (1.16), (1.17), and (1.18), then, for every object \( x \) and every \( m \geq 0 \), the element \( \Delta^{[m]}(x) \) lies in \( (\text{Div}(\Delta))^{m} \) and, for every \( g \) in \( \mathcal{C}(x,y) \), we have

\[
g \Delta^{[m]}(y) = \Delta^{[m]}(x) \phi_{\Delta}^{m}(g).
\]

**Proof.** For \( m = 0 \), the element \( \Delta^{[m]}(x) \) is \( 1_x \), and (1.42) reduces to \( g 1_y = 1_y g \). Assume \( m \geq 1 \). First, \( \Delta(y) \) belongs to \( \text{Div}(\Delta) \) for every \( y \), so (1.40) makes it clear that \( \Delta^{[m]}(x) \) lies in \( (\text{Div}(\Delta))^{m} \). Then we find

\[
g \Delta^{[m]}(y) = g \Delta(y) \phi_{\Delta}(\Delta^{[m-1]}(y)) \quad \text{by definition of } \Delta^{[m]}(y),
\]
\[
= \Delta(x) \phi_{\Delta}(g \Delta^{[m-1]}(y)) \quad \text{by (1.29),}
\]
\[
= \Delta(x) \phi_{\Delta}(\Delta^{[m-1]}(y)) \quad \text{as } \phi_{\Delta} \text{ is a functor,}
\]
\[
= \Delta(x) \phi_{\Delta}(\Delta^{[m-1]}(x) \phi_{\Delta}^{m-1}(g)) \quad \text{by induction hypothesis,}
\]
\[
= \Delta(x) \phi_{\Delta}(\Delta^{[m-1]}(x)) \phi_{\Delta}^{m}(g) \quad \text{as } \phi_{\Delta} \text{ is a functor,}
\]
\[
= \Delta^{[m]}(x) \phi_{\Delta}^{m}(g) \quad \text{by definition of } \Delta^{[m]}(x). \square
\]

**Lemma 1.43.** If \( \mathcal{C} \) is a left-cancellable category and \( \Delta \) is a map from \( \text{Obj}(\mathcal{C}) \) to \( \mathcal{C} \) that satisfies (1.16), (1.17), and (1.18), then, for every \( m \geq 1 \), every element of \( \text{Div}(\Delta)^{m} \) \( (x,-) \) left-divides \( \Delta^{[m]}(x) \).

**Proof.** We show using induction on \( m \geq 1 \) the relation \( g \leq \Delta^{[m]}(x) \) for every \( g \) in \( \text{Div}(\Delta)^{m} \) \( (x,-) \). For \( m = 1 \), this is the definition of \( \text{Div}(\Delta) \). Assume \( m \geq 2 \). Write \( g = sg' \) with \( s \) in \( \text{Div}(\Delta) \) and \( g' \) in \( \text{Div}(\Delta)^{m-1} \). Let \( y \) be the source of \( g' \), which is also the target of \( s \). Then we find

\[
g = s g' \leq s \Delta^{[m-1]}(y) \quad \text{by induction hypothesis,}
\]
\[
= \Delta^{[m-1]}(x) \phi_{\Delta}^{m-1}(s) \quad \text{by (1.42),}
\]
\[
\leq \Delta^{[m-1]}(x) \phi_{\Delta}^{m-1}(\Delta(x)) \quad \text{as } s \leq \Delta(x) \text{ holds and } \phi_{\Delta}^{m-1} \text{ is a functor,}
\]
\[
= \Delta(x) \Delta^{[m-1]}(\phi_{\Delta}(x)) \quad \text{by (1.42) as } \phi_{\Delta}(x) \text{ is the target of } \Delta(x)
\]
\[
= \Delta(x) \phi_{\Delta}(\Delta^{[m-1]}(x)) \quad \text{by (1.32) applied } m - 1 \text{ times,}
\]
\[
= \Delta^{[m]}(x) \quad \text{by definition.} \square
**Proposition 1.44 (power).** If $C$ is a left-cancellative category and $\Delta$ is a map from $\text{Obj}(C)$ to $C$ that satisfies (1.16), (1.17), and (1.18), then, for every $m \geq 1$, the map $\Delta^m$ satisfies (1.16), (1.17), and (1.18). The family $\text{Div}(\Delta)^m$ is right-bounded by $\Delta^m$, and we have then $\phi_{\Delta^m} = \phi^m_{\Delta}$.

**Proof.** Let $m \geq 1$. By construction, the source of $\Delta^m(x)$ is $x$, so $\Delta^m$ satisfies (1.16). Next, $\text{Div}(\Delta)$ is included in $\text{Div}(\Delta^m)$, hence $\text{Div}(\Delta^m)$ generates $C$, so $\Delta^m$ satisfies (1.17). Then, assume that $g$ lies in $\text{Div}(\Delta^m)(y, -)$, that is, $f g = \Delta^m(x)$ for some $x$ and some $f$ in $C(x, y)$. By Lemma 1.44 we have $f^m(y) = \Delta^m(x) \phi_{\Delta}^m(f)$, that is, $f^m(y) = g^m \phi_{\Delta}^m(f)$. By left-cancelling $f$, we deduce $g^m \phi_{\Delta}^m(f) = \Delta^m(y)$, so $g$ belongs to $\text{Div}(\Delta^m)$. Hence $\Delta^m$ satisfies (1.18).

Then Lemma 1.44 shows that $\Delta^m(x)$ lies in $(\text{Div}(\Delta))^m$ for every object $x$, and Lemma 1.44 shows that every element of $(\text{Div}(\Delta))^m(x, -)$ left-divides $\Delta^m(x)$. This implies that $(\text{Div}(\Delta))^m$ is right-bounded by $\Delta^m$.

Finally, (1.42) shows that $\phi^m_{\Delta}$ satisfies the defining relations of $\phi_{\Delta^m}$, so, by uniqueness, they must coincide.

Returning to the language of Garside families, we deduce:

**Corollary 1.45 (power).** If $C$ is a left-cancellative category and $S$ is a Garside family of $C$ that includes $1_C$ and is right-bounded by a map $\Delta$, then, for every $m \geq 1$, the Garside family $S^m$ is right-bounded by $\Delta^m$, and we have $\phi_{S^m} = \phi^m_{\Delta}$.

(We recall that assuming that $1_C$ is included in $S$ is needed to guarantee that $S$ is included in $S^m$; otherwise, we should use $S \cup S^2 \cup \cdots \cup S^m$ instead.)

A consequence of the above results is the existence of common right-multiples.

**Proposition 1.46 (common right-multiple).** If $C$ is a left-cancellative category and

(i) there exists a map $\Delta$ from $\text{Obj}(C)$ to $C$ that satisfies (1.16), (1.17), and (1.18), or

(ii) there exists a right-bounded Garside family in $C$,

then any two elements of $C$ with the same source admit a common right-multiple.

**Proof.** Proposition 1.44 implies that any two elements of $C(x, -)$ left-divide $\Delta^m(x)$ for every $m$ that is large enough. □

Merging with Proposition 1.44 we deduce:

**Corollary 1.47 (finite right-bounded).** If $S$ is a finite Garside family in a left-cancellative category $C$, the following are equivalent:

(i) The family $S$ is right-bounded.

(ii) The category $C$ admits common right-multiples.

In the case of a monoid, Proposition 1.46 takes the form:
Corollary 1.48 (common right-multiple). If $M$ is a left-cancellative monoid and
(i) there exists an element $\Delta$ of $M$ such that $\text{Div}(\Delta)$ generates $M$ and every right-
divisor of $\Delta$ left-divides $\Delta$,
or (ii) there exists a right-bounded Garside family in $M$,
then any two elements of $M$ admit a common right-multiple.

We can then wonder whether the existence of a right-bounded Garside family implies
the existence of right-lcms. The following example shows that this is not the case.

Example 1.49 (no right-lcm). Let $C$ be the category with six objects and eight atoms
whose diagram with respect to $\{a, \ldots, f\}$ is shown below and that is commutative, that
is, we have $bc = ad$, etc. The category $C$ is left-cancellative as shows an exhaustive
inspection of its finite multiplication table, and $C$ is a finite Garside family in itself.

Let $\Delta$ be the map that sends every object $x$ to the
unique element of $C$ that connects $x$ to 5: for instance,
we have $\Delta(0) = ade (= ad'f = bce = bc'f)$,
$\Delta(1) = de (= d'f), \ldots, \Delta(5) = 1_5$. Then $C$ is right-
bounded by $\Delta$. However $a$ and $b$ admit no right-lcm
as both $ad$ and $ad'$ are right-mcms of $a$ and $b$. Sym-
metrically, $e$ and $f$ admit no left-lcm.

1.5 Preservation of normality

Here we address the question of whether the $\phi_\Delta$-image of a normal path necessarily is
a normal path. We show in particular that, when this condition is satisfied, the second
domino rule (Definition II.1.57) must be valid.

Definition 1.50 (preserving normality). If $\mathcal{S}$ is a subfamily of a left-cancellative cate-
gory $C$, we say that a functor $\phi$ from $C$ to itself preserves $\mathcal{S}$-normality if
$\phi(s_1)|\phi(s_2)$ is.

If $\Delta$ is a right-Garside map, various conditions imply that the functor $\phi_\Delta$ preserves
normality (this meaning $\text{Div}(\Delta)$-normality, if there is no ambiguity), see in particular
Proposition 2.18 below and Exercise 61. On the other hand, simple examples exist where
normality is not preserved.

Example 1.51 (not preserving normality). In the left-absorbing monoid $L_n$ (Reference
Structure 8, page 111) with $\Delta = b^n+1$, the associated functor $\phi_\Delta$ does not preserve
normality. Indeed, we find $\phi_\Delta(a) = \phi_\Delta(b) = b$. Now $a|b$ is $\text{Div}(\Delta)$-normal, whereas
$\phi_\Delta(a)|\phi_\Delta(b)$, that is $b|b$, is not $\text{Div}(\Delta)$-normal.

The main result we shall prove is

Proposition 1.52 (second domino rule). If $\Delta$ is a right-Garside map in a left-cancellative
category $C$ and $\phi_\Delta$ preserves normality, the second domino rule is valid for $\text{Div}(\Delta)$.

In order to establish Proposition 1.52 we need a criterion for recognizing greediness
in the context of a right-bounded Garside family. The following one will be used several
times, and it is of independent interest. We recall that two elements \( f, g \) with the same source are called left-coprime if every common left-divisor of \( f \) and \( g \) is invertible.

**Proposition 1.53 (recognizing greedy).** Assume that \( \mathcal{C} \) is a left-cancellative category and \( \mathcal{S} \) is a Garside family of \( \mathcal{C} \) that is right-bounded by \( \Delta \). For \( s \) in \( \mathcal{S}^2 \) and \( g \) in \( \mathcal{C} \), consider

(i) The path \( s|g \) is \( \mathcal{S} \)-greedy;

(ii) The elements \( \partial s \) and \( g \) are left-coprime.

Then (ii) implies (i) and, if \( \mathcal{S}^2 \) is closed under left-divisor, then (i) implies (ii).

**Proof.** Assume that \( \partial s \) and \( g \) are left-coprime, and \( h \) is an element of \( \mathcal{C} \) satisfying \( sh \in \mathcal{S} \) and \( h \preceq g \). Let \( x \) be the source of \( s \). As \( sh \) belongs to \( \mathcal{S} \), we have \( sh \preceq \Delta(x) = s\partial s \), whence \( h \preceq \partial s \) by left-cancelling \( s \). As \( \partial s \) and \( g \) are left-coprime, \( h \) must be invertible. By Proposition IV.1.20 (recognizing greedy), \( s|g \) is \( \mathcal{S} \)-greedy. So (ii) implies (i).

Conversely, assume that \( s|g \) is \( \mathcal{S} \)-greedy and \( h \) is a common left-divisor of \( \partial s \) and \( g \).

Then we have \( s \preceq h \partial s = \Delta(x) \), where \( x \) is the source of \( s \). By assumption \( \Delta(x) \) belongs to \( \mathcal{S} \), hence, as \( \mathcal{S}^2 \) is closed under left-divisor, \( sh \) belongs to \( \mathcal{S}^2 \). So there exists \( h' \) satisfying \( h' = h \) and \( sh' \in \mathcal{S} \). Then \( h \preceq g \) implies \( h' \preceq g \) and, by Proposition IV.1.20 (recognizing greedy), \( h' \), hence \( h \), is invertible, and (i) implies (ii).

Owing to Proposition 1.53, Proposition 1.54 can be restated as

**Corollary 1.54 (recognizing greedy).** If \( \Delta \) is a right-Garside map in a left-cancellative category \( \mathcal{C} \), then, for \( s \) in \( \text{Div}(\Delta) \) and \( g \) in \( \mathcal{C} \), the path \( s|g \) is \( \text{Div}(\Delta) \)-greedy if and only if \( \partial s \) and \( g \) are left-coprime.

We can now establish Proposition 1.52.

**Proof of Proposition 1.52.** Put \( \mathcal{S} = \text{Div}(\Delta) \), and assume that \( s_1, s_2, s'_1, s'_2, \) and \( t_0, t_1, t_2 \) lie in \( \mathcal{S} \) and satisfy \( s_1t_1 = t_0s'_1 \) and \( s_2t_2 = t_1s'_2 \), with \( s_1|s_2 \) and \( t_1|t_2 \) both \( \mathcal{S} \)-normal.

We wish to show that \( s'_1|s'_2 \) is \( \text{Div}(\Delta) \)-greedy. Let \( x_i \) be the source of \( t_i \) for \( i = 0, 1, 2 \). Let us introduce the elements \( \partial t_i \) and \( \phi_\Delta(s_i) \) as shown on the right. We claim that the diagram is commutative. Indeed, applying (1.29), we find \( t_0 s'_1 \partial t_1 = s_1 t_1 \partial t_1 = s_1 \Delta(x_1) \phi_\Delta(s_1) = t_0 \partial t_0 \phi_\Delta(s_1) \); hence \( s'_1 \partial t_1 = \partial t_0 \phi_\Delta(s_1) \) by left-cancelling \( t_0 \). By a similar argument, we obtain \( s'_2 \partial t_2 = \partial t_1 \phi_\Delta(g) \).

In view of applying the criterion of Proposition IV.1.20 (recognizing greedy), assume that \( s'_1h \) belongs to \( \mathcal{S} \) and \( h \) left-divides \( s'_2 \). We wish to prove that \( h \) is invertible. Now \( s'_1h \) left-divides \( s'_1 s'_2 \partial t_2 \), which is also \( \partial t_0 \phi_\Delta(s_1) \phi_\Delta(s_2) \). The assumption that \( \phi_\Delta \) preserves normality implies that \( \phi_\Delta(s_1) \phi_\Delta(s_2) \) is \( \text{Div}(\Delta) \)-greedy, and, therefore, \( s'_1h \preceq \partial t_0 \phi_\Delta(s_1) \phi_\Delta(s_2) \) implies \( s'_1h \preceq \partial t_0 \phi_\Delta(s_1) \). As the bottom left square of the diagram is commutative, we deduce \( s'_1h \preceq s'_1 \partial t_1 \), whence \( h \preceq \partial t_1 \) by left-cancelling \( s'_1 \). So \( h \) left-divides both \( \partial t_1 \) and \( s'_2 \). By Corollary 1.54 the assumption that \( t_1|s'_2 \) is \( \Delta \)-normal implies that \( \partial t_1 \) and \( s'_2 \) are left-coprime. Hence \( h \) is invertible and, by Proposition IV.1.20 (recognizing greedy), \( s'_1|s'_2 \) is \( \text{Div}(\Delta) \)-greedy.
Once the second domino rule is known to be valid, the results of Subsection III.1.5 apply and Proposition III.1.62 (length) is valid. It will be convenient to fix a specific notation for the length with respect to a family \(\mathcal{D}_{\text{iv}}(\Delta)\).

**Definition 1.55 (supremum).** If \(\Delta\) is a right-Garside map in a left-cancellative category \(\mathcal{C}\) and \(g\) belongs to \(\mathcal{C}\), the \(\Delta\)-supremum of \(g\), written \(\sup_{\Delta}(g)\), is the \(\mathcal{D}_{\text{iv}}(\Delta)\)-length of \(g\).

**Corollary 1.56 (supremum).** If \(\Delta\) is a right-Garside map in a left-cancellative category \(\mathcal{C}\) and \(\phi_{\Delta}\) preserves normality, then, for all \(f, g\) in \(\mathcal{C}\), we have

\[
\max(\sup_{\Delta}(f), \sup_{\Delta}(g)) \leq \sup_{\Delta}(fg) \leq \sup_{\Delta}(f) + \sup_{\Delta}(g).
\]

An application of Corollary 1.56 is the following transfer result.

**Proposition 1.58 (iterate).** If \(\Delta\) is a right-Garside map in a left-cancellative category \(\mathcal{C}\) and \(\phi_{\Delta}\) preserves normality, then, for each \(m \geq 2\), the map \(\Delta[m]\) is a right-Garside map and we have \(\mathcal{D}_{\text{iv}}(\Delta[m]) = (\mathcal{D}_{\text{iv}}(\Delta))^m\).

**Proof.** Assume \(m \geq 2\). By Lemma 1.43 every element of \((\mathcal{D}_{\text{iv}}(\Delta))^m(x, -)\) left-divides \(\Delta^m(x)\). Conversely, \(g \leq \Delta^m(x)\) implies \(\sup_{\Delta}(g) \leq \sup_{\Delta}(\Delta^m(x))\) by Corollary 1.56 whence \(\sup_{\Delta}(g) \leq m\). Hence \(g \leq \Delta^m\) implies \(g \in (\mathcal{D}_{\text{iv}}(\Delta))^m\). So \(\mathcal{D}_{\text{iv}}(\Delta^m) = (\mathcal{D}_{\text{iv}}(\Delta))^m\) holds.

As \(\Delta\) is a right-Garside map, the family \(\mathcal{D}_{\text{iv}}(\Delta)\) is a Garside family of \(\mathcal{C}\) that includes \(\mathcal{I}_{\mathcal{C}}\). By Proposition III.1.36 (power), its \(m\)th power, which we have seen coincides with \(\mathcal{D}_{\text{iv}}(\Delta^m)\), is also a Garside family and, by definition, it is right-bounded by \(\Delta^m\) and is closed under left-divisor. By Proposition 1.20, \(\Delta^m\) is a right-Garside map.

In the context of Proposition 1.58 if we do not assume that \(\phi_{\Delta}\) preserves normality, \(\mathcal{D}_{\text{iv}}(\Delta)\) is a Garside family that is right-bounded by \(\Delta\), and one easily deduces that \(\mathcal{D}_{\text{iv}}(\Delta)^m\) is a Garside family that is right-bounded by \(\Delta^m\). However, we cannot deduce that \(\Delta^m\) is a right-Garside map as, unless Corollary 1.56 is valid, nothing guarantees that \(\mathcal{D}_{\text{iv}}(\Delta)^m\) is closed under left-multiplication.

We conclude with another application of preservation of normality. We saw in Proposition 1.36 that, if a Garside family is right-bounded by a map \(\Delta\), the injectivity of \(\phi_{\Delta}\) on objects and elements implies that the ambient category is right-cancellative. When \(\phi_{\Delta}\) preserves normality, the injectivity assumption on elements can be weakened.

**Proposition 1.59 (right-cancellative II).** If \(S\) is a Garside family in a left-cancellative category \(\mathcal{C}\) that is right-bounded by a target-injective map \(\Delta\), and \(\phi_{\Delta}\) preserves \(S\)-normality and is surjective on \(\mathcal{C}\), then the following are equivalent:

(i) The category \(\mathcal{C}\) is right-cancellative;

(ii) The functor \(\phi_{\Delta}\) is injective on \(\mathcal{C}\);

(iii) The functor \(\phi_{\Delta}\) is injective on \(\mathcal{S}\).

In Proposition 1.59 (i) and (ii) are equivalent by Proposition 1.36 and (ii) obviously implies (iii). So the point is to prove that (iii) implies (ii). The argument consists in showing that \(\phi_{\Delta}(s') = \phi_{\Delta}(s)\) implies \(s = s'\) for \(s, s'\) in \(\mathcal{S}\), and then establishing using induction on \(p\) that \(\phi_{\Delta}(g) = \phi_{\Delta}(g')\) implies \(g = g'\) for all \(g, g'\) satisfying \(\max(||g||_S, ||g'||_S) \leq p\). We skip the details here.
2 Bounded Garside families

The definition of a right-bounded Garside family $S$ requires that the elements of $S(x, -)$ all left-divide a certain element $\Delta(x)$, thus it only involves left-divisibility. We could also consider a symmetric condition and require that, for each object $y$, the elements of $S(-, y)$ all right-divide some prescribed element depending on $y$. Things become interesting when the two conditions are merged and the same bounding map occurs on both sides. This is the situation investigated in this section. The main technical result is that, provided the ambient category $\mathcal{C}$ is cancellative (on both sides), these boundedness conditions imply, and actually are equivalent to the functor $\phi_\Delta$ being an automorphism of $\mathcal{C}$.

The section comprises five subsections. In Subsection 2.1 we explain how to define a convenient notion of two-sided bounded Garside family and gather direct consequences of the definition. In Subsection 2.2 we establish that bounded Garside families are preserved under power and deduce that their existence implies the existence of common left-multiples. In Subsection 2.3 we investigate bounded Garside families in the context of cancellative categories, with the key result that, in this case, the associated functor $\phi_\Delta$ is an automorphism. In Subsection 2.4 we introduce the notion of a Garside map, a refinement of a right-Garside map, and show how to rephrase most results in this context. Finally, in Subsection 2.5 we discuss the existence of lcms and gcds in a category that admits a Garside map. The main result is that, left-gcds and left-lcms always exist, and so right-lcms and right-gcds whenever the ambient category is left-Noetherian.

2.1 The notion of a bounded Garside family

The notion of a right-bounded Garside family was introduced in Section 1 using the condition that all elements of $S(x, -)$ left-divide some distinguished element $\Delta(x)$. We now consider a two-sided version in which the elements of $S$ have to both left-divide and right-divide some element $\Delta(x)$. Several formulations are possible, and, to obtain the convenient one, we first restate the definition of a right-bounded Garside family.

**Lemma 2.1.** A Garside family $S$ in a left-cancellative category $\mathcal{C}$ is right-bounded by a map $\Delta$ if and only if, for every object $x$, the element $\Delta(x)$ lies in $S$ and there exists an object $y$ satisfying

$$\forall s \in S^L(x, -) \exists t \in S^R(-, y) (st = \Delta(x)). \tag{2.2}$$

**Proof.** Assume that $S$ is right-bounded by $\Delta$ and $x$ belongs to $\text{Obj}(\mathcal{C})$. Let $y = \phi_\Delta(x)$ and $s \in S^L(x, -)$. Then there exists $s'$ in $S(x, -)$ satisfying $s' \sim s$. By assumption, we have $s' \leq \Delta(x)$, hence $s \leq \Delta(x)$, that is, $st = \Delta(x)$ for some $t$. By construction, $t$ belongs to $\mathcal{C}(-, y)$ and it lies in $S^R$ as $\Delta(x)$ does and $S^R$ is closed under right-divisor. So (2.2) is satisfied. Conversely, if (2.2) holds, every element of $S(x, -)$ left-divides $\Delta(x)$, and $S$ is right-bounded by $\Delta$. \hfill $\square$

Relation (2.2) is the one we shall reverse in order to define bounded Garside families.
Definition 2.3 (bounded). A Garside family $S$ in a left-cancellative category $\mathcal{C}$ is said to be **bounded** by a map $\Delta$ from $\text{Obj}(\mathcal{C})$ to $\mathcal{C}$ if $S$ is right-bounded by $\Delta$ and, in addition, for every object $y$, there exists an object $x$ satisfying

\[ \forall s \in S^f(-, y) \exists r \in S^d(x, -) \ (rs = \Delta(x)). \]

Example 2.5 (bounded). In the braid monoid $B_n$ (Reference Structure 2 page 5), the Garside family of simple braids is right-bounded by $\Delta_n$. It is actually bounded by $\Delta_n$: every simple $n$-strand braid is a right-divisor of $\Delta_n$, so (2.4) is satisfied.

More generally, if $(M, \Delta)$ is a Garside or quasi-Garside monoid, the Garside family $\text{Div}(\Delta)$ is bounded by $\Delta$ since every left-divisor of $\Delta$ is also a right-divisor of $\Delta$. Note that the condition about objects vanishes in the case of a monoid.

On the other hand, the Garside family $S_n$ in the left-absorbing monoid $L_n$ (Reference Structure 8 page 111) is right-bounded, but not bounded by $b_n^{n+1}$: indeed, a lies in $S_n$, but no element $r$ of $S_n$ (or of $L_n$) satisfies $ra = b_n^{n+1}$.

Finally, the category $\mathcal{C}$ of Example 1.49 viewed as a Garside family in itself, is right-bounded by the map $\Delta$, but it is not bounded by $\Delta$. For instance, $bd$ belongs to $S(0, 4)$, and the only element by which $bd$ can be left-multiplied is 1b. As no object $x$ satisfies $\Delta(x) = bd$, (2.4) cannot be satisfied and $S$ is not bounded by $\Delta$. However, if $\nabla(y)$ denotes the unique element of $\mathcal{C}$ that maps 0 to $y$, then, for every object $y$, we have $\forall s \in S^f(-, y) \exists r \in S^d(0) \ (rs = \nabla(y))$, and, in an obvious sense, $S$ is left-bounded by $\nabla$. But this is not (2.4) because $\nabla(y)$ is not $\Delta(x)$ for any $x$ in Definition 2.3 we insist that the same map $\Delta$ witnesses for right- and left-boundedness.

As the above example shows, being right-bounded does not imply being bounded. However, both notions coincide in particular cases, notably in the cancellative finite case.

Proposition 2.6 (finite bounded). If $\mathcal{C}$ is a cancellative category and $S$ is a Garside family of $\mathcal{C}$ such that $S^f$ is finite and $S$ is right-bounded by a target-injective map $\Delta$, then $S$ is bounded by $\Delta$ and the functor $\phi_\Delta$ is a finite order automorphism.

**Proof.** First, Corollary 1.12 implies $S^f = \text{Div}(\Delta) = \overline{\text{Div}}(\Delta)$.

Next, by Proposition 1.28 $\partial^x_\Delta$ maps the finite set $S^f$ into itself and, by Proposition 1.36 $\phi_\Delta$, which is $\partial^x_\Delta$, is injective on $\mathcal{C}$, hence in particular on $S^f$. So $\partial^x_\Delta$ is injective, hence bijective on $S^f$. This means that, for every $s$ in $S^f(-, y)$, there exists $r$ in $S^d$ satisfying $rs = \Delta(x)$ where $x$ is the source of $r$. Now, as $\phi_\Delta$ is injective on objects, $x$ must be the unique object satisfying $\phi_\Delta(x) = y$. So (2.4) holds, and $S$ is bounded by $\Delta$.

Finally, the assumption that $S^f$ is finite implies that $\text{Obj}(\mathcal{C})$ is finite. As $\phi_\Delta$ is injective on $\text{Obj}(\mathcal{C})$ and on $S^f$, there must exist an exponent $d$ such that $\phi_\Delta^d$ is the identity on $\text{Obj}(\mathcal{C})$ and on $S^f$, hence on $\mathcal{C}$. Thus, in particular, $\phi_\Delta$ must be an automorphism. \qed
We shall now establish a similar transfer result for a bounded Garside family. We proved in Subsection 1.4 that, if \( S \) is a Garside family that is right-bounded by \( \Delta \), then, for every \( m \geq 1 \), the power \( S^m \) is a Garside family that is right-bounded by \( \Delta^m \).

We now list additional properties.

**Lemma 2.7.** Assume that \( S \) is a Garside family in a left-cancellative category \( \mathcal{C} \) and \( S \) is bounded by a map \( \Delta \).

(i) We have \( \overline{\text{Div}}(\Delta) = S^\delta \subseteq \text{Div}(\Delta) \).

(ii) For every object \( y \), the element \( \Delta(x) \) is a left-lcm for \( S^\delta(\cdot, y) \), where \( x \) is any object for which \( \text{(2.4)} \) holds.

(iii) The functor \( \phi_\Delta \) is surjective on \( \text{Obj}(\mathcal{C}) \).

(iv) The map \( \partial \) induces a surjection from \( S^\delta \) onto itself.

(v) The functor \( \phi_\Delta \) is surjective on \( \mathcal{C} \) and induces a surjection from \( S^\delta \) onto itself.

**Proof.** (i) By (2.4), every element of \( S^\delta \) right-divides some element \( \Delta(x) \), so \( S^\delta \subseteq \overline{\text{Div}}(\Delta) \) holds. Owing to (1.11), this forces \( \overline{\text{Div}}(\Delta) = S^\delta \subseteq \text{Div}(\Delta) \).

(ii) By assumption, \( \Delta(x) \) belongs to \( S^\delta(\cdot, y) \), hence a fortiori to \( S^\delta(\cdot, y) \). Now, for \( s \in S^\delta(\cdot, y) \), (2.4) says that \( s \) right-divides \( \Delta(x) \), so the latter is a left-lcm for \( S^\delta(\cdot, y) \).

(iii) Let \( y \) be an object of \( \mathcal{C} \). By definition, there exists an object \( x \) satisfying (2.4). Applying the latter relation to \( 1_y \), an element of \( S^\delta(y, y) \), we deduce the existence of \( r \) in \( S^\delta(x, y) \) satisfying \( r1_y = \Delta(x) \), hence \( y = \phi_\Delta(x) \). Hence \( \phi_\Delta \) is surjective on \( \text{Obj}(\mathcal{C}) \).

(iv) By definition, \( \phi_\Delta \) maps \( \overline{\text{Div}}(\Delta) \) to \( \overline{\text{Div}}(\Delta) \). Owing to (1.11), it induces a map from \( S^\delta \) to \( \overline{\text{Div}}(\Delta) \), which by (i) is \( S^\delta \). By (2.4), every element of \( S^\delta \) belongs to the image of this map.

(v) By definition, the restriction of \( \phi_\Delta \) to \( S^\delta \) is the square of the restriction of \( \partial \) to \( S^\delta \). Hence the surjectivity of the latter implies the surjectivity of the former. It follows that \( S^\delta \) is included in the image of \( \phi_\Delta \). As \( \phi_\Delta \) is a functor and \( S^\delta \) generates \( \mathcal{C} \), it follows that the image of \( \phi_\Delta \) includes all of \( \mathcal{C} \).

**Remark 2.8.** Condition (2.4) implies both \( S \subseteq \overline{\text{Div}}(\Delta) \) and \( S^\delta \subseteq \overline{\text{Div}}(\Delta) \) (which, contrary to \( S \subseteq \text{Div}(\Delta) \) and \( S^\delta \subseteq \text{Div}(\Delta) \), need not be equivalent conditions), but it is a priori stronger. Defining boundedness by any of the above conditions and not requiring that the elements of \( S^\delta(\cdot, y) \) all right-divides the same element \( \Delta(x) \) seems to be a useless assumption. Note that, if the ambient category is not right-cancellative, (2.4) says nothing about the uniqueness of \( g \) and (2.4) says nothing about the injectivity of \( \phi_\Delta \) on objects.

### 2.2 Powers of a bounded Garside family

We proved in Subsection 1.4 that, if \( S \) is a Garside family that is right-bounded by \( \Delta \), then, for every \( m \geq 1 \), the power \( S^m \) is a Garside family that is right-bounded by \( \Delta^m \).

We shall now establish a similar transfer result for a bounded Garside family.
**Definition 2.9 (witness).** If $S$ is a Garside family in a left-cancellative category $C$ and $S$ is bounded by a map $\Delta$, a witness for $(S, \Delta)$ is a pair $(\tilde{\phi}, \tilde{\partial})$ with $\tilde{\phi} : \text{Obj}(C) \to \text{Obj}(C)$, $\tilde{\partial} : S^2 \to S^2$ that satisfies, for every object $y$,

$$\forall s \in S^2(-, y) \ (\tilde{\partial} s \ s = \Delta(\tilde{\phi}(y))). \tag{2.10}$$

The definition of a bounded Garside family says that, for every object $y$, there exists an object $x$, and, for every element $s$, there exists an element $r$ satisfying some properties. Fixing a witness just means choosing such $x$ and $r$, so every bounded Garside family admits (at least one) witness.

The following result is a weak converse of Proposition 1.28.

**Lemma 2.11.** Assume that $S$ is a Garside family in a left-cancellative category $C$ and $S$ is bounded by a map $\Delta$. Let $(\tilde{\phi}, \tilde{\partial})$ be a witness for $(S, \Delta)$. Then, for every $y$ in $(S^2)^m(x, y)$, there exists $g'$ in $(S^2)^m(\tilde{\phi}(x), \tilde{\phi}(y))$ satisfying

$$g' \Delta(\tilde{\phi}(y)) = \Delta(\tilde{\phi}(x)) g. \tag{2.12}$$

**Proof.** The argument, which corresponds to the diagram on the right, is similar to the proof of Proposition 1.28 with the difference that we do not claim that $\tilde{\phi}$ is a functor. We begin with $m = 1$. For $s$ in $S^2$, we put $\tilde{\phi}(s) = \tilde{\partial} s$. Then, for $s$ in $S^2(x, y)$, we obtain

$$\tilde{\phi}(s) \Delta(\tilde{\phi}(y)) = \tilde{\phi}(s) \tilde{\partial} s = \tilde{\partial}(s) \tilde{\partial}(s) s = \Delta(\tilde{\phi}(x)) s,$$

and (2.12) is satisfied for $s' = \tilde{\phi}(s)$. Assume now that $g$ lies in $(S^2)^m(x, y)$. We fix a decomposition of $g$ into a product of elements of $S^2$, say $g = s_1 \cdots s_m$, and put $g' = \tilde{\phi}(s_1) \cdots \tilde{\phi}(s_m)$. Applying (2.12) in the case $m = 1$ for $s_1, \ldots, s_m$, and denoting by $y_i$ the target of $s_i$, we obtain

$$g' \Delta(\tilde{\phi}(y)) = \tilde{\phi}(s_1) \cdots \tilde{\phi}(s_m) \Delta(\tilde{\phi}(y_m))$$

$$= \tilde{\phi}(s_1) \cdots \tilde{\phi}(s_{m-1}) \Delta(\tilde{\phi}(y_{m-1})) s_m$$

$$= \tilde{\phi}(s_1) \cdots \tilde{\phi}(s_{m-2}) \Delta(\tilde{\phi}(y_{m-2})) s_{m-1} s_m$$

$$= \cdots = \Delta(\tilde{\phi}(x)) s_1 \cdots s_m = \Delta(\tilde{\phi}(x)) g.$$

which establishes (2.12) since $g'$ belongs to $(S^2)^m(\tilde{\phi}(x), \tilde{\phi}(y))$. \hfill $\Box$

**Proposition 2.13 (power).** If $C$ is a left-cancellative category and $S$ is a Garside family of $C$ that includes $1_C$ and is bounded by a map $\Delta$, then, for every $m \geq 1$, the Garside family $S^m$ is bounded by $\Delta^{[m]}$. Moreover, if $(\tilde{\phi}, \tilde{\partial})$ is a witness for $(S, \Delta)$, then $(S, \Delta^{[m]})$ admits a witness of the form $(\tilde{\phi}^m, \cdot)$.

**Proof.** Let $(\tilde{\phi}, \tilde{\partial})$ be a witness for $(S, \Delta)$. We use induction on $m \geq 1$. For $m = 1$, the result is the assumption. Assume $m \geq 2$. By Proposition 1.44, $S^m$ is a Garside family in $C$ and it is right-bounded by $\Delta^{[m]}$. It remains to establish (2.4). So let $y$ be an object and $g$ be an element of $(S^m)^2(-, y)$. By construction, $g$ belongs to $(S^2)^m$. Write $g = sg'$
with \(s\) in \(S^1\) and \(g'\) in \((S^\Delta)^{-1}_{m-1}\), see Figure 1. Let \(z\) be the target of \(s\). By assumption, we have \(\partial ss = \Delta(\bar{\phi}(z))\). On the other hand, by induction hypothesis, \((S^\Delta)^{-1}_{m-1}\) is bounded by \(\Delta^{[m-1]}\) with a witness of the form \((\bar{\phi}^{m-1}, y)\) so, as \(g'\) belongs to \((S^\Delta)^{-1}_{m-1}(z, y)\), there exists \(h\) in \((S^\Delta)^{-1}_{m-1}(\bar{\phi}^{m-1}(y), z)\) satisfying \(hg' = \Delta^{[m-1]}(\bar{\phi}^{m-1}(y))\).

We now apply Lemma 2.11 to the element \(h\) of \((S^\Delta)^{-1}_{m-1}(\bar{\phi}^{m-1}(y), z)\), obtaining an element \(f'\) in \((S^\Delta)^{-1}_{m-1}(\bar{\phi}^{m-1}(y), \bar{\phi}(z))\) that satisfies \(f'\Delta(\bar{\phi}(z)) = \Delta(\bar{\phi}(\bar{\phi}^{m-1}(y)))h\). Put \(f = f'\bar{\partial}(s)\). Then \(f\) belongs to \((S^\Delta)^{m}\) by construction, and the commutativity of the diagram of Figure 1 gives \(fg = \Delta(\bar{\phi}^{m}(y)) \Delta^{[m-1]}(\bar{\phi}^{m-1}(y)) = \Delta^{[m]}(\bar{\phi}^{m}(y))\). This is the expected result as we have \(C\subseteq S\), whence \((S^\Delta)^{m} = (S^{\Delta})^{2}\) by Lemma II.1.26.

In Proposition 2.13 explicitly defining a witness for \((S, \Delta^{[m]})\) would be easy, but this is not useful as that witness would not be canonical. Using Lemma 2.7(ii), we deduce a new constraint for categories admitting a bounded Garside family.

**Corollary 2.14 (common left-multiple).** Every left-cancellative category that admits a bounded Garside family admits common left-multiples. More precisely, if \(S\) is a Garside family that is bounded by \(\Delta\), any two elements of \((S^\Delta)^{m}(\cdot, y)\) admit a common left-multiple of the form \(\Delta^{[m]}(\cdot)\).

### 2.3 The case of a cancellative category

When we assume that the ambient category is cancellative on both sides and, in addition, that the functor \(\phi_{\Delta}\) is injective on objects, new results appear, the most important being that the functor \(\phi_{\Delta}\) is an automorphism, which in turn implies a number of consequences.

We recall that a map \(\Delta\) is called target-injective if the associated functor \(\bar{\phi}_{\Delta}\) is injective on objects. In the context of bounded Garside families, bounding maps are often target-injective, in particular due to the following connection.

**Proposition 2.15 (target-injective).** If \(C\) is a left-cancellative category with finitely many objects, a map bounding a Garside family of \(C\) (if any) is necessarily target-injective.
Proof. By Lemma 2.7, \( \phi_D \) gives a surjective map from \( \text{Obj}(C) \) into itself. If \( \text{Obj}(C) \) is finite, this implies that \( \phi_D \) is injective as well. \( \square \)

It is easy to see that Proposition 2.15 does not extend to arbitrary categories.

Example 2.16 (not target-injective). Let \( C \) be the category with infinitely many objects 0, 1, \( \cdots \), generated by elements \( a_1, a_2, \cdots \), and whose diagram with respect to \( \{a_1, a_2, \cdots \} \) is

\[
\begin{array}{cccccc}
\cdot & a_1 & 1 & a_2 & 2 & a_3 & \cdots & \cdots
\end{array}
\]

The elements of \( C \) are all finite products \( a_j a_{j-1} \cdots a_1 \) with \( j \leq i \). Let \( S \) be \( \{a_1, a_2, \cdots \} \). The category \( C \) is cancellative, and \( S \) is a Garside family in \( C \). Let \( \Delta : \text{Obj}(C) \rightarrow C \) be defined by \( \Delta(k) = a_3 \) for \( k \geq 1 \) and \( \Delta(0) = 1_0 \). Then \( S \) is bounded by \( \Delta \), with a witness \((\phi, \partial)\) for \((S, \Delta)\) given by \( \phi(k) = k + 1 \), \( \partial(a_k) = a_{k+1} \), and \( \partial(a_0) = 1_k \) for every \( k \). However, \( \Delta \) is not target-injective, as we have \( \phi_\Delta(1) = \phi_\Delta(0) = 0 \). Note that \( \phi_\Delta \) is not injective on elements of \( C \) either, as we have \( \phi_\Delta(a_k) = a_{k-1} \) for \( k > 1 \) and \( \phi_\Delta(a_1) = 1_0 = \phi_\Delta(1_0) \).

We observed in Proposition 1.36 that, in the context of right-bounded Garside families, there exists a simple connection between the injectivity of \( \phi_\Delta \) and right-cancellativity in the ambient category. In the case of bounded Garside families, we can say more.

Proposition 2.17 (automorphism). If \( S \) is a Garside family in a left-cancellative category \( C \) and \( S \) is right-bounded by a map \( \Delta \), the following are equivalent:

(i) The category \( C \) is cancellative, \( S \) is bounded by \( \Delta \), and \( \Delta \) is target-injective;

(ii) The functor \( \phi_\Delta \) is an automorphism of \( C \).

When (i) and (ii) hold, we have \( \text{Div}(\Delta) = S^\Delta = \text{Div}(\Delta) \), the family \( S^\Delta \) is closed under left-divisor, \( \partial_\Delta \), and the restriction of \( \phi_\Delta \) to \( S^\Delta \) is permutations of \( S^\Delta \), and \( (\phi^{-1}_\Delta, \partial^{-1}_\Delta) \) is the unique witness for \((S, \Delta)\).

Proof. Assume (i). By assumption, \( \Delta \) is target-injective, hence \( \phi_\Delta \) is injective on \( \text{Obj}(C) \); by Lemma 2.7(iii), \( \phi_\Delta \) is surjective on \( \text{Obj}(C) \), so \( \phi_\Delta \) is bijective on objects. Next, by Proposition 1.36, \( \phi_\Delta \) is injective on \( C \) and, by Lemma 2.7(v), \( \phi_\Delta \) is surjective on \( C \), so \( \phi_\Delta \) is bijective on elements as well, and it is an automorphism of \( C \). So (i) implies (ii).

Conversely, assume that \( \phi_\Delta \) is an automorphism of \( C \). Then, by Proposition 1.36, the category \( C \) must be right-cancellative since \( \phi_\Delta \) is injective on \( C \), and the map \( \Delta \) must be target-injective since \( \phi_\Delta \) is injective on \( \text{Obj}(C) \).

Let \( s \) be an element of \( \text{Div}(\Delta)(x, \cdot) \). Then \( s \leq \Delta(x) \) implies \( \phi^{-1}_\Delta(s) \leq \phi^{-1}_\Delta(\Delta(x)) \), hence \( \phi^{-1}_\Delta(s) \leq \Delta(\phi^{-1}_\Delta(x)) \) since, by (1.30), \( \phi_\Delta \) and \( \phi^{-1}_\Delta \) commute with \( \Delta \). So \( \phi^{-1}_\Delta(s) \) lies in \( \text{Div}(\Delta) \). By construction, \( \partial_\Delta \) maps \( \text{Div}(\Delta) \) to \( \text{Div}(\Delta) \) so, for \( \phi^{-1}_\Delta \) maps \( \text{Div}(\Delta) \) to \( \text{Div}(\Delta) \). As \( \phi^{-1}_\Delta(s) \) lies in \( \text{Div}(\Delta) \), we deduce that \( s \), which is \( \phi_\Delta(\phi^{-1}_\Delta(s)) \), belongs to \( \text{Div}(\Delta) \). Thus we have \( \text{Div}(\Delta) \subseteq \text{Div}(\Delta) \), whence \( \text{Div}(\Delta) = S^\Delta = \text{Div}(\Delta) \) owing to (1.11). As \( \text{Div}(\Delta) \) is closed under left-divisor by definition, so is \( S^\Delta \).

V Bounded Garside families
It follows that $\partial_s$ is a map from $S^2$ to itself. This map is injective because its square $\phi_\Delta$ is. We claim that $\partial_s$ is also surjective, hence it is a permutation of $S^2$. Indeed, assume $s \in S^2(-,y)$. As $S^2$ coincides with Div($\Delta$), there exists $x$ satisfying $\Delta(x) \geq s$. So there exists $r$ satisfying $rs = \Delta(x)$. Then $r$ belongs to Div($\Delta$) and, by construction, we have $\partial r = s$. In addition, we note that $y$ is the target of $\Delta(x)$, so that we have $\phi_\Delta(x) = y$, hence $x = \phi_\Delta^{-1}(y)$, and, similarly, we have $r = \Delta^{-1}(s)$. As $S^2$ coincides with Div($\Delta$), we have shown that $\Delta^{-1}(s) = \Delta(\phi_\Delta^{-1}(y))$ is satisfied for every $s$ in $S^2(-,y)$, showing that $S$ is bounded by $\Delta$ and $(\phi_\Delta^{-1},\Delta^{-1})$ is a witness for $(S,\Delta)$. So (ii) implies (i).

There remain two points. First, as the restriction of $\phi_\Delta$ to $S^2$ is the square of $\partial_s$ and the latter is a permutation of $S^2$, so is the former.

Finally, assume that $(\phi,\partial)$ is a witness for $(S,\Delta)$. By definition, $\phi_\Delta(\phi(y)) = y$ holds for every object $y$, which forces $\phi(y) = \phi_\Delta^{-1}(y)$. Similarly, $\partial s = \Delta(x)$ holds for every $s$ in $S^2(-,\phi_\Delta(x))$. This implies $\partial_\Delta(\partial(s)) = s$, whence $\partial(s) = \partial_\Delta^{-1}(s)$. \hfill \Box

Proposition 2.17 explains why most examples of Garside families are closed under left-divisor: to obtain a Garside family $S$ such that $S^2$ is not closed under left-divisor, we must either use a Garside family that is not bounded, or use a category with infinitely many objects (so as to escape Proposition 2.15), or use a non-right-cancellative category, as in the case of the left-absorbing monoid $L_m$.

When Proposition 2.17 is eligible, that is, when $\phi_\Delta$ is an automorphism, $\phi_\Delta$ and $\phi_\Delta^{-1}$ automatically preserve all properties and relations that are definable from the product. So, in particular, $\phi_\Delta$ and $\phi_\Delta^{-1}$ induce permutations of $C^\infty$, and they preserve the relations $\equiv$ and $\equiv'$ (Lemma II.1.27), as well as the left- and right-divisibility relations (Lemma II.1.8) and the derived notions, lcms, gcds, etc. Due to its importance, we explicitly state the following consequence:

**Proposition 2.18 (preserving normality).** If $S$ is a Garside family in a cancellative category $C$ and $S$ is bounded by a target-injective map $\Delta$, then $\phi_\Delta$ preserves normality.

**Proof.** Let $s_1|s_2$ be an $S$-normal pair. By Lemma II.7(iv), $\phi_\Delta$ maps $S^2$ to itself, so $\phi_\Delta(s_1)$ and $\phi_\Delta(s_2)$ lie in $S^2$. Assume $s \preceq \phi_\Delta(s_1) \phi_\Delta(s_2)$ with $s \in S$. By Lemma II.2.8 we deduce $\phi_\Delta^{-1}(s) \preceq s_1 s_2$, whence $\phi_\Delta^{-1}(s) \preceq s_1$ as $\phi_\Delta^{-1}$ maps $S^2$ into itself and $s_1|s_2$, which is $S$-normal by assumption, is also $S^2$-normal by Lemma II.1.10. Reapplying $\phi_\Delta$, we deduce $s \preceq \phi_\Delta(s_1)$, hence, by Corollary IV.1.31, $\phi_\Delta(s_1)|\phi_\Delta(s_2)$ is $S$-normal. \hfill \Box

### 2.4 Garside maps

As in Subsection 1.2 we can change our point of view and describe Garside families that are bounded by a target-injective map in terms of the associated bounding functions. A nice point is that no special assumption is needed here: in the case of right-bounded Garside families, we had to restrict to families $S$ such that $S^2$ is closed under left-divisor, whereas, here, by Proposition 2.17, all needed closure conditions are automatic.
Definition 2.19 (Garside map). If $C$ is a left-cancellative category, a Garside map in $C$ is a map $\Delta$ from $\text{Obj}(C)$ to $C$ that satisfies the following conditions:

1. For every $x$ in $\text{Obj}(C)$, the source of $\Delta(x)$ is $x$.
2. The map $\Delta$ is target-injective.
3. The family $\text{Div}(\Delta)$ generates $C$.
4. The families $\tilde{\text{Div}}(\Delta)$ and $\text{Div}(\Delta)$ coincide.
5. For every $g$ in $C(x,-)$, the elements $g$ and $\Delta(x)$ admit a left-gcd.

Thus a Garside map is a right-Garside map $\Delta$ that satisfies two more conditions, namely that $\Delta$ is target-injective and that $\tilde{\text{Div}}(\Delta)$ coincides with $\text{Div}(\Delta)$, instead of just being included in it. On the shape of Proposition 1.20, we have now:

Proposition 2.25 (Garside map). Assume that $C$ is a left-cancellative category.

(i) If $S$ is a Garside family that is bounded by a target-injective map $\Delta$ and $S^\#$ is closed under left-divisor, then $\Delta$ is a Garside map and $S^\#$ coincides with $\text{Div}(\Delta)$.

(ii) Conversely, if $\Delta$ is a Garside map in $C$, then $\text{Div}(\Delta)$ is a Garside family that is bounded by $\Delta$.

Proof. (i) Assume that $S$ is a Garside family that is bounded by a target-injective map $\Delta$ and $S^\#$ is closed under left-divisor. By Proposition 1.20, $\Delta$ is a right-Garside map. As $S$ is bounded by $\Delta$, Lemma 2.7 implies $\tilde{\text{Div}}(\Delta) = S^\#$ and, as $S^\#$ is closed under left-divisor, Lemma 1.7 implies $S^\# = \text{Div}(\Delta)$. So $\text{Div}(\Delta) = \text{Div}(\Delta)$ holds, and $\Delta$ is a Garside map.

(ii) Assume that $\Delta$ is a Garside map in $C$. Put $S = \text{Div}(\Delta)$. Then $\Delta$ is a right-Garside map, so, by Proposition 1.20, $S$ is a Garside family that is right-bounded by $\Delta$ and $S^\#$, which is $S$, is closed under left-divisor. It remains to show that $S$ is bounded by $\Delta$, that is, for each object $y$, to find an object $x$ satisfying (2.24). So, let $y$ belong to $\text{Obj}(C)$ and $s$ belong to $S(-, y)$. By assumption, $S$ coincides with $\text{Div}(\Delta)$, so there exists $x$ (a priori depending on $s$) such that $s$ right-divides $\Delta(x)$, say $rs = \Delta(x)$. By construction, the target of $\Delta(x)$ is $y$, so we have $\phi_\Delta(x) = y$, and the assumption that $\Delta$ is target-injective implies that $x$ does not depend on $s$. Then $r$ belongs to $S(x,-)$, and (2.24) is satisfied. So $S$ is bounded by $\Delta$.

If the ambient category is cancellative, the result takes a slightly more simple form as, by Proposition 2.17, the condition about left-divisors can be forgotten.

Corollary 2.26 (Garside map). Assume that $C$ is a cancellative category.

(i) If $S$ is a Garside family that is bounded by a target-injective map $\Delta$, then $\Delta$ is a Garside map and $S^\#$ coincides with $\text{Div}(\Delta)$.

(ii) Conversely, if $\Delta$ is a Garside map in $C$, then $\text{Div}(\Delta)$ is a Garside family that is bounded by $\Delta$.

Because of their practical importance, we now restate the definition in the particular case of a monoid. As there is only one object, the target-injective condition vanishes.
Definition 2.27 (Garside element). If $M$ is a left-cancellative monoid, a **Garside element** in $M$ is an element $\Delta$ of $M$ that satisfies the following conditions:

(2.28) The family $\text{Div}(\Delta)$ generates $M$,

(2.29) The families $\text{Div}(\Delta)$ and $\tilde{\text{Div}}(\Delta)$ coincide,

(2.30) For every $g$ in $M$, the elements $g$ and $\Delta$ admit a left-gcd.

Let us immediately note the compatibility between the current notion of a Garside element as defined above and the one commonly used in literature:

**Proposition 2.31 (compatibility).** Assume that $M$ is a cancellative monoid that admits left-gcds. Then an element of $M$ is a Garside element in the sense of Definition 2.2 (Garside monoid) if and only if it is a Garside element in the sense of Definition 2.27.

**Proof.** Whenever any two elements of the ambient monoid $M$ admit a left-gcd, (2.30) is automatically satisfied, so an element $\Delta$ of $M$ is a Garside element in the sense of Definition 2.27 if and only if the left- and right-divisors of $\Delta$ coincide and they generate $M$, which is Definition 2.2.

From now on, cancellative categories equipped with a Garside map, that is, equivalently, with a Garside family bounded by a target-injective map, will be our preferred context. The general philosophy is that all properties previously established for Garside monoids should extend to such categories. For further reference, we summarize the main properties established so far.

**Proposition 2.32 (Garside map).** If $\Delta$ is a Garside map in a cancellative category $\mathcal{C}$:

(i) The category $\mathcal{C}$ is an Ore category;

(ii) For $s$ in $\text{Div}(\Delta)$ and $g$ in $\mathcal{C}$, the pair $s|g$ is $\text{Div}(\Delta)$-greedy if and only if the elements $\partial s$ and $g$ are left-coprime;

(iii) The functor $\phi_\Delta$ is an automorphism of $\mathcal{C}$ and it preserves $\text{Div}(\Delta)$-normality;

(iv) For $m \geq 1$, $\Delta^{[m]}$ is a Garside map and $\text{Div}(\Delta^{[m]}) = (\text{Div}(\Delta))^m$ holds;

(v) The second domino rule is valid for $\text{Div}(\Delta)$ and, for all $f|g$ in $\mathcal{C}^[2]$, we have

\[ \max(\sup_\Delta(f), \sup_\Delta(g)) \leq \sup_\Delta(fg) \leq \sup_\Delta(f) + \sup_\Delta(g). \]

**Proof.** Put $S = \text{Div}(\Delta)$, so that $S$ is a Garside family that is bounded by $\Delta$. Point (i) follows from Proposition 1.46 and Corollary 2.14 whereas (ii) follows from Corollary 1.54. Then Proposition 2.17 says that $\phi_\Delta$ is an automorphism, and Proposition 2.18 that it preserves $S$-normality, so (iii) is valid.

Next, Proposition 1.58 which is eligible since $\phi_\Delta$ preserves normality, guarantees that, for every $m$, the map $\Delta^{[m]}$ is a right-Garside map and we have $\text{Div}(\Delta^{[m]}) = (\text{Div}(\Delta))^m$ so, in particular, $(\text{Div}(\Delta))^m$ is closed under left-divisor. On the other hand, Proposition 2.13 implies that $(\text{Div}(\Delta))^m$ is bounded by $\Delta^{[m]}$. Finally, $\Delta^{[m]}$ is target-injective, as $\phi_{\Delta^{[m]}}$ is $\phi_\Delta$ and, therefore, it is injective on Obj$(\mathcal{C})$ whenever $\phi_\Delta$ is. Then, by Proposition 2.25 $\Delta^{[m]}$ is a Garside map, and (iv) holds.
Finally, owing to (iii), Proposition 1.52 and Corollary 1.56 give (v).

When we consider Garside maps in categories that are left-cancellative, but not necessarily cancellative, some results from Proposition 2.32 remain valid, namely (i), (ii), and the fact that \( \phi_\Delta \) is an automorphism, but the results of (iv) and (v) are valid only if we assume that \( \phi_\Delta \) preserves normality, which is not automatic. It is natural to wonder whether the latter assumption is weaker than cancellativity: the next result shows that the gap is small since adding the injectivity of \( \phi_\Delta \) on \( (\text{Div}(\Delta))^2 \) is then sufficient to imply right-cancellativity.

**Proposition 2.34 (right-cancellativity III).** If \( C \) is a left-cancellative category and \( \Delta \) is a Garside map of \( C \) such that \( \phi_\Delta \) preserves normality, then \( C \) is right-cancellative if and only if \( \phi_\Delta \) is injective on \( (\text{Div}(\Delta))^2 \).

If \( C \) is cancellative, \( \phi_\Delta \) is an automorphism, hence injective on \( C \) and a fortiori on \( (\text{Div}(\Delta))^2 \), so the condition of Proposition 2.34 is trivially necessary, and the point is to prove that it is sufficient. To this end, on first observes that \( \phi_\Delta \) must induce a permutation of \( C^\times \) and one then applies Proposition 1.59. We skip the details.

### 2.5 Existence of lcms and gcds

As every (left-cancellative) category is a Garside family in itself, the existence of a Garside family cannot imply any structural consequence. Things are different with the existence of a (right)-bounded Garside family: for instance, we have seen that it implies the existence of common right-multiples and, in the bounded case, of common left-multiples. We now address the existence of lcms and gcds. Example 1.49 shows that the existence of a right-bounded Garside family does not imply the existence of right- or left-lcms. By contrast, we shall see now that the existence of a bounded Garside family does imply the existence of left-lcms and left-gcds, and it implies that of right-lcms right-gcds whenever the ambient category is left-Noetherian. This explains why categories with a bounded Garside family but no right-lcm must be somehow complicated.

**Proposition 2.35 (lcms and gcds).** If a cancellative category \( C \) admits a Garside map:

(i) The category \( C \) admits left-gcds and left-lcms;

(ii) If \( C \) is left-Noetherian, then \( C \) admits right-lcms and right-gcds;

(iii) If \( C \) is left-Noetherian and has no nontrivial invertible element, \( (C, \leq) \) and \( (C, \preceq) \) are lattices.

We split the proof into several steps, starting with left-gcds. We saw in Lemma 1.14 that, if \( \Delta \) is a right-Garside map, then, for every \( g \) with source \( x \), the elements \( g \) and \( \Delta(x) \) must admit a left-gcd. The argument can be extended to more elements.
Lemma 2.36. (i) In a left-cancellative category that admits a right-Garside map $\Delta$, any two elements sharing the same source and such that at least one of them lies in $D_{\text{div}}(\Delta)$ admit a left-gcd.

(ii) A cancellative category that admits a Garside map admits left-gcds.

Proof. (i) Assume that $f, g$ share the same source and $f$ right-divides $\Delta(x)$, say $sf = \Delta(x)$. By definition, $\Delta(x)$ and $sg$ admits a left-gcd, say $h$. By construction, $s$ left-divides $\Delta(x)$ and $sg$, so it left-divides $h$, say $h = sh'$. So $sh'$ is a left-gcd of $sf$ and $sg$, which implies that $h'$ is a left-gcd of $f$ and $g$ since the ambient category is left-cancellative (see Exercise [31]) in Chapter II.

(ii) If $C$ is a cancellative category and $\Delta$ is a Garside map in $C$, then, by Proposition 2.32(iv), so is $\Delta^{[m]}$ for $m \geq 1$. By Corollary 2.14, every element of $C$ right-divides some element $\Delta^{[m]}(\cdot)$ with $m \geq 1$, and we apply (i).

Lemma 2.37. A cancellative category that admits a Garside map admits left-lcms.

Proof. Assume that $C$ is a cancellative category and $\Delta$ is a Garside map in $C$. Assume first that $s$ and $t$ are two elements of $D_{\text{div}}(\Delta)$ sharing the same target. Let $y$ be the source of $t$, and $x$ be $\partial_{\Delta}^{-1}(y)$. Then we have $\Delta(x)t = \partial_{\Delta}^{-1}(t)\Delta(\cdot)$, so $s$ right-divides $\Delta(x)t$, say $\Delta(x)t = gs$. Let $t_1$ be a $D_{\text{div}}(\Delta)$-head of $g$, let $t'$ be defined by $g = t_1t'$, and let $s' = \partial tt_1$. By construction, we have $s't = t's$. Moreover, by Corollary 1.54, the assumption that $t_1|t'$ is $D_{\text{div}}(\Delta)$-greedy implies that $s'$ and $t'$ are left-coprime. By Lemma 2.36, the category $C$ admits left-gcds and, therefore, by Proposition [12.5] (left-disjoint vs. left-coprime), the fact that $s'$ and $t'$ are left-coprime implies that they are left-disjoint; by Lemma 2.8, this implies that $s't$ is a left-lcm of $s$ and $t$. Moreover, $s'$ lies in $D_{\text{div}}(\Delta)$ by construction, and so does $t'$ since the $\Delta$-length of $g$ is at most that of its right-multiple $\Delta(x)t$, which is at most 2. Hence, we proved that any two elements $s, t$ of $D_{\text{div}}(\Delta)$ sharing the same target admit a left-lcm of the form $t's = s't$ where $s'$ and $t'$ lie in $D_{\text{div}}(\Delta)$.

It then follows from (the left counterpart of) Proposition 12.12 (iterated lcm) and an easy induction on $m \geq 1$ that any two elements $s, t$ of $D_{\text{div}}(\Delta)^{[m]}$ sharing the same target admit a left-lcm of the form $t's = s't$ where $s'$ and $t'$ lie in $D_{\text{div}}(\Delta)^{[m]}$. As, by assumption, $D_{\text{div}}(\Delta)$ generates $C$, we conclude that any two elements of $C$ with the same target admit a left-lcm.

Once the existence of left-gcds is granted, one easily deduces that of right-lcms provided some Noetherianity condition is satisfied and, from there, that of right-gcds.

Lemma 2.38. (i) A left-cancellative category that is left-Noetherian and admits left-gcds admits conditional right-lcms.

(ii) In a cancellative category that admits conditional right-lcms, any two elements of $C$ that admit a common left-multiple admit a right-gcd.

We skip the proof, which has nothing to do with Garside families and which just exploits the definitions: in (i), the right-lcm arises as a $\prec$-minimal left-gcd of common right-multiples, whereas, in (ii), the right-gcd arises as the right-complement of the right-lcm of the left-complements in a common left-multiple.
Proof of Proposition 2.35

(i) The result directly follows from Lemmas 2.36 and 2.37.

(ii) Assume that $C$ is left-Noetherian. By Lemma 2.38(i), the existence of left-gcds implies that of conditional right-lcms. Now, by Proposition 1.46, any two elements of $C$ with the same source admit a common right-multiple. Hence any two elements of $C$ with the same source admit a right-lcm. On the other hand, by Corollary 2.14, any two elements of $C$ with the same target admit a common left-multiple. By Lemma 2.38(ii), they must admit a right-gcd.

(iii) Assume in addition that $C$ has no nontrivial invertible element. Then the left- and right-divisibility preorderings are partial orderings, and the fact that $(C, \preceq)$ and $(C, \succeq)$ are lattices is a reformulation of the fact that left- and right-lcms and gcds (which are unique in this case) are suprema and infima with respect to these orderings.

In the context of left-Ore categories that admit left-lcms, we introduced the notions of a strong and a perfect Garside family (Definitions III.2.29 and III.3.6). A direct application of Proposition 2.35 is:

Corollary 2.39 (perfect). If $\Delta$ is a Garside map in a cancellative category $C$, then the Garside family $\text{Div}(\Delta)$ is perfect.

Proof. Let $s, t$ be two elements of $\text{Div}(\Delta)$ sharing the same target $y$. By Proposition 2.35, $s$ and $t$ admit a left-lcm, say $h = ft = gs$. Let $x = \phi_{\Delta}^{-1}(y)$. Then we have $\partial h = \partial t = \Delta(x)$, and $\Delta(x)$ is a common left-multiple of $s$ and $t$, hence a left-multiple of their left-lcm $h$. In other words, $h$ lies in $\text{Div}(\Delta)$, which is also $\text{Div}(\Delta)$. Moreover, $f$ and $g$ left-divide $h$, hence they lie in $\text{Div}(\Delta)$ as well. Then $f$ and $g$ are left-disjoint by Lemma III.2.8, and $(f, g, h)$ witness that $\text{Div}(\Delta)$ is perfect.

Returning to Noetherianity, we can look for conditions involving a Garside map $\Delta$ guaranteeing that the ambient category is, say, right-Noetherian. By Proposition IV.2.18 (solid Garside in right-Noetherian), a necessary and sufficient condition is that the family $\text{Div}(\Delta)$ be locally right-Noetherian, leading to the following criterion:

Proposition 2.40 (right-Noetherian). If $\Delta$ is a right-Garside map in a left-cancellative category $C$ and, for every $x$, we have $\text{ht}(\Delta(x)) < \infty$ (resp. $\leq K$ for some constant $K$), then $C$ is right-Noetherian (resp. strongly Noetherian).

Proof. Assume first that $C$ is not right-Noetherian. By Proposition IV.2.18 (solid Garside in right-Noetherian), the Garside family $\text{Div}(\Delta)$ cannot be locally right-Noetherian. So there exists an infinite descending sequence $s_0, s_1, \ldots$ with respect to $\prec$ inside $\text{Div}(\Delta)$. Let $t_i$ satisfy $t_i s_{i+1} = s_i$. Then we have $s_0 = t_0, s_1 = t_0 t_1, s_2 = \cdots$ and, calling $x$ the source of $s_0$, we find $\text{ht}(t_0) < \text{ht}(t_1) < \cdots < \text{ht}(s_0) \leq \text{ht}(\Delta(x))$. Hence $\Delta(x)$ cannot have a finite height.

On the other hand, if $\text{ht}(\Delta(x)) \leq K$ holds for every object $x$, then a fortiori $\text{ht}(s) \leq K$ holds for every $s$ in the Garside family $\text{Div}(\Delta)$ and Proposition IV.2.43 (finite height) implies that every element of $C$ has a finite height.

In the particular case of a monoid, we deduce
Corollary 2.41 (quasi-Garside monoid). If \( M \) is a cancellative monoid, then the following conditions are equivalent:

(i) The monoid \( M \) has no nontrivial invertible element and \( \Delta \) is a Garside element in \( M \) that has a finite height;

(ii) The pair \((M, \Delta)\) is a quasi-Garside monoid.

Proof. That (ii) implies (i) is clear from the definition of a quasi-Garside monoid.

Assume (i). Then Proposition 2.40 implies that \( C \) is strongly Noetherian, that is, there exists \( \lambda : M \to \mathbb{N} \) satisfying \( \lambda(fg) \geq \lambda(f) + \lambda(g) \) and \( g \neq 1 \Rightarrow \lambda(g) \neq 0 \). Next, by Proposition 2.35 \( M \) admits left- and right-lcms and gcds. Then Proposition 2.31 says that \( \Delta \) is a Garside element in \( M \) in the sense of Definition I.2.2 and, therefore, \((M, \Delta)\) is a quasi-Garside monoid. So (i) implies (ii).

Thus, when one restricts to monoids that contain no nontrivial invertible element and are strongly Noetherian, the context of bounded Garside families essentially coincides with that of quasi-Garside monoids.

3 Delta-normal decompositions

By definition, every Garside family gives rise to distinguished decompositions for the elements of the ambient category and, possibly, of its enveloping groupoid. We show now how to adapt the results in the special case of (right)-bounded Garside categories, or, equivalently, categories equipped with (right)-Garside maps. The principle is to use the elements \( \Delta(x) \) as much as possible.

In Subsection 3.1 we address the positive case, that is, the elements of the ambient category, and construct new distinguished decompositions called delta-normal. Next, in Subsection 3.2 we similarly address the signed case, that is, the elements of the enveloping groupoid. In Subsection 3.3 we compare the delta-normal decompositions with the symmetric normal decompositions of Chapter III. Finally, we discuss in Subsection 3.4 the counterpart of delta-normal decompositions in which, instead of considering maximal left-divisors, one symmetrically consider maximal right-divisors. The results are similar but, interestingly, an additional assumption about the considered Garside map is needed to guarantee the existence of such decompositions.

3.1 The positive case

Our aim is to construct new distinguished decompositions giving a specific role to the bounding map, when it exists. We start from the following simple observation: if a Garside family \( \mathcal{S} \) is right-bounded by a map \( \Delta \), then \( \mathcal{S} \)-normal sequences necessarily begin with terms that are \( \preceq \)-equivalent to elements \( \Delta(x) \). Thus the elements \( \Delta(x) \), which are \( \preceq \)-maximal elements in \( \mathcal{S}^\sharp \), necessarily occur at the beginning of normal sequences, reminiscent of invertible elements, which are \( \preceq \)-minimal elements in \( \mathcal{S}^\sharp \) and necessarily occur at the end of \( \mathcal{S} \)-normal sequences.
**Definition 3.1 (delta-like).** If \( S \) is a Garside family that is right-bounded by a map \( \Delta \), an element \( g \) of \( C(x, -) \) is called delta-like if it is \( \equiv \)-equivalent to \( \Delta(x) \).

It can be easily checked that the notion of a delta-like element depends on the Garside family \( S \) only, and not on the choice of the map \( \Delta \), see Exercise 58.

**Lemma 3.2.** Assume that \( C \) is a left-cancellative category and \( S \) is a Garside family of \( C \) that is right-bounded by \( \Delta \).

(i) The family of delta-like elements is closed under \( \equiv \)-equivalence.

(ii) If \( s_1 | s_2 \) is \( S \)-normal and \( s_2 \) is delta-like, then so is \( s_1 \).

(iii) If \( g \) is delta-like, then \( s | g \) is \( S \)-greedy for every \( g \).

(iv) In every \( S \)-normal decomposition of an element \( g \) of \( C \), the delta-like entries (if any) occur first, and their number only depends on \( g \).

**Proof.**

(i) Assume \( se = e' \Delta(y) \) with \( e, e' \in C^\circ \). Let \( x \) be the source of \( s \) and \( e' \). By (1.29), we have \( e' \Delta(y) = \Delta(x) \phi_\Delta(e') \). As \( \phi_\Delta \) is a functor, \( \phi_\Delta(e') \) is invertible with inverse \( \phi_\Delta(e'^{-1}) \), and we deduce \( s = \Delta(x) \phi_\Delta(e')^{-1} \), whence \( s = \equiv \Delta(x) \).

(ii) Assume \( s_2 = \Delta(y)g \) with \( g \in C^\circ \). Let \( x \) be the source of \( s_1 \). Using (1.29), we find \( s_1 s_2 = s_1 \Delta(y)g = \Delta(x) \phi_\Delta(s_1)g \), whence \( \Delta(x) \preceq s_1 s_2 \). As \( \Delta(x) \) belongs to \( S \) and \( s_1 | s_2 \) is \( S \)-normal, we deduce \( \Delta(x) \preceq s_1 \). As \( s_1 \preceq \Delta(x) \) follows from the assumption that \( s_1 \) belongs to \( S \) and \( S \) is right-bounded by \( \Delta \), we deduce \( s_1 = \equiv \Delta(x) \).

(iii) By Lemma III.1.9, we may assume \( s = \Delta(x) \) for some object \( x \). Assume that \( sg \) is defined, \( t \) belongs to \( S \), and \( t \preceq sg \) holds. By definition, we have \( t \equiv \Delta(x) \), that is, \( t \preceq s \). By Proposition IV.1.20 (recognizing greedy), this implies that \( s | g \) is \( S \)-greedy.

(iv) That the delta-like entries occur first follows from (ii) directly. If \( s_1 | \cdots | s_p \) and \( t_1 | \cdots | t_q \) are two \( S \)-normal decompositions of \( g \), Proposition III.1.25 (normal unique) implies \( s_i \equiv t_i \) for each \( i \) (at the expense of extending the shorter sequence with identity-elements if needed). Then, by (i), \( s_i \) is delta-like if and only if \( t_i \) is. \( \Box \)

**Definition 3.3 (delta-normal).** If \( S \) is a Garside family that is right-bounded by a map \( \Delta \) in a left-cancellative category \( C \), an \( (S, \Delta) \)-normal path of infimum \( m \) (\( m \geq 0 \)) is a pair \( (\Delta^m(x), s_1 | \cdots | s_\ell) \) such that \( \Delta(x) | \Delta(\phi_\Delta(x)) \cdots | \Delta(\phi_\Delta^{m-1}(x)) | s_1 | \cdots | s_\ell \) is \( S \)-normal and \( s_1 \) is not delta-like (for \( \ell \geq 1 \)). We write \( \Delta^m(x) | s_1 | \cdots | s_\ell \) or \( \Delta^m | s_1 | \cdots | s_\ell \), for such a pair. If \( S' = \text{Div}(\Delta) \), we say \( \Delta \)-normal for \((S, \Delta)\)-normal.

Thus, an \((S, \Delta)\)-normal path of infimum \( m \) begins with \( m \) entries of the form \( \Delta(y) \), hence \( \Delta \) repeated \( m \) times in the case a monoid. Of course, we say that \( \Delta^m(x) | s_1 | \cdots | s_\ell \) is an \((S, \Delta)\)-normal decomposition for \( g \) if we have \( g = \Delta^m(x) s_1 | \cdots | s_\ell \).

**Proposition 3.4 (delta-normal).** If \( S \) is a Garside family of \( C \) that is right-bounded by a map \( \Delta \) in a left-cancellative category \( C \), every element of \( C \) admits an \((S, \Delta)\)-normal decomposition; the infimum is uniquely determined and the \( S \)-entries are unique up to \( C^\circ \)-deformation.
Proof. We show using induction on \( m \geq 0 \) that every element that admits an \( S \)-decomposition with \( m \) delta-like entries admits an \((S, \Delta)\)-normal decomposition. For \( m = 0 \), every \( S \)-normal decomposition is \((S, \Delta)\)-normal and the result is trivial. Assume \( m \geq 1 \), and let \( g \) be an element of \( C(x, -) \) that admits an \( S \)-decomposition with \( m \) delta-like entries. Let \( s_1 \cdots s_p \) be an arbitrary \( S \)-normal decomposition of \( g \). By assumption, \( s_1 \) is delta-like, so we have \( s_1 = \Delta(x) \epsilon \) for some invertible element \( \epsilon \). Let \( g' = \epsilon s_2 \cdots s_p \). As \( C' \subseteq S \) is included in \( S^2 \), there exist invertible elements \( \epsilon_1 = \epsilon, \epsilon_2, \ldots, \epsilon_p \) and \( g_2' \ldots g_p' \) in \( S \cup C'^2 \) satisfying \( \epsilon_{i-1} s_i = g_i' \epsilon_i \). By construction, \( g_i' \sim s_i \) holds for each \( i \), so, by Lemma III.1.9, \( g_2' \ldots g_p' \epsilon_p \) is an \( S \)-normal decomposition of \( g' \) and, by Lemma III.2, it has \( m - 1 \) delta-like entries. By induction hypothesis, \( g' \) has an \((S, \Delta)\)-normal decomposition. Appendix \( \Delta(x) \) at the beginning of the latter gives an \((S, \Delta)\)-normal decomposition of \( g \).

For uniqueness, Lemma III.2(iv) implies that the number of delta-like entries in an \( S \)-normal decomposition of an element \( g \) does not depend on the choice of the bounding map, so the infimum is uniquely determined. The uniqueness of \( S \)-entries then follows from Proposition III.1.25 (normal unique).

Definition 3.5 (infimum). If \( S \) is a Garside family of \( C \) that is right-bounded by a map \( \Delta \) in a left-cancellative category \( C \), the \( S \)-infimum of an element \( g \) of \( C \), written \( \inf_S(g) \), is the exponent of \( \Delta \) in an \((S, \Delta)\)-normal decomposition of \( g \). For \( S^1 = Div(\Delta) \), we write \( \inf_S \) for \( \inf_{Div(\Delta)} \).

We recall from Definition III.1.29 that \( \|g\|_S \) is the number of non-invertible entries in an \( S \)-normal decomposition of \( g \). Then, by definition, the inequality

\[
\inf_S(g) \leq \|g\|_S
\]

always holds: \( \|g\|_S - \inf_S(g) \) is the number of “really nontrivial” entries in a \( S \)-normal decomposition of \( g \), namely those that are neither invertible nor delta-like. We recall from Definition 1.55 that, when \( S^1 = Div(\Delta) \) holds, we write \( \sup_{\Delta}(g) \) for \( \|g\|_S \). In this case, (3.6) takes the even more natural form \( \inf_{\Delta}(g) \leq \sup_{\Delta}(g) \).

Computation rules for \((S, \Delta)\)-normal decompositions are simple. We saw in Proposition III.1.49 (left-multiplication) how to compute, for \( s \) in \( S^2 \), an \( S \)-normal decomposition for \( sg \) starting from an \( S \)-normal decomposition of \( g \). We now state a similar result for \((S, \Delta)\)-normal decompositions.

Convention 3.7 (omitting source). To make reading easier, in the sequel (in this chapter, as well as in subsequent chapters, specially Chapters VIII and XIV), we shall often write \( \Delta^{[m]}(\cdot) \), or even \( \Delta^m(\cdot) \), for \( \Delta^{[m]}(x) \), when there is no need to specify the source \( x \) explicitly. Also we often write \( \phi \) for \( \phi_{\Delta} \).

Algorithm 3.8 (left-multiplication, positive case). (See Figure 2)

Context: A Garside family \( S \) that is right-bounded by a map \( \Delta \) in a left-cancellative category \( C \), a \( \square \)-witness \( \varphi \) for \( S^2 \), an \( \equiv^* \)-test \( E \) in \( C \)

Input: An \((S, \Delta)\)-normal decomposition \( \Delta^{[m]}(\cdot)|s_1| \cdots |s_\ell \) of an element \( g \) of \( C \) and an element \( s \) of \( S^2 \) such that \( sg \) is defined

Output: An \((S, \Delta)\)-normal decomposition of \( sg \)
Proposition 3.9 (left-multiplication, positive case). Assume that \( C \) is a left-cancellative category, \( S \) is a Garside family in \( C \) that is right-bounded by a map \( \Delta \), and \( \varphi \) is a \( \square \)-witness for \( S^2 \), and \( E \) is an \( =\)-test \( E \) in \( C \). Then Algorithm 3.8 running on an \( (S, \Delta) \)-normal decomposition of \( g \) and \( s \) returns an \( (S, \Delta) \)-normal decomposition of \( sg \).

Proof. Assume that \( \Delta^{|m|} || s_1 \cdots s_{|\ell|} \) is an \( (S, \Delta) \)-normal decomposition of \( g \) and \( s \) belongs to \( S^1 \). By Lemma 1.41 we have \( s \Delta^{|m|} = \Delta^{|m|} \varphi^m(s) \), whence \( sg = \Delta^{|m|} \varphi^m(s) s_1 \cdots s_{|\ell|} \). Starting from \( r_0 = \varphi^m(s) \) and filling the diagram of Figure 2 using the method of Proposition 1.1.49 (left-multiplication) gives an \( S \)-normal decomposition \( s'_1 \cdots s'_M |r_\ell \) for \( \varphi^m(s) s_1 \cdots s_{|\ell|} \), and we deduce \( sg = \Delta^{|m|} s'_1 \cdots s'_M |r_\ell \). It only remains to discuss whether \( \Delta^{|m|} || s'_1 \cdots s'_M \) is \( (S, \Delta) \)-normal. If \( s'_1 \) is not delta-like, the sequence is \( (S, \Delta) \)-normal. Otherwise, \( s'_1 \) must be a \( \Delta \) element, and we can incorporate it to \( \Delta^{|m|} \) to obtain \( \Delta^{|m|+1} \).

We claim that, in this case, \( s'_2 \) cannot be delta-like. Indeed, assume \( \Delta \not\leq s'_2 \). This implies \( \Delta^{|2|} \not\leq s'_1 s'_2 \), hence a fortiori \( \Delta^{|2|} \not\leq r_0 s_1 \cdots s_{|\ell|} \). Using (1.24), we find \( \Delta^{|2|} = r_0 \varphi^0 r_0 \Delta = r_0 \varphi(\partial r_0) \), whence \( r_0 \Delta \not\leq r_0 s_1 \cdots s_{|\ell|} \). As \( r_0 \cdots s_{|\ell|} \) is \( S \)-normal, \( s_1 \) must be delta-like, contradicting the assumption that \( \Delta^{|m|} || s_1 \cdots s_{|\ell|} \) is \( (S, \Delta) \)-normal. So \( s'_2 \) cannot be delta-like, and \( \Delta^{|m|+1} || s'_1 \cdots s'_M |r_\ell \) is \( (S, \Delta) \)-normal. \( \square \)

Corollary 3.10 (infimum). If \( S \) is a right-bounded Garside family in a left-cancellative category \( C \), then, for all \( f, g \) in \( C^{[2]} \), we have

\[
\inf_S(g) \leq \inf_S(fg) \leq \sup_S(f) + \inf_S(g).
\]

Proof. For \( s \in S^1 \), Proposition 3.9 gives the inequalities

\[
\inf_S(g) \leq \inf_S(sg) \leq 1 + \inf_S(g).
\]
If \( \text{sup}_S(f) \) is \( d \), then \( f \) admits a decomposition as the product of \( d \) elements of \( S^\sqcup \), and \( d \) applications of the above inequalities give \((3.11)\).  

3.2 The general case

We now extend the \( (S, \Delta) \)-normal decompositions of Proposition 3.4 to the enveloping groupoid of the involved category.

In this subsection, we always consider cancellative categories. Owing to Corollary 2.26 Garside families that are bounded by a target-injective map are equivalent to Garside maps. From now on, we always adopt the latter framework (which provides slightly simpler statements). According to Definition 3.3, we say \( \Delta \)-normal for \((D\text{iv}(\Delta), \Delta)\)-normal.

We saw in Proposition 2.32 that, if \( \Delta \) is a Garside map in a cancellative category \( \mathcal{C} \), then \( \mathcal{C} \) is necessarily an Ore category. Hence, by Ore’s theorem (Proposition II.3.11), \( \mathcal{C} \) embeds in its enveloping groupoid \( \mathcal{E}\text{nv}(\mathcal{C}) \), which is both a groupoid of left and of right fractions for \( \mathcal{C} \). In order to extend the definition of \( \Delta \)-normal decompositions from \( \mathcal{C} \) to \( \mathcal{E}\text{nv}(\mathcal{C}) \), the first step is to analyze the relation \( \bowtie \) involved in the embedding of \( \mathcal{C} \) into \( \mathcal{E}\text{nv}(\mathcal{C}) \).

Lemma 3.12. If \( \Delta \) is a Garside map in a cancellative category \( \mathcal{C} \), then, for all \( f, g \in \mathcal{C} \) sharing the same source, there exists a unique triple \((x, m, g')\) with \( x \) an object of \( \mathcal{C} \), \( m \) a nonnegative integer, and \( g' \) an element of \( \mathcal{C}(x, \cdot) \) satisfying

\[
(\Delta^{|m|}(x), g') \bowtie (f, g) \quad \text{and} \quad \Delta(x) \not\bowtie g'.
\]

Proof. Assume that \( f, g \) are elements of \( \mathcal{C} \) sharing the same source. Let

\[
A = \{ m \geq 0 \mid \exists x \in \text{Obj}(\mathcal{C}) \exists g' \in \mathcal{C}(x, \cdot) \ ( (\Delta^{|m|}(x), g') \bowtie (f, g) ) \}.
\]

First, we claim that \( A \) is nonempty. Indeed, let \( y \) be the target of \( f \). By Corollary 2.14 there exist \( x \) and \( m \) such that \( f \) right-divides \( \Delta^{|m|}(y) \), say \( \Delta^{|m|}(y) = hf \) with \( h \) in \( \mathcal{C}(x, \cdot) \). Then we have \( \phi^{|m|}_\Delta(x) = y \), whence \( x = \phi^{-|m|}(y) \). Then the pair \((1_x, h)\) witnesses for \((\Delta^{|m|}(x), hg) \bowtie (f, g) \), and, therefore, \( m \) belongs to \( A \).

Let \( m \) be the least element of \( A \), and let \( x \) and \( g' \) satisfy \((\Delta^{|m|}(x), g') \bowtie (f, g) \). We claim that \( \Delta(x) \) does not left-divide \( g' \). Indeed, assume \( g' = \Delta(x) g'' \). Put \( x' = \phi_\Delta(x) \). Then \( g'' \) belongs to \( \mathcal{C}(x', \cdot) \), and the pair \((\Delta(x), 1_{x'})\) witnesses for \((\Delta^{|m|}(x), g'') \bowtie (\Delta^{|m-1|}(x'), g'') \). By transitivity, \((\Delta^{|m-1|}(x'), g'') \bowtie (f, g) \) holds as well, which shows that \( m - 1 \) belongs to \( A \) and contradicts the choice of \( m \). Thus, at this point, we obtained a triple \((x, m, g')\) satisfying \((3.13)\).

It remains to prove uniqueness. Assume that \((x', m', g'')\) satisfies \((3.13)\). Then \( m' \) belongs to \( A \), and we must have \( m' \geq m \). By construction, we have \( \Delta^{|m|}(x) = \Delta^{|m|}(y) \) and \( \Delta^{|m'|}(x') = \Delta^{|m'|}(y) \), when \( y \) is the target of \( f \), hence of \( \Delta^{|m|}(x) \) and \( \Delta^{|m'|}(x') \).

The bijectivity of \( \phi_\Delta \) on \( \text{Obj}(\mathcal{C}) \) implies \( x' = \phi_\Delta^{-|m'-m|}(x) \), whence

\[
\Delta^{|m'|}(x') = \Delta^{|m'-m|}(x') \Delta^{|m|}(x).
\]
Then we have \((\Delta^{[m]}(x'),g'') \triangleright \Delta^{[m]}(x),g')\) as both pairs are \(\triangleright\)-equivalent to \((f,g)\). So (3.14) implies \(g'' = \Delta^{[m'-m]}(x')g'\), and the assumption that \((x',m',g'')\) satisfies (3.13), hence that \(\Delta(x')\) does not left-divide \(g''\), implies \(m' - m = 0\). As we have \(x' = \phi_\Delta^{-1}((x')g')\) and \(g'' = \Delta^{[m'-m]}(x')g'\), we deduce \(x' = x\) and \(g'' = g'\). □

We now introduce convenient negative powers of a Garside map.

**Notation 3.15** \((\tilde{\Delta}, \tilde{\Delta}^{[m]}_m)\). If \(\Delta\) is a Garside map in a cancellative category \(C\) and \(g\) is an object of \(C\), we put \(\tilde{\Delta}(y) = \Delta(\phi_\Delta^{-1}(y))\) and, more generally, for \(m \geq 0,
\[
\tilde{\Delta}^{[m]}(y) = \Delta^{[m]}(\phi_\Delta^{-1}(y)).
\]
Note that, by definition, the target of \(\tilde{\Delta}^{[m]}(y)\) is \(y\) (whereas the source of \(\Delta^{[m]}(x)\) is \(x\)). Then we extend \(\Delta\)-normal paths to negative values of the exponent.

**Definition 3.17 (delta-normal).** If \(\Delta\) is a Garside map in a cancellative category \(C\), we say that an element \(g\) of \(\mathcal{E}nv(C)(x,\cdot)\) admits the \(\Delta\)-normal decomposition \(\Delta^{[m]}||s_1|\cdots|s_\ell\) \((m \in \mathbb{Z})\) if \(s_1|\cdots|s_\ell\) is \(\Delta\)-normal, \(s_1\) is not delta-like, and we have
\[
g = \begin{cases} 
\iota(\Delta^{[m]}(x))\iota(s_1)\cdots\iota(s_\ell), & \text{in the case } m \geq 0, \\
\iota(\tilde{\Delta}^{[m]}_m(x))^{-1}\iota(s_1)\cdots\iota(s_\ell), & \text{in the case } m < 0.
\end{cases}
\]

We recall that \(\iota\) denotes the embedding of \(C\) into \(\mathcal{E}nv(C)\), which is often dropped. If the first entry \(m\) is nonnegative, Definition 3.17 coincides with Definition 3.3 and it corresponds to a \(\Delta\)-normal decomposition that begins with \(m\) factors of the form \(\Delta(\cdot)\). If \(m\) is negative, \(\Delta^{[m]}(x)\) means \((\tilde{\Delta}^{[m]}_m(x))^{-1}\), so it does not belong to the category \(C\), and the decomposition corresponds to a left fraction whose denominator is a product of \(|m|\) factors of the form \(\Delta(\cdot)\). One should pay attention to the possible ambiguity resulting from the fact the the exponent \(-1\) is used both to denote the inverse (reciprocal) of a bijective map, and the inverse of an invertible element in a category.

Lemma 3.12 gives the expected existence and uniqueness of \(\Delta\)-normal decompositions:

**Proposition 3.18 (delta-normal).** If \(\Delta\) is a Garside map in a cancellative category \(C\), every element of \(\mathcal{E}nv(C)\) admits a \(\Delta\)-normal decomposition; the exponent of \(\Delta\) is uniquely determined and the \(\mathcal{D}iv(\Delta)\)-entries are unique up to \(C\)-deformation.
$m \geq 1$ and $g'$ not left-divisible by $\Delta(x)$, for $g'$ in $C(x, \cdot)$. Then, by construction, another expression of $h$ is $\iota(\Delta^{|m|}(x))^{-1}\iota(g')$. Let $s_1|\cdots|s_\ell$ be a $\Delta$-normal decomposition of $g'$. The assumption that $\Delta(x)$ does not divide $g'$ is equivalent to $s_1$ not being delta-like. Thus, in this case, $\Delta^{(-m)}(x)|s_1|\cdots|s_\ell$ is a $\Delta$-normal decomposition of $h$.

As for uniqueness, the above two cases are disjoint. In the first case, uniqueness follows from Proposition 3.4. In the second case, it follows from Lemma 3.12.

As in Proposition 3.9, we write $g$ decompositions of $\Delta$, in this case, $\Delta\left(\frac{\partial s}{\partial x}\right)\Delta\left(\frac{\partial s}{\partial x}\right)$ is identical to Algorithm 3.8, the only difference is that the orientation of the left two horizontal arrows now depends on the sign of $m$.

**Algorithm 3.19 (left-multiplication).** (See Figure [3])

**Context:** A Garside family $S$ that is bounded by a map $\Delta$ in a cancellative category $C$, a $\square$-witness $\varphi$ for $S^2$, an $\approx^s$-test $E$ in $C$.

**Input:** A $\Delta$-normal decomposition $\Delta^{|m|}|s_1|\cdots|s_\ell$ of an element $g$ of $\mathcal{E}_{IV}(C)$ and an element $s$ of $S^2$ such that $sg$ is defined.

**Output:** A $\Delta$-normal decomposition of $sg$.

1: put $r_0 := \varphi^m(s)$
2: for $i$ increasing from 1 to $\ell$ do
3: put $(s'_i, r_i) := \varphi(r_{i-1}, s_i)$
4: if $E(\Delta(-), s'_1)$ is defined then (case when $s'_1$ is $\Delta$-like)
5: put $s'_2 := E(\Delta(-), s'_1)s'_2$
6: return $\Delta^{|m+1|}|s'_2|\cdots|s'_\ell|r_\ell$
7: else (case when $s'_1$ is not $\Delta$-like)
8: return $\Delta^{|m|}|s'_1|\cdots|s'_\ell|r_\ell$

Figure 3. Computing a $\Delta$-normal decomposition for $sg$ from a $\Delta$-normal decomposition of $g'$; Algorithm 3.19 is identical to Algorithm 3.8, the only difference is that the orientation of the left two horizontal arrows now depends on the sign of $m$. 

\[\Delta^{|m+1|}|E(\Delta, s'_1)|s'_1\text{ if }s'_1\text{ is }\Delta\text{-like}\]
The argument is similar to that for Proposition 3.9, with the difference that the equality \( s\Delta^{(m)}(-) = \Delta^{(m)}(-)(s)\phi^m(s) \) always holds, so, in any case, the constructed path is a decomposition of \( g \). It remains to see that this path is \( \Delta \)-normal. If \( m \geq 0 \) holds, this was done for Proposition 3.9; if \( m \) is negative, the only problem is when \( s_1' \) is delta-like, say \( s_1' = \Delta(-)v \). Then the factor \( \Delta(-) \) cancels the first \( \Delta((-)^{-1} \) in \( \Delta^{(m)}(-)^{-1} \), and \( \epsilon s_2' \) belongs to \( C\Delta^{\Div} \), which is \( \Div \). By Lemma 11.19 \( \epsilon s_2' | s_3' | \cdots | s_\ell' \) is \( \Delta \)-normal. Finally, as noted in the proof of Proposition 3.9, it is impossible for \( s_1' \) to be delta-like, and no cascade may occur. \( \square \)

Left-dividing a \( \Delta \)-normal decomposition is equally easy.

**Algorithm 3.21 (left-division).** (See Figure 4)

**Context:** A Garside map \( \Delta \) in a cancellative category \( \mathcal{C} \), a \( \square \)-witness \( \varphi \) for \( S^2 \), an \( \equiv^v \)-test \( E \) in \( \mathcal{C} \)

**Input:** A \( \Delta \)-normal decomposition \( \Delta^{[m]}|s_1| \cdots |s_\ell \) of an element \( g \) of \( \mathcal{C} \) and an element \( s \) of \( S^2 \) such that \( s^{-1}g \) is defined

**Output:** A \( \Delta \)-normal decomposition of \( s^{-1}g \)

1: put \( r_0 := \phi^m(\partial s) \)
2: for \( i \) increasing from 1 to \( \ell \) do
3: \( s' := \varphi(r_{i-1}, s_i) \)
4: if \( E(\Delta, s_i') \) is defined then \( \) (case when \( s_i' \) is \( \Delta \)-like)
5: put \( s_2' := E(\Delta, s_i')s_2' \)
6: return \( \Delta^{[m+1]}|s_2'| \cdots |s_\ell'| r_\ell \)
7: else \( \) (case when \( s_i' \) is not \( \Delta \)-like)
8: return \( \Delta^{[m]}|s_1'| \cdots |s_\ell'| r_\ell \)

Figure 4. Algorithm 3.21: Computing a \( \Delta \)-normal decomposition for \( s^{-1}g \) from a \( \Delta \)-normal decomposition of \( g \). Note the similarity with Algorithm 3.19 dividing by \( s \) is the same as multiplying by \( \partial s \).

**Proposition 3.22 (left-division).** If \( \Delta \) is a Garside map in a cancellative category \( \mathcal{C} \), \( \varphi \) is a \( \square \)-witness for \( S^2 \), and \( E \) is an \( \equiv^v \)-test \( E \) in \( \mathcal{C} \), then Algorithm 3.21 running on a \( \Delta \)-normal decomposition of \( g \) and \( s \) returns a \( \Delta \)-normal decomposition of \( s^{-1}g \).
Proof. Let \( x \) be the source of \( \partial^{-1}_\Delta(s) \), here denoted by \( \partial s \). By definition, we have \( \partial s = \Delta(x) \), whence \( s^{-1} = \Delta(x)^{-1} \partial s \), so left-dividing by \( s \) in \( \mathcal{E} (\Delta) \) amounts to first left-multiplying by \( \partial s \) and then left-dividing by \( \Delta(x) \). This is what Algorithm 3.21 does, thus providing a \( \Delta \)-normal decomposition \( s_1 '' \cdots s_\ell '' r_\ell \) of \( \phi^m (\partial s) s_1 \cdots s_\ell \) and possibly merging \( s_1 '' \) with \( \Delta(m)(\cdot) \) if \( s_1 '' \) is delta-like. Then the final multiplication by \( \Delta(x)^{-1} \) simply amounts to diminishing the exponent of \( \Delta \) by one.

Next, the \( \Delta \)-supremum and \( \Delta \)-infimum functions can be extended to the enveloping groupoid.

Definition 3.23 (infimum, supremum, canonical length). If \( \Delta \) is a Garside map in a cancellative category \( C \), then, for \( g \) in \( \mathcal{E} (\Delta) \) admitting a \( \Delta \)-normal decomposition \( \Delta[m]\|s_1 \cdots s_\ell \) with \( s_\ell \) non-invertible, we define the \( \Delta \)-infimum \( \inf_\Delta (g) \), the \( \Delta \)-supremum \( \sup_\Delta (g) \), and the canonical \( \Delta \)-length \( \ell_\Delta (g) \) of \( g \) by

\[
\inf_\Delta (g) = m, \quad \sup_\Delta (g) = m + \ell, \quad \text{and} \quad \ell_\Delta (g) = \ell;
\]

If \( g \) admits a \( \Delta \)-normal decomposition \( \Delta[m] \) or \( \Delta[m]\|s_1 \) with \( s_1 \) invertible, we put

\[
\inf_\Delta (g) = \sup_\Delta (g) = m, \quad \text{and} \quad \ell_\Delta (g) = 0.
\]

By construction, for \( g \) in \( C \), the values of \( \inf_\Delta (\iota(g)) \) and \( \sup_\Delta (\iota(g)) \) as evaluated in \( \mathcal{E} (\Delta) \) coincide with the previously defined values of \( \inf_\Delta (g) \) and \( \sup_\Delta (g) \).

We recall from Definition III.3.14 that, if \( C \) is a left-Ore category, and for \( g, h \) in \( \mathcal{E} (\Delta) \), we write \( g \lesssim_C h \) for \( g^{-1} h \in C \). By Proposition II.3.15 (left-divisibility), the relation \( \lesssim_C \) is a partial ordering on \( \mathcal{E} (\Delta) \) that extends the left-divisibility relation of \( C \). So there is no ambiguity in writing \( \preceq \) for \( \lesssim_C \) when the choice of \( C \) is clear. Then there exist simple connections between the functions \( \inf_\Delta \) and \( \sup_\Delta \) and the relation \( \preceq \).

Proposition 3.24 (interval). If \( \Delta \) is a Garside map in a cancellative category \( C \) and \( g \) lies in \( \mathcal{E} (\Delta)(x, \cdot) \), then \( \inf_\Delta (g) \) is the greatest integer \( p \) satisfying \( \Delta(p)(x) \preceq g \), and \( \sup_\Delta (g) \) is the least integer \( q \) satisfying \( g \preceq \Delta(q)(x) \).

Proof. Let \( \Delta[m]\|s_1 \cdots s_\ell \) be a \( \Delta \)-normal decomposition of \( g \) with \( s_\ell \) not invertible. Then we have \( g = \Delta[m](x) s_1 \cdots s_\ell \), whence \( \Delta[m](x) \preceq g \).

On the other hand, we claim that \( \Delta(m+1)(x) \preceq g \) cannot hold. Indeed, assume \( g = \Delta(m+1)(x) g \). Then we deduce \( s_1 \cdots s_\ell = \Delta(-) g \), whence \( \Delta(-) \preceq s_1 \cdots s_\ell \) and, as \( s_1 \cdots s_\ell \) is \( \Delta \)-greedy, \( \Delta(-) \preceq s_1 \), contradicting the definition of an \( \Delta \)-normal sequence which demands that \( s_1 \) be not delta-like. So \( \inf_\Delta (g) \) is the maximal \( p \) satisfying \( \Delta(p)(x) \preceq g \).

Next, as \( s_1, \ldots, s_\ell \) belong to \( \mathcal{O} \text{v}(\Delta) \), we have \( s_1 \cdots s_\ell \preceq \Delta\ell(\cdot) \) by Lemma 1.43 whence \( g \preceq \Delta(m+\ell)(\cdot) \).

Finally, we claim that \( g \preceq \Delta(m+\ell-1)(\cdot) \) does not hold. Indeed, this would imply \( s_1 \cdots s_\ell \preceq \Delta(\ell-1)(\cdot) \). Now, as \( C \) is cancellative and \( \Delta \) is a Garside map, Corollary 1.56...
would imply \(\|s_1 \cdots s_\ell\|_\Delta \leq \|\Delta^{(\ell-1)}(\cdot)\|_\Delta = \ell - 1\). As the assumption that \(s_1 \cdots s_\ell\) is \(\Delta\)-normal and \(s_\ell\) is not invertible implies \(\|s_1 \cdots s_\ell\|_\Delta = \ell\), the inequality \(\|s_1 \cdots s_\ell\|_\Delta \leq \ell - 1\) is impossible, and so is \(g \leq \Delta^{(m+\ell-1)}(\cdot)\). So \(\sup_\Delta (g)\) is the least \(g\) satisfying \(g \leq \Delta^{(q)}(x)\).

The particular case when \(g\) admits a \(\Delta\)-normal decomposition \(\Delta^{[m]}(s_1\cdots s_\ell)\) with \(s_1\) invertible can be treated similarly. \(\square\)

**Remark 3.25.** The assumption that the Garside family consists of all left-divisors of \(\Delta\) is crucial in Proposition [3,24]. In the left-absorbing monoid \(L_n\) with \(S_n = \{a, b, \ldots, b^{n+1}\}\) and \(\Delta = b^{n+1}\) (Reference Structure [8], page [111]), we have \(\sup_{S_n}(ab) = 2\), whereas \(ab \leq \Delta\) holds. Of course, Proposition [3,24] is not relevant here as \(S_n\) is right-bounded but not bounded by \(\Delta\) and \(L_n\) is not right-cancellative.

We complete the analysis of \(\Delta\)-normal decompositions with an explicit formula connecting the decompositions of an element and its inverse.

**Proposition 3.26 (inverse).** If \(\Delta\) is a Garside map in a cancellative category \(\mathcal{C}\) and \(\Delta^{(m)}(s_1 \cdots s_\ell)\) is a \(\Delta\)-normal decomposition of an element \(g\) of \(\mathcal{E} \mathcal{W}(\mathcal{C})\), then \(\Delta^{(m-\ell)}(\partial(\phi^{-m-\ell}s_1) \cdots \partial(\phi^{-m-1}s_1))\) is a \(\Delta\)-normal decomposition of \(g^{-1}\).

**Proof.** We first check that the sequence mentioned in the statement is \(\Delta\)-normal, and then we shall check that it corresponds to a decomposition of \(g^{-1}\).

So first let \(i < \ell\). By assumption, \(s_i|s_{i+1}\) is \(\Delta\)-normal. By Proposition [2.18], \(\phi_\Delta\) preserves normality, so \(\phi^{-m-1}s_i\phi^{-m-1}s_{i+1}\) is \(\Delta\)-normal as well. By Proposition [1.53], this implies that \(\partial(\phi^{-m-1}s_i)\) and \(\phi^{-m-1}s_{i+1}\) are left-coprime. The latter element is \(\phi^{-m-1}s_{i+1}\), hence it is \(\partial(\phi^{-m-1}s_{i+1})\). Reading the above coprimeness result in a symmetric way and applying Proposition [1.53] again, we deduce that the path \(\partial(\phi^{-m-1}s_{i+1})\partial(\phi^{-m-1}s_1)\) is \(\Delta\)-greedy, hence \(\Delta\)-normal. So

\[
\partial(\phi^{-m-\ell}s_\ell) \cdots \partial(\phi^{-m-1}s_1)
\]

is \(\Delta\)-normal. Moreover, the assumption that \(s_1\) is not delta-like implies that \(\phi^{-m-1}s_1\) is not delta-like either, and, therefore, \(\partial(\phi^{-m-1}s_1)\) is not invertible. On the other hand, the assumption that \(s_\ell\) is not invertible implies that \(\phi^{-m-\ell}s_\ell\) is not invertible either, and, therefore, \(\partial(\phi^{-m-\ell}s_\ell)\) is not delta-like. Hence \(\Delta^{(m-\ell)}(\partial(\phi^{-m-\ell}s_\ell)) \cdots \partial(\phi^{-m-1}s_1)\) is \(\Delta\)-normal.

It remains to show that the above \(\Delta\)-normal path is a decomposition of \(g^{-1}\). Assume \(g \in \mathcal{C}(x, y)\). Using the fact that, by [1.32], \(\phi\) and \(\partial\) commute and using [1.29] repeatedly, we can push the factor \(\Delta^{(m)}\) to the left to obtain

\[
\Delta^{(m-\ell)}(\cdot) \partial(\phi^{-m-\ell}s_\ell) \cdots \partial(\phi^{-m-1}s_1) \cdot \Delta^{(m)}(\cdot) s_1 \cdots s_\ell
\]

\[
= \Delta^{(m-\ell)}(\cdot) \Delta^{(m)}(\cdot) \partial(\phi^{-1}s_1) s_1 \cdots s_\ell
\]
and our goal is to prove that this element is $1_y$. Let us call the right term of (3.27) $E(m, s_1, \ldots, s_\ell)$. We shall prove using induction on $\ell \geq 0$ that an expression of the form $E(m, s_1, \ldots, s_\ell)$ equals $1_y$.

For $\ell = 0$, what remains for $E(m)$ is $\Delta^{-m}(-) \Delta^m(-)$. For $m \geq 0$, we find $g = \Delta^m(x)$, and the value of $E$ is $\Delta_{[m]}(y)^{-1} \Delta^m(x)$, which is $1_y$ by definition. For $m < 0$, we find $g = \Delta_{[m]}(x)^{-1}$, and the value of $E$ is $\Delta_{[m]}(y) \Delta_{[m]}(x)^{-1}$, which is $1_y$ again.

Assume now $\ell \geq 1$. The above result enables us to gather the first two entries of $E$ into $\Delta^{-\ell}(-)$. Then $\partial(\phi^{-1} s_1)$, which is also $\partial s_1$, equals $\Delta(z)$, where $z$ is the source of $\partial s_1$. But, then, we can push this $\Delta(-)$-factor to the left through the $\partial\phi^{-1}(s_i)$ factors with the effect of diminishing the exponents of $\phi$ by one. In this way, $E(m, s_1, \ldots, s_\ell)$ becomes $\Delta^{-\ell}(-) \Delta(-) \partial(\phi^{-\ell+1} s_1) \cdots \partial(\phi^{-1} s_2) s_2 \cdots s_\ell$, which is $E(1, s_2, \ldots, s_\ell)$. By induction hypothesis, its value is $1_y$.

**Corollary 3.28 (inverse).** If $\Delta$ is a Garside map in a cancellative category $C$ and $g$ lies in $\text{End}(C)(x, \gamma)$, we have
\[
\inf_{\Delta}(g^{-1}) = -\sup_{\Delta}(g), \quad \sup_{\Delta}(g^{-1}) = -\inf_{\Delta}(g), \quad \text{and} \quad \ell_{\Delta}(g^{-1}) = \ell_{\Delta}(g).
\]

**Proof.** The values can be read on the explicit $\Delta$-normal decomposition of $g^{-1}$ provided by Proposition 3.26. 

With the help of Proposition 3.24 and Corollary 3.28, we deduce various inequalities involving $\inf_{\Delta}$, $\sup_{\Delta}$, and $\ell_{\Delta}$.

**Proposition 3.30 (inequalities).** If $\Delta$ is a Garside map in a cancellative category $C$ and $g, h$ lie in $\text{End}(C)$, with $g$ defined, we have
\[
\begin{align*}
\inf_{\Delta}(g) + \inf_{\Delta}(h) &\leq \inf_{\Delta}(gh) \leq \inf_{\Delta}(g) + \sup_{\Delta}(h), \\
\sup_{\Delta}(g) + \inf_{\Delta}(h) &\leq \sup_{\Delta}(gh) \leq \sup_{\Delta}(g) + \sup_{\Delta}(h), \\
|\ell_{\Delta}(g) - \ell_{\Delta}(h)| &\leq \ell_{\Delta}(gh) \leq \ell_{\Delta}(g) + \ell_{\Delta}(h).
\end{align*}
\]

**Proof.** The results are obvious if $g$ or $h$ is invertible. Otherwise, assume that the source of $g$ is $x$ and that $\Delta (m) \cdot g_1 \cdots g_p$ and $\Delta (n) \cdot h_1 \cdots h_q$ are strict $\Delta$-normal decompositions of $g$ and $h$, respectively. We find
\[
gh = \Delta^{m+n}(x) \phi_\Delta(g_1) \cdots \phi_\Delta(g_p) h_1 \cdots h_q,
\]
whence $\Delta^{m+n}(x) \ll gh$, and, by Proposition 3.24, $m + n \leq \inf_{\Delta}(gh)$, which is the left part of (3.31). Next, (3.34) also implies $gh \ll \Delta^{m+n+p+q}(x)$, whence, by Proposition 3.24, $\sup_{\Delta}(gh) \leq m + n + p + q$, which is the right part of (3.32).

Applying the above inequalities to $gh$ and $h^{-1}$, we obtain
\[
\inf_{\Delta}(gh) + \inf_{\Delta}(h^{-1}) \leq \inf_{\Delta}(g) \quad \text{and} \quad \sup_{\Delta}(g) \leq \sup_{\Delta}(gh) + \sup_{\Delta}(h^{-1}).
\]

Using the values of $\inf_{\Delta}(h^{-1})$ and $\sup_{\Delta}(h^{-1})$ provided by Corollary 3.28 and transferring factors, we deduce
\[
\inf_{\Delta}(gh) \leq \inf_{\Delta}(g) + \sup_{\Delta}(h) \quad \text{and} \quad \sup_{\Delta}(g) + \inf_{\Delta}(h) \leq \sup_{\Delta}(gh),
\]
which complete (3.31) and (3.32).

Subtracting the inequalities gives $\ell_{\Delta}(g) - \ell_{\Delta}(h) \leq \ell_{\Delta}(gh) \leq \ell_{\Delta}(g) + \ell_{\Delta}(h)$, whence (3.33), the absolute value coming from applying the formula to $gh$ and $(gh)^{-1}$ simultaneously. 

3.3 Symmetric normal decompositions

In Chapter III, we showed that, if \( \mathcal{C} \) is an Ore category admitting left-lcms and \( \mathcal{S} \) is a Garside family in \( \mathcal{C} \), then every element of the groupoid \( \mathcal{E}_{\mathcal{S}}(\mathcal{C}) \) admits a symmetric \( \mathcal{S} \)-normal decomposition (Corollary III.2.21). By Propositions 2.32 and 2.35, every cancellative category \( \mathcal{C} \) that admits a Garside map \( \Delta \) is an Ore category and admits left-lcms, hence it is eligible for the above results. Thus every element of \( \mathcal{E}_{\mathcal{S}}(\mathcal{C}) \) possesses both \( \Delta \)-normal decompositions and symmetric \( \mathcal{S} \)-normal decompositions. In the positive case (elements of \( \mathcal{C} \)), the connection directly follows from Proposition 3.34. The following result explicitly describes the connection in the general case.

**Proposition 3.35 (symmetric normal vs. \( \Delta \)-normal).** Assume that \( \Delta \) is a Garside map in a cancellative category \( \mathcal{C} \) and \( g \) is an element of \( \mathcal{E}_{\mathcal{S}}(\mathcal{C}) \).

(i) If \( t_q \cdots t_1 | s_1 \cdots s_p \) is a symmetric \( \mathcal{D}iv(\Delta) \)-normal decomposition of \( g \) and \( t_q \) is non-invertible, a \( \Delta \)-normal decomposition of \( g \) is \( \Delta^{(-q)} | \tilde{\partial}^{2q-1}t_q \cdots | \tilde{\partial}^3 t_2 | \tilde{\partial} t_1 | s_1 \cdots s_p \).

(ii) If \( \Delta ^{(-m)} | s_1 \cdots s_l \) is a \( \Delta \)-normal decomposition of \( g \), a symmetric \( \mathcal{D}iv(\Delta) \)-normal decomposition of \( g \) is

\[
\begin{align*}
\tilde{\partial}^{2m-1} s_1 | \cdots | & \tilde{\partial}^{2m} s_m | s_{m+1} \cdots s_l & & \text{if } m < \ell \text{ holds,} \\
\tilde{\partial}^{2m-1} s_1 | \cdots | & \tilde{\partial}^{2m-2\ell+1} s_{\ell} | \Delta(-) | \cdots | \Delta(-), m = \ell \text{ times } \Delta, & & \text{if } m \geq \ell \text{ holds.}
\end{align*}
\]

**Proof.** (i) Put \( \mathcal{S} = \mathcal{D}iv(\Delta) \). An induction on \( q \) gives \( t_1 \cdots t_q \cdot \tilde{\partial} t_q \cdots \tilde{\partial}^{2q-1} t_1 = \Delta^{[q]}(-) \); the formula is clear for \( q = 1 \) and, for \( q \geq 2 \), we write

\[
t_1 \cdots t_q \tilde{\partial} t_q \cdots \tilde{\partial}^{2q-1} t_1 = t_1 \cdots t_{q-1} \Delta(-) \tilde{\partial}^3 t_{q-1} \cdots \tilde{\partial}^{2q-1} t_1 = t_1 \cdots t_{q-1} \tilde{\partial} t_{q-1} \cdots \tilde{\partial}^{2q-3} t_1 \Delta(-),
\]

and apply the induction hypothesis. We deduce \( (t_1 \cdots t_q)^{-1} = \partial t_q \cdots \tilde{\partial}^{2q-1} t_1 \Delta^{[-q]}(-), \) whence \( (t_1 \cdots t_q)^{-1} = \Delta^{[-q]}(-) \tilde{\partial}^{2q-1} t_q \cdots \tilde{\partial} t_1 \) owing to \( \partial h \Delta^{[-q]}(-) = \Delta^{[-q]}(-) \tilde{\partial}^{2q-1} h \). Hence the two decompositions represent the same element of \( \mathcal{E}_{\mathcal{S}}(\mathcal{C}) \). So it remains to check that the second decomposition is \( \Delta \)-normal.

Now the assumption that \( t_q \) is not invertible implies that \( \tilde{\partial}^{2q-1} \) is not delta-like. Next, by Proposition 2.32, the assumption that \( t_i | t_{i+1} \) is \( \mathcal{S} \)-normal for \( 1 \leq i < q \) implies that \( \partial t_i \) and \( \tilde{\partial} t_{i+1} \) are left-coprime, hence, applying \( \phi \tilde{\partial}^{2i} \), that \( \tilde{\partial}^{2i+1} t_i \) and \( \tilde{\partial}^{2i} t_{i+1} \) are left-coprime, whence, by Proposition 2.32 again, that \( \tilde{\partial} t_{i+1} | \tilde{\partial} t_{i+1} \partial^{2i} t_i \partial^{2i-1} t_i = \mathcal{D}iv(\Delta) \)-normal. Finally, as already noted in the proof of Proposition 3.37, the existence of left-gcds in \( \mathcal{C} \) implies that two elements of \( \mathcal{D}iv(\Delta) \) are left-coprime if and only if they are left-disjoint. Hence, the assumption that \( t_1 \) and \( t_1 \) are left-disjoint implies that they are left-coprime and, therefore, by Proposition 2.32(ii), that \( \tilde{\partial} t_1 | s_1 \) is \( \mathcal{D}iv(\Delta) \)-normal. Hence, as expected, the second decomposition is \( \Delta \)-normal.

(ii) The argument is entirely similar, going in the other direction: the two paths represent the same element, and the assumption that the first one is \( \Delta \)-normal implies that the second one is symmetric \( \mathcal{D}iv(\Delta) \)-normal.

In Chapter III, we solved the questions of determining symmetric \( \mathcal{S} \)-normal decompositions of \( sg \) and of \( gs^{-1} \) from one of \( g \) when \( s \) lies in \( \mathcal{S} \), but the symmetric questions
of computing a symmetric $S$-normal decomposition of $gs$ and of $s^{-1}g$ were left open as Question 4. As announced in Chapter III, we shall now solve the question in the case when the considered Garside family $S$ is bounded by a target-injective map $\Delta$. What makes the solution easy in this case is that left-dividing (or right-multiplying) by an element $\Delta(\cdot)$ is easy, and that left-dividing by an element $s$ of $S^2$ amounts to first left-dividing by $\Delta(\cdot)$ and then left-multiplying by $\partial(s)$—which we know how to do. As usual, we state the results in terms of Garside maps.

Algorithm 3.36 (left-division). (See Figure 5)

Context: A cancellative category $\mathcal{C}$, a Garside map $\Delta$ in $\mathcal{C}$, a $\square$-witness $\varphi$ for $\text{Div}(\Delta)$

Input: A symmetric $\text{Div}(\Delta)$-normal decomposition $\overline{t_q}|\overline{r_1}|s_1|\cdots|s_p$ of an element $g$ of $\text{Div}(\mathcal{C})$ and an element $s$ of $S^2$ such that $s^{-1}g$ is defined

Output: A symmetric $\text{Div}(\Delta)$-normal decomposition of $s^{-1}g$

1: put $r_{-q} := s$
2: for $i$ decreasing from $q$ to 1 do
3: put $(r_{-i+1}, t'_i) := \varphi(t_i, r_{-i})$
4: put $r'_0 := \partial(r_0)$
5: for $i$ increasing from 1 to $p$ do
6: put $(s'_i, r'_i) := \varphi(r'_{i-1}, s_i)$
7: put $t'_q := \partial(s'_1)$
8: return $\overline{t_q}|\overline{r_1}|t'_0|s'_2|\cdots|s'_p|r'_p$

Figure 5. Left-division by an element of $\text{Div}(\Delta)$ starting from a symmetric $\text{Div}(\Delta)$-normal path $\overline{t_q}|\overline{r_1}|s_1|\cdots|s_p$: the subtlety is the transition from negative to positive entries.

Proposition 3.37 (left-division). If $\Delta$ is a Garside map in a cancellative category $\mathcal{C}$, then Algorithm 3.36 running on a symmetric $\text{Div}(\Delta)$-normal decomposition of $g$ and $s$ returns a symmetric $\text{Div}(\Delta)$-normal decomposition of $s^{-1}g$.

Proof. By construction, the diagram of Figure 5 is commutative, so the returned path is equivalent to $s|t_q|\cdots|t_1|s_1|\cdots|s_p$, hence it is a decomposition of $s^{-1}g$, and its entries are elements of $\text{Div}(\Delta)$. So the point is to check that the path is symmetric $\text{Div}(\Delta)$-greedy.

First, the automorphism $\phi_\Delta$ preserves normality by Proposition 2.18, hence, by Proposition 1.52, the second domino rule is valid for $\text{Div}(\Delta)$. Therefore, the assumption that $t_i|t_{i+1}$ is $\text{Div}(\Delta)$-normal for $i = 1, \ldots, q - 1$ implies that $t'_i|t'_{i+1}$ is $\text{Div}(\Delta)$-normal as
well. Similarly, as $s_i|s_{i+1}$ is $\text{Div}(\Delta)$-normal for $i = 1, \ldots, p - 1$, the first domino rule implies that $s'_i|s'_{i+1}$ is $\text{Div}(\Delta)$-normal as well.

So it remains to check that $t'_0|t'_1$ is $\text{Div}(\Delta)$-normal and that $t'_0$ and $t'_2$ are left-disjoint. Consider $t'_0|t'_1$. Assume that $t$ is an element of $\text{Div}(\Delta)$ satisfying $t \equiv \phi^{-1}_\Delta(t'_1)$ and $t \not\equiv s'_1$. A fortiori, we have $t \equiv \phi^{-1}_\Delta(t'_1) \equiv r_1$ and $t \equiv s'_1 r'_1$, that is, $t \equiv r'_0 r_1$ and $t \equiv r'_0 s_1$. By assumption, $t_1$ and $s_1$ are left-disjoint, hence we deduce $t \not\equiv r'_0$. Now, by assumption, $r_0|t'_1$ is $\text{Div}(\Delta)$-normal, hence, by Proposition 1.53 $\partial r_0$ and $t'_1$ are left-coprime. As $\phi_\Delta$ and, therefore, $\phi^{-1}_\Delta$ is an automorphism, $\phi^{-1}_\Delta(\partial r_0)$ and $\phi^{-1}_\Delta(t'_1)$ are left-coprime as well. Now, by definition, $\phi^{-1}_\Delta(\partial r_0)$ is $r'_0$. As we have $t \equiv \phi^{-1}_\Delta(t'_1)$ and $t \equiv r'_0$, we deduce that $t$ is invertible and, therefore, $\phi^{-1}_\Delta(t'_1)$ and $s'_1$ left-coprime. Applying the automorphism $\phi_\Delta$, we deduce that $t'_1$ and $\phi_\Delta(s'_1)$, that is, $t'_1$ and $\partial t'_0$, are left-coprime. By Proposition 1.53 again, we deduce that $t'_0|t'_1$ is $\text{Div}(\Delta)$-normal.

Finally, again by Proposition 1.53 the assumption that $s'_1|s'_2$ is $\text{Div}(\Delta)$-normal implies that $\partial s'_1$ and $s'_2$ are left-coprime: by definition, $\partial s'_1$ is $t'_0$, so $t'_0$ and $s'_2$ are left-coprime. Now, by Proposition 2.55 the category $\mathcal{C}$ admits left-gcds. Hence, by Proposition 3.38 (left-disjoint vs. left-coprime), two elements of $\text{Div}(\Delta)$ are left-disjoint if and only if they are left-coprime. So we deduce that $t'_0$ and $s'_2$ are left-disjoint, and $t'_0|t'_1|t'_0 s'_2|s'_3|\cdots|s'_p$ is indeed a symmetric $\text{Div}(\Delta)$-normal path.

**Example 3.38 (left-division).** Consider $(ab)^{-1}(ba^2)$ in $B_3$. Suppose that we found that $ba|a$ is an $\text{Div}(\Delta)$-normal decomposition of $ba^2$, and we wish to find a (the) $\text{Div}(\Delta)$-normal decomposition of $(ab)^{-1}(ba^2)$. Then applying Algorithm 3.36 amounts to completing the diagram on the right, in which we read the expected symmetric normal decomposition $ab|ba/a$.

If, in Algorithm 3.36 $s$ is $\Delta(x)$, then each element $r = i$ is of the form $\Delta(\cdot)$, so that $t'_i = \phi_\Delta(t_i)$, hence $r'_0$ is trivial, and so are all elements $r_i$ with $i \geq 0$. We deduce

**Corollary 3.39 (left-division by $\Delta$).** If $\Delta$ is a Garside map in a cancellative category $\mathcal{C}$ and $t_q|t_1|s_1|\cdots|s_p$ is a symmetric $\text{Div}(\Delta)$-normal decomposition of an element $g$ of $\mathcal{E}_{\text{Div}}(\mathcal{C})(x, \cdot)$, then $\phi_\Delta(t_q)|\phi_\Delta(t_1)|\phi_\Delta(s_1)|s_2|\cdots|s_p$ is a symmetric $\text{Div}(\Delta)$-normal decomposition of $\Delta(x)^{-1}g$.

### 3.4 Co-normal decompositions

If $\Delta$ is a Garside map in a cancellative category $\mathcal{C}$, the duality map $\partial$ associated with $\Delta$ and, similarly, the duality maps associated with the iterates $\Delta^{[m]}$ establish a bijective correspondence between the left- and the right-divisors of $\Delta^{[m]}$ that exchanges the roles of left- and right-divisibility. This duality leads to symmetric versions of the normal decompositions considered so far.
Hereafter, we indicate with the sign ~ the symmetric versions of the notions previously introduced in connection with left-divisibility, and use the prefix "co" in terminology. Then, if \( \Delta \) is a Garside map, using \( \Delta(y) \) for \( \Delta(\phi_\Delta^{-1}(y)) \) is natural as, by definition, \( \Delta(y) \) is a left-lcm for all elements of \( \text{Div}(\Delta)(\gamma, \eta) \). So we can say that \( \text{Div}(\Delta) \) is co-bounded by \( \Delta \). Similarly, it is natural to use \( \partial \) for \( \partial^{-1} \) since, for every \( g \) right-dividing \( \Delta(y) \), we have \( \partial^{-1}(g) = \Delta(y) \). The following relations are straightforward:

**Lemma 3.40.** If \( \Delta \) is a Garside map in a cancellative category \( \mathcal{C} \), then, for all \( s, t \) in \( \text{Div}(\Delta) \), we have \( s \leq t \iff \partial s \leq \partial t \) and \( s \geq t \iff \partial s \leq \partial t \).

The easy verification is left to the reader.

Thus \( \partial \) and \( \partial \) exchange left- and right-divisibility (changing the orientation) inside each family of the form \( \text{Div}(\Delta(x)) \). In order to extend the results to arbitrary elements, we appeal to Lemma 3.43 which ensures that every element left-divides a sufficiently large iterate of \( \Delta \).

**Notation 3.41 (duality maps \( \partial^{[m]} \) and \( \partial^{[m]}_{\Delta} \).** If \( \Delta \) is a Garside map in a cancellative category \( \mathcal{C} \), then, for \( m \geq 1 \), we denote by \( \partial^{[m]} \) the duality map associated with \( \Delta^{[m]} \), and by \( \partial^{[m]}_{\Delta} \) the co-duality map associated with \( \Delta^{[m]} \).

So, for \( g \) left-dividing \( \Delta^{[m]}(x) \), we have \( g \partial^{[m]}(g) = \Delta^{[m]}(x) \), and, similarly, for \( g \) right-dividing \( \Delta^{[m]}(y) \), we have \( \partial^{[m]}_{\Delta}(g) = \Delta^{[m]}(y) \). In particular, we have \( \partial^{[1]} = \partial \) and \( \partial^{[1]} = \partial \). If \( g \) lies in \( \text{Div}(\Delta^{[m]}) \), it lies in \( \text{Div}(\Delta^{[m']}) \) for \( m' \geq m \), and one easily checks the equalities (see Exercise 64)

\[
\begin{align*}
\partial^{[m]}(g) & = \partial^{[m]}(\Delta^{[m'-m]}(\phi_\Delta^{-m}(x))), \\
\text{and, symmetrically, } \partial^{[m]}_{\Delta}(g) & = \partial^{[m]}_{\Delta}(\Delta^{[m'-m]}(\phi_\Delta^{-m}(y))) \partial^{[m]}_{\Delta}(g) & \text{for } g \in \text{Div}(\Delta^{[m]}). 
\end{align*}
\]

Once we consider right-divisibility, it is natural to introduce the symmetric counterparts to the notions of \( \mathcal{S} \)-greedy sequence, \( \mathcal{S} \)-normal sequence, and Garside family. If \( \mathcal{C} \) is a right-cancellative category and \( \mathcal{S} \) is included in \( \mathcal{C} \), we say that a length two \( \mathcal{C} \)-path \( g_1g_2 \) is \( \mathcal{S} \)-cogreedy if every relation of the form \( g_1g_2f \gtrless h \) with \( h \) in \( \mathcal{S} \) implies \( g_2f \gtrless h \). We similarly introduce the notions of a \( \mathcal{S} \)-conormal path and a co-Garside family similarly.

Applying the results of Chapter III to the opposite category \( \mathcal{C}^{\text{opp}} \), shows that, if \( \mathcal{C} \) is a right-cancellative category and \( \mathcal{S} \) is a co-Garside family in \( \mathcal{C} \), then every element of \( \mathcal{C} \) admits a \( \mathcal{S} \)-conormal decomposition that is unique up to \( \mathcal{C} \)-deformation. In the current context, it is natural to consider the counterpart of a Garside map.

**Definition 3.43 (co-Garside).** A co-Garside map in a right-cancellative category \( \mathcal{C} \) is a map \( \nabla \) from \( \text{Obj}(\mathcal{C}) \) to \( \mathcal{C} \) that is a Garside map in the opposite category \( \mathcal{C}^{\text{opp}} \).

Thus \( \nabla \) is a co-Garside map in \( \mathcal{C} \) if (i) for each object \( y \), the target of \( \nabla(y) \) is \( y \), (ii) the family \( \text{Div}(\nabla) \) generates \( \mathcal{C} \), (iii) the families \( \text{Div}(\nabla) \) and \( \text{Div}(\nabla) \) coincide, and (iv) for every \( g \) in \( \mathcal{C} \) with target \( y \), the elements \( g \) and \( \nabla(y) \) admit a right-gcd. If \( \nabla \) is a co-Garside map, then the family \( \text{Div}(\nabla) \) is a co-Garside family, and every element of \( \mathcal{C} \) admits a \( \text{Div}(\nabla) \)-co-normal decomposition.

The question we address now is whether every Garside map gives rise to a co-Garside map. We have no answer in the most general case, but weak additional assumptions provide a positive answer.
Proposition 3.44 (co-Garside). If $\Delta$ is a Garside map in a cancellative category $\mathcal{C}$, the following conditions are equivalent:

(i) The map $\tilde{\Delta}$ is a co-Garside map in $\mathcal{C}$.
(ii) For every $g$ in $\mathcal{C}(\cdot, y)$, the elements $g$ and $\Delta(y)$ admit a right-gcd.
(iii) For every $g$ in $\mathcal{C}(x, \cdot)$, the elements $g$ and $\Delta(x)$ admit a right-lcm.

We do not know whether every Garside map $\Delta$ satisfies the conditions of Proposition 3.44 that is, whether, for every $g$ in $\mathcal{C}(x, \cdot)$, the elements $g$ and $\Delta(x)$ must have a right-lcm. This is so in every category that admits right-lcms, so Proposition 2.35 implies:

Corollary 3.45 (co-Garside). If $\Delta$ is a Garside map in a cancellative category $\mathcal{C}$ that is left-Noetherian, then $\tilde{\Delta}$ is a co-Garside map in $\mathcal{C}$ and every element of $\mathcal{C}$ admits a $\Delta$-conormal decomposition.

Before proving Proposition 3.44 we begin with an auxiliary result about duality.

Lemma 3.46. If $\Delta$ is a Garside map in a cancellative category $\mathcal{C}$ and $f$, $g$ are elements of $\mathcal{C}(x, \cdot)$, then, for every $m$ satisfying $m \geq \max(\sup(\Delta), \sup(\Delta))$ and for every $h$ in $\text{Div}(\Delta^m(x))$, the following are equivalent:

(i) The element $h$ is a right-lcm of $f$ and $g$.
(ii) The element $h[m]$ is a right-gcd of $\phi^m f$ and $\phi^m g$.

We skip the verification, which simply consists of applying the equivalences of Lemma 3.40 in the definition of a right-lcm.

Proof of Proposition 3.44 First, by definition, the target of $\tilde{\Delta}(y)$ is $y$. Next, always by definition, we have $D_{\text{iv}}(\tilde{\Delta}) = D_{\text{iv}}(\Delta) = \tilde{D}_{\text{iv}}(\Delta)$, and the latter family generates $\mathcal{C}$. Hence, by definition, $\tilde{\Delta}$ is a co-Garside map in $\mathcal{C}$ if and only if, for every $g$ in $\mathcal{C}(\cdot, y)$, the elements $g$ and $\Delta(y)$ have a right-gcd. So (i) and (ii) are equivalent.

Assume now that (i) and (ii) are satisfied, and let $g$ belong to $\mathcal{C}(x, \cdot)$. By Lemma 1.43 there exists $m$ such that $g$ left-divides $\Delta^m(x)$. The map $\tilde{\Delta}$ is co-Garside, hence, by the counterpart of Proposition 3.44 so is its iterate $\tilde{\Delta}_{m-1}$. Hence the elements $\phi^m g$ and $\tilde{\Delta}_{m-1}^{m-1}(\phi^m(x))$ admit a right-gcd. By Lemma 3.46 this implies that $\tilde{\phi}_{m-1}^{m}(g)$ and $\tilde{\phi}_{m-1}^{m}(\tilde{\Delta}_{m-1}^{m-1}(\phi^m(x)))$, that is, $g$ and $\Delta(x)$, admit a right-lcm. So (i) implies (iii).

Conversely, assume (iii). By (1.40), $\Delta^m(x)$ is a product of factors $\Delta(\cdot)$, so, by Proposition 1.2.12 (iterated lcm), for every $m$ and every $f$ in $\mathcal{C}(x, \cdot)$, the elements $f$ and $\Delta^m(x)$ admit a right-lcm. Let $g$ be an element of $\mathcal{C}(\cdot, y)$. There exists $m$ such that $g$ right-divides $\tilde{\Delta}(g)$. By the above remark, $\tilde{\phi}_{m}^{m}(g)$ and $\Delta^{m-1}(\phi^{m-1}(x))$ admit a right-lcm. By Lemma 3.46 this implies that $\tilde{\phi}_{m}^{m}(\tilde{\phi}_{m}^{m}(g))$ and $\tilde{\phi}_{m}^{m}(\Delta^{m-1}(\phi^{m-1}(y)))$, that is, $g$ and $\Delta(y)$, admit a right-gcd. So (iii) implies (ii).

We conclude with an explicit computation of a co-head starting from a map that determines the right-lcm with $\Delta$.

Proposition 3.47 (co-head). If $\Delta$ is a Garside map in a cancellative category $\mathcal{C}$ and $\Delta(x)H(f)$ is a right-lcm of $f$ and $\Delta(x)$ for every $f$ in $\mathcal{C}(x, \cdot)$, then, for $g$ satisfying $\sup_\Delta(g) \leq m$, the element $\partial(H^{m-1}(\tilde{\phi}_{m}^{m}(g)))$ is a $\Delta$-co-head of $g$.
Proof. First Proposition \([12.12](\text{iterated lcm})\) and \([1.40]\) imply that, for every \(f\) in \(C(x, -)\) and every \(k\), a right-lcm of \(f\) and \(\Delta^{[k]}(x)\) is \(\Delta^{[k]}(x) \hat{H}^k(f)\).

Now assume that \(g\) lies in \(C(-, y)\) and satisfies \(\sup_{\Delta}(g) \leq m\). By the above remark, a right-lcm of \(\hat{\partial}^{[m]}[g] \) and \(\Delta^{[m-1]}(\phi^{-m}(y))\) is \(\Delta^{[m-1]}(\phi^{-m}(y)) A^{m-1}(\hat{\partial}^{[m]}[g])\). Then the proof of Proposition \([3.44]\) shows that \(\hat{\partial}^{[m]}(\Delta^{[m-1]}(\phi^{-m}(y))) \hat{H}^{m-1}(\hat{\partial}^{[m]}[g])\) is a right-gcd of \(g\) and \(\Delta(y)\), hence \(\Delta\)-co-head of \(g\). Now, by \([3.42]\), the above element is \(\hat{\partial}(\hat{H}^{m-1}(\hat{\partial}^{[m]}[g]))\).

\[\square\]

Exercises

Exercise 57 (invertible elements). Assume that \(C\) is a left-cancellative category and \(S\) is a Garside family of \(C\) that is right-bounded by \(\Delta\). Show that, for \(\epsilon\) in \(C(x, y)\), one has \(\hat{\partial}_\epsilon(\epsilon) = \epsilon^{-1}\Delta(x)\) and \(\phi_{\Delta}(\epsilon) = \epsilon_1\hat{\partial}_\epsilon(\phi_{\Delta}(g))\), where \(s\) in \(S\) and \(\epsilon_1\) in \(C^e\) satisfy \(\epsilon^{-1}\Delta(x) = se_1^{-1}\).

Exercise 58 (changing \(\Delta\)). Assume that \(C\) is a left-cancellative category and \(S\) is a Garside family of \(C\) that is right-bounded by two maps \(\Delta, \Delta'\). (i) Define \(\hat{E}: \text{Obj}(C) \rightarrow C^e\) by \(\hat{\Delta}'(x) = \Delta(x)E(x)\). Show that \(\phi_{\Delta'}(g) = (\Delta^{-1}(x) \phi_{\Delta}(g)) E(y)\) holds for every \(g\) in \(C(x, y)\). (ii) Show that an element is \(\Delta\)-like with respect to \(\Delta\) if and only if it is \(\Delta'\)-like with respect to \(\Delta'\).

Exercise 59 (preserving \(D_{\text{inv}}(\Delta)\)). Assume that \(C\) is a category, \(\Delta\) is a map from \(\text{Obj}(C)\) to \(C\) and \(\phi\) is a functor from \(C\) into itself that commutes with \(\Delta\). Show that \(\phi\) maps \(D_{\text{inv}}(\Delta)\) and \(D_{\text{inv}}(\Delta')\) to themselves.

Exercise 60 (preserving normality I). Assume that \(C\) is a cancellative category, \(S\) is a Garside family of \(C\), and \(\phi\) is a functor from \(C\) to itself. (i) Show that, if \(\phi\) induces a permutation of \(S^2\), then \(\phi\) preserves \(S\)-normality. (ii) Show that \(\phi\) preserves non-invertibility, that is, \(\phi(g)\) is invertible if and only if \(g\) is.

Exercise 61 (preserving normality II). Assume that \(C\) is a left-cancellative category and \(S\) is a Garside family of \(C\) that is right-bounded by a map \(\Delta\). (i) Show that \(\phi_{\Delta}\) preserves normality if and only if there exists an \(S\)-head map \(H\) satisfying \(H(\phi_{\Delta}(g)) \equiv \phi_{\Delta}(H(g))\) for every \(g\) in \((S^2)^2\), if and only if, for each \(S\)-head map \(H\), the above relation is satisfied. (ii) Show that a sufficient condition for \(\phi_{\Delta}\) to preserve normality is that \(\phi_{\Delta}\) preserves left-gcds on \(S^2\), that is, if \(r, s, t\) belong to \(S^2\) and \(r\) is a left-gcd of \(s\) and \(t\), then \(\phi_{\Delta}(r)\) is a left-gcd of \(\phi_{\Delta}(s)\) and \(\phi_{\Delta}(t)\).

Exercise 62 (normal decomposition). Assume that \(C\) is a left-cancellative category, \(\Delta\) is a right-Garside map in \(C\) such that \(\phi_{\Delta}\) preserves normality, and \(f, g\) are elements of \(C\) such that \(fg\) is defined and \(f \simeq \Delta^{[m]}(-)\) holds, say \(ff' = \Delta^{[m]}(-)\) with \(m \geq 1\). Show that \(f'\) and \(g\) admit a left-gcd and that, if \(h\) is such a left-gcd, then concatenating a \(D_{\text{inv}}(\Delta)\)-normal decomposition of \(fh\) and a \(D_{\text{inv}}(\Delta)\)-normal decomposition of \(h^{-1}g\) yields a \(D_{\text{inv}}(\Delta)\)-normal decomposition of \(fg\). [Hint: First show that concatenating \(fh\)
and a $\mathcal{D}iv(\Delta[m])$-normal decomposition of $h^{-1}g$ yields a $\mathcal{D}iv(\Delta[m])$-normal decomposition of $fg$ and apply Exercise 42 in Chapter IV.

Exercise 63 (no left-gcd). Let $M = (\mathbb{Z} \times \mathbb{N} \times \mathbb{N}) \setminus (\mathbb{Z}_{<0} \times \{0\} \times \{0\})$, $a = (1, 0, 0)$, $b_i = (-i, 1, 0)$, and $c_i = (-i, 0, 1)$ for $i \geq 0$.

(i) Show that $M$ is a submonoid of the additive monoid $\mathbb{Z} \times \mathbb{N}^2$, and it is presented by the commutation relations plus the relations $b_i = b_{i+1}a$ and $c_i = c_{i+1}a$ for $i \geq 0$. (ii) Show that the elements $b_0$ and $c_0$ admit no right-lcm. [Hint: Observe that $b_0c_i = c_0c_i = (-i, 1, 1)$ holds for every $i$.] (iii) Is $\Delta = (1, 1, 1)$ a Garside element in $M$? [Hint: Look for a left-gcd of $b_0^2$ and $\Delta$.]

Exercise 64 (iterated duality). Assume that $\Delta$ is a Garside map in a cancellative category $C$. (i) Show that $\partial^{m'}(g) = \partial^m(g) \Delta^{m'-m}(\phi_m(x))$ holds for $m' \geq m$ and $g$ in $\mathcal{D}iv(\Delta^m(x))$. (ii) Show that $\tilde{\partial}^{m'}(g) = \Delta_{m'-m}(\phi_m^{-1}(y)) \tilde{\partial}^m(g)$ holds for $m' \geq m$ and $g$ in $\tilde{\mathcal{D}}iv(\Delta_{m}(y))$.

Notes

Sources and comments. The developments in this chapter are probably new in the current general framework but, of course, they directly extend a number of previously known results involving Garside elements. It seems that the latter have been considered first in D.–Paris [99] (with the additional assumption that the Garside element is the least common multiple of the atoms) and in [80] in the now standard form. The observation that, in a categorical context, a Garside element has to be replaced with a map or, equivalently, with a sequence of elements that locally play the role of a Garside element, which is implicit in [77, Chapter VIII] (see Chapter XI) and in Krammer [163] (see Chapter XIV), appears explicitly in Digne–Michel [109], Godelle [138], and Bessis [8]. In particular, the latter source explicitly mentions the construction of the automorphism $\phi_\Delta$ associated with a Garside map $\Delta$ as a natural transformation.

The name “Garside category” was used in some sources, and it could be used in the current framework to qualify a cancellative category that admits a Garside map, that is, equivalently, that admits a Garside family that is bounded by a target-injective map. We did not find it useful to introduce this terminology here, but it is certainly natural.

The introduction of $\Delta$-normal decompositions goes back at least to the book of D. Epstein et al. [118], and it is the one F.A. Garside was closed to in [124]. The extension to the category context is just an exercise—however some fine points like the connection with the symmetric normal decompositions and with co-normal (or “right-normal”) decompositions requires some care.

The technical notion of a right-Garside map had not been considered before and probably has little interest in itself, but it is useful to notice that a number of consequences of
the existence of a Garside map, typically the existence of common right-multiples, follow from weaker assumptions. By the way, one could even consider the still weaker assumption that all elements of $S(x, -)$ admit a common right-multiple but not demanding that the latter lies in $S$: it seems that not much can be said starting from that assumption, except when the ambient category is Noetherian, in which case it turns out to be essentially equivalent to being right-bounded.

The main new result in this chapter is maybe Proposition 2.35 about the existence of gcds and lcm$s$ when the ambient category is not assumed to be Noetherian. Corollary 2.41 shows that, when one restricts to monoids that contain no nontrivial invertible element and that are strongly Noetherian, the context of bounded Garside families essentially coincides with that of quasi-Garside monoids. In a sense, this shows that, apart from more or less pathological examples, typically non-Noetherian monoids or categories, no completely new example is to be expected. However, the current approach arguably provides a better understanding of what is crucial and what is not for each specific property, typically the existence of lcm$s$ and gcd$s$. Also, we shall see in Chapter XII a number of non-Noetherian examples that would be non-eligible in a restricted framework although they are not pathological in any sense.

**Further questions.** For a cancellative category to admit a Garside map implies constraints, like the existence of left-gcd$s$ and left-lcm$s$, but we do not know exactly how strong is the condition. It can be shown that, if $S$ is any Garside family in a cancellative category $C$ that admits lcm$s$ and gcd$s$, then there exists an extension $\hat{C}$ of $C$ in which $S$ becomes bounded. The principle is to embed $S$ into a bounded Garside germ $\hat{S}$ (see Chapter VI) whose domain is defined by $\hat{S}(x, y) = S(x, y) \times \{0\} \sqcup S(y, x) \times \{1\}$, and, with obvious conventions, the multiplication is given by $(s, 0) \cdot (t, 0) = (st, 0)$, $(s, 0) \cdot (t, 1) = (r, 1)$ for $rt = s$, $(s, 1) \cdot (t, 0) = (r, 1)$ for $rs = t$, and $(s, 1) \cdot (t, 1)$ never defined. An amusing verification involving the rules satisfied by the left-gcd and right-lcm shows that the germ $\hat{S}$ admits an $I$-function that satisfies the $I$-law and, therefore, it is a Garside germ by Proposition VI.2.8 (recognizing Garside germ $I$). It is then easy to check that the map $\hat{\Delta}$ defined by $\hat{\Delta}(x) = (1, 1)$ provides the expected Garside map in the category $\hat{C}$ generated by $\hat{S}$ and that mapping $g$ to $(g, 0)$ embeds $C$ into $\hat{C}$. However, using this abstract construction to deduce new properties of $\hat{C}$ remains an open question.

We saw in Example 1.49 that the existence of a right-bounded Garside family does not imply the existence of right-lcm$s$. However, the non-existence of right-lcm$s$ in this trivial example comes from the existence of several objects, and on the fact that the family is right-bounded, but not bounded. On the other hand, Proposition 2.35 shows that right-lcm$s$ do exist in the case of a bounded Garside family whenever the ambient category is left-Noetherian. This leads to the following questions:

**Question 15.** Does every right-cancellative monoid that admits a right-bounded Garside family admit right-lcm$s$?

**Question 16.** Does every cancellative category that admits a bounded Garside family admit right-lcm$s$?
Both questions seem open. For instance, the naive tentative consisting in starting from the presentation \( \langle a, b, c, d \mid ab = bc = ca, ba = ad = db \rangle \) as on the right fails: indeed, \( a \) and \( b \) admit no right-lcm since both \( ab \) and \( ba \) are distinct right-mcm’s, but the divisors of \( \Delta \) do not make a Garside family since \( a^2b \) has no unique head, being left-divisible both by \( a^2 \) and by \( ab \). See Exercise 63 for another simple example failing to negatively answer Question 15.

Always in the chapter of Noetherianity conditions, several questions involve the height of elements (maximal length of a decomposition into non-invertible elements). In particular, Proposition 2.40 leaves the following open:

**Question 17.** If \( \Delta \) is a right-Garside map in a left-cancellative category \( \mathcal{C} \) and every element \( \Delta(x) \) has a finite height, is \( \mathcal{C} \) strongly Noetherian?

On the other hand, Question 13 in Chapter IV specializes to

**Question 18.** If \( \Delta \) is a Garside map in a cancellative category \( \mathcal{C} \) and \( \text{ht}(\Delta(x)) \leq K \) holds for every \( x \), is \( \text{ht}(\Delta^m(x)) \) bounded above by a linear function of \( m \)?

We recall that Proposition 2.40 gives for \( \text{ht}(\Delta^m(x)) \) the upper bound \( K^m \). The question was addressed for monoids by H. Sibert in [209], but left open: it is proved there that the answer to Question 18 is positive for the monoid \( \langle a, b \mid ababa = b^2 \rangle \), yet a natural candidate for a negative answer. Proving that the monoid is strongly Noetherian is non-trivial, and proving that, for \( \Delta = b^3 \), the height of \( \Delta^m \) is bounded above by a linear function of \( m \) resorts on a very tricky argument combining normal and co-normal decompositions. Monoids for which the answer to Question 18 is positive have been called *tame*. The results of Charney–Meier–Whittlesey [57] about the homology of Garside groups use the assumption that the considered monoid is tame.

We saw in Lemma 3.40 that the duality maps \( \partial \) and \( \tilde{\partial} \), or their iterated versions \( \partial^m \) and \( \tilde{\partial}^m \), exchange left- and right-divisibility, and one can wonder whether there exists a simple connection between left- and right-Noetherianity when a bounded Garside family exists. There is no clear positive answer, because the formulas of Lemma 3.40 reverse the orientation of inequalities.

Finally, note that the validity of the second domino rule has been established under two different families of conditions. In both cases, the considered Garside family \( \mathcal{S} \) is assumed to be closed under left-divisor, but, in Proposition IV.1.39 (domino 2), \( \mathcal{S} \) is closed under left-comultiple and the ambient category is cancellative, whereas, in Proposition 1.52, \( \mathcal{S} \) is right-bounded by a map \( \Delta \) such that \( \phi_\Delta \) preserves normality.

**Question 19.** Can one merge the arguments used to establish the second domino rules? Are there underlying common sufficient conditions?

We know of no connection between the latter conditions, but we have no example separating them either.
Chapter VI
Germs

In Chapter IV, we assume that a category $\mathcal{C}$ is given and investigate necessary and sufficient conditions for a subfamily $S$ of $\mathcal{C}$ to be a Garside family. In the current chapter, we do not start from a pre-existing category but consider instead an abstract family $S$ equipped with a partial product and investigate necessary and sufficient conditions for such a structure, called a germ, to generate a category in which $S$ embeds as a Garside family. The main result here are Propositions 2.8 and 2.28 which provide simple characterizations of such structures, naturally called Garside germs. These results arguably provide intrinsic axiomatizations of Garside families. As we shall see in several subsequent examples, the germ approach provides a powerful mean for constructing and investigating Garside structures.

The chapter comprises three sections. Section 1 contains basic results about general germs and Garside germs, in particular results showing how a number of global properties of the category can be read inside the germ. Next, we establish in Section 2 the characterizations of Garside germs alluded to above. As can be expected, the criteria take a more simple form (Propositions 2.41 and 2.49) when additional assumptions are satisfied, typically (local versions of) Noetherianity or existence of lcm's. We also describe a general scheme for constructing a Garside germ starting from a group with a distinguished family of generators (Proposition 2.69 and its variations). Finally, in Section 3, we introduce the natural notion of a bounded germ, corresponding to the bounded Garside families of Chapter V, and establish a new characterization (Proposition 3.12), as well as a scheme for constructing a Garside germ, this time from a group with a lattice ordering.

Main definitions and results (in abridged form)

Definition 1.3 (germ). A germ is a triple $(S, 1_S, \cdot)$ where $S$ is a precategory, $1_S$ is a subfamily of $S$ consisting of an element $1_x$ with source and target $x$ for each object $x$, and $\cdot$ is a partial map from $S^2$ into $S$ that satisfies (1.4) If $s \cdot t$ is defined, the source of $s \cdot t$ is the source of $s$, and its target is the target of $t$; (1.5) The relations $1_x \cdot s = s = s \cdot 1_y$ hold for each $s$ in $S(x, y)$; (1.6) If $r \cdot s$ and $s \cdot t$ are defined, then $(r \cdot s) \cdot t$ is defined if and only if $r \cdot (s \cdot t)$ is, in which case they are equal. A germ is said to be left-associative (resp. right-associative) if (1.7) if $(r \cdot s) \cdot t$ is defined, then so is $s \cdot t$ (resp. (1.8) if $r \cdot (s \cdot t)$ is defined, then so is $r \cdot s$). If $(S, 1_S, \cdot)$ is a germ, we denote by $\text{Cat}(S, 1_S, \cdot)$ the category $(S | R_{\cdot})^+$, where $R_{\cdot}$ is the family of all relations $st = s \cdot t$ with $s, t$ in $S$ and $s \cdot t$ defined.

Proposition 1.11 (germ from Garside). If $S$ is a solid Garside family in a left-cancellative category $\mathcal{C}$, then $S$ equipped with the induced partial product is a germ $S$ and $\mathcal{C}$ is isomorphic to $\text{Cat}(S)$. 

Proposition 1.13 (embedding). If $S$ is a left-associative germ, the map $i : S$ is injective and the product of $\text{Cat}(S)$ extends the image of $\cdot$ under $i$. Moreover, $\iota S$ is a solid subfamily of $\text{Cat}(S)$, and it is closed under left-divisor in $\text{Cat}(S)$ if and only if $S$ is right-associative.

Definition 1.17 (cancellative). A germ $S$ is called left-cancellative (resp. right-cancellative) if there exist no triple $s, t, t'$ in $S$ satisfying $t \neq t'$ and $s \cdot t = s \cdot t'$ (resp. $t \cdot s = t' \cdot s$). It is called cancellative if it is both left- and right-cancellative.

Definition 1.21 (Noetherian germ). A germ $S$ is called left-Noetherian (resp. right-Noetherian) if the relation $\prec_S$ (resp. the relation $\preceq_S$) is well-founded. It is called Noetherian if it is both left- and right-Noetherian.

Definition 1.23 (Garside germ). A germ $S$ is a Garside germ if there exists a left-cancellative category $C$ such that $S$ is a solid Garside family of $C$.

Definition 2.5 ($\mathfrak{J}$-law, $\mathfrak{J}$-law). If $S$ is a germ and $I, J$ are maps from $S^{[2]}$ to $S$, we say that $I$ obeys the $\mathfrak{J}$-law if, for every $(s_1, s_2, s_3)$ in $S^{[3]}$ with $s_1 \cdot s_2$ defined, we have 

$$I(s_1, I(s_2, s_3)) = I(s_1 \cdot s_2, s_3).$$

We say that $J$ obeys the $\mathfrak{J}$-law if, for every $(s_1, s_2, s_3)$ in $S^{[3]}$ with $s_1 \cdot s_2$ defined, we have 

$$J(s_1, s_2 \cdot J(s_2, s_3)) = s_2 \cdot J(s_1, s_2, s_3).$$

If the counterpart of (2.6) or (2.7) with $\prec$ replacing $\preceq$ is satisfied, we say that $I$ (resp. $J$) obeys the sharp $\mathfrak{J}$-law (resp. the sharp $\mathfrak{J}$-law).

Proposition 2.8 (recognizing Garside germ I). A germ $S$ is a Garside germ if and only if it satisfies one of the following equivalent conditions: (2.9) $S$ is left-associative, left-cancellative, and admits an $\mathfrak{J}$-function obeying the sharp $\mathfrak{J}$-law; (2.10) $S$ is left-associative, left-cancellative, and admits a $\mathfrak{J}$-function obeying the sharp $\mathfrak{J}$-law.

Proposition 2.24 (recognizing Garside germ IV). A solid generating subfamily $S$ of a left-cancellative category $C$ is a Garside family if and only if one of the following equivalent conditions is satisfied: (2.23) There exists $I : S^{[2]} \to S$ satisfying $s_1 \prec I(s_1, s_2) \neq s_1 s_2$ for all $s_1, s_2$, and $I(s_1, I(s_2, s_3)) = I(s_1 s_2, s_3)$ for every $s_1 s_2 s_3$ in $S^{[3]}$ with $s_1 s_2$ in $S$. (2.26) There exists $J : S^{[2]} \to S$ satisfying $s_1 J(s_1, s_2) \in S$ and $J(s_1, s_2) \preceq s_2$ for all $s_1, s_2$, and $J(s_1, J(s_2, s_3) = s_2 J(s_1, s_2, s_3)$ for every $s_1 s_2 s_3$ in $S^{[3]}$ with $s_1 s_2$ in $S$.

Definition 2.27 (greatest $\mathfrak{J}$- or $\mathfrak{J}$-function). An $\mathfrak{J}$-function $I$ for a germ $S$ is called a greatest $\mathfrak{J}$-function if, for every $s_1 | s_2$ in $S^{[2]}$, the value $I(s_1, s_2)$ is a $\succ$-greatest element in $\mathfrak{J}_S(s_1, s_2)$; id. for a greatest $\mathfrak{J}$-function replacing $\mathfrak{J}_S(s_1, s_2)$ with $\mathfrak{J}_S(s_1, s_2)$.

Proposition 2.28 (recognizing Garside germ II). A germ $S$ is a Garside germ if and only if it satisfies one of the following equivalent conditions: (2.30) The germ $S$ is left-associative, left-cancellative, and admits a greatest $\mathfrak{J}$-function; (2.31) The germ $S$ is left-associative, left-cancellative, and admits a greatest $\mathfrak{J}$-function.

Proposition 2.41 (recognizing right-Noetherian germ). A right-Noetherian germ $S$ is a Garside germ if and only if it is left-associative, left-cancellative, and satisfies (2.40). In this case, the category $\text{Cat}(S)$ is right-Noetherian.

Proposition 2.47 (recognizing Garside germ, atomic case). If a germ $S$ is associative, left-cancellative, right-Noetherian, and admits conditional right-lcms, and $A$ is a subfamily of $S$ such that $A \cup S^n$ generates $S$ and satisfies $S^n A \subseteq A S^n$, then $S$ is a Garside
germ whenever it satisfies the condition: \[a \cdot s < b \cdot s, a, b \in A, s \in S.\]

**Definition 2.52 (tight).** If \( \Sigma \) positively generates a groupoid \( G \), then \( G \) is called \( \Sigma \)-tight if \( \left\| g_1 \cdots g_p \right\|_\Sigma = \left\| g_1 \right\|_\Sigma + \cdots + \left\| g_p \right\|_\Sigma \).

**Definition 2.54 (\( \Sigma \)-prefix, \( \Sigma \)-suffix).** If \( \Sigma \) positively generates a groupoid \( G \), then \( f \cdot g \) for \( f, g \in G \) is a \( \Sigma \)-prefix of \( g \) if \( f \leq \Sigma g \) and \( f \cdot g \) is \( \Sigma \)-tight. Symmetrically, \( g \cdot h \) is a \( \Sigma \)-suffix of \( g \) if \( g \leq \Sigma h \) and \( g \cdot h \) is \( \Sigma \)-tight.

**Definition 2.58 (derived structure).** If a groupoid \( G \) is positively generated by a family \( \Sigma \) and \( H \) is a subfamily of \( G \), then \( H \) is the derived structure of \( G \) from \( \Sigma \). If \( \hat{f} \cdot g \) in \( G \) with the same source, then \( f \) is the partial operation on \( H \) such that \( f \cdot g = h \) holds if and only if \( f \cdot g \in G \) and \( f \cdot g \) is \( \Sigma \)-tight.

**Proposition 2.66 (derived Garside II).** If a groupoid \( G \) is positively generated by a family \( \Sigma \) and \( H \) is a subfamily of \( G \) that is closed under \( \Sigma \)-prefix and \( \Sigma \)-suffix, then \( H \) is a Garside germ whenever the following two conditions are satisfied: \[a \cdot b < c \cdot b, a, b, c \in A, s, t \in S.\]

**Proposition 2.69 (derived Garside III).** If a groupoid \( G \) is positively generated by a family \( \Sigma \) and \( H \) is a subfamily of \( G \) that is closed under \( \Sigma \)-prefix and \( \Sigma \)-suffix and any two elements of \( H \) admit a \( \leq \Sigma \)-least upper bound, then \( H \) is a Garside germ.

**Definition 3.1 (right-bounded).** A germ \( S \) is called right-bounded by a map \( \Delta \) from \( \text{Obj}(S) \) to \( S \) if (i) For every object \( x \), the source of \( \Delta(x) \) is \( x \). (ii) For every \( s \) in \( S(x, -) \), there exists \( t \) in \( S \) satisfying \( s \cdot t = \Delta(x) \). If \( S \) is left-cancellative, we denote by \( \partial_s \) (or \( \partial_j \) for \( j \)), the element \( t \) involved in (ii).

**Proposition 3.5 (recognizing right-bounded Garside germ).** If a germ \( S \) is associative, left-cancellative, right-bounded by a map \( \Delta \) and admits left-gcds, then \( S \) is a Garside germ and its image in \( \text{Cat}(S) \) is a Garside family that is right-bounded by \( \Delta \).

**Definition 3.7 (bounded germ).** A germ \( S \) is called bounded by a map \( \Delta \) from \( \text{Obj}(S) \) to \( S \) if it is right-bounded by \( \Delta \) and, in addition, for every \( y \), there exists \( x \) such that, for every \( s \) in \( S(x, y) \), there exists \( r \) in \( S(x, -) \) satisfying \( r \cdot s = \Delta(x) \).

**Proposition 3.12 (recognizing bounded Garside germ).** For an associative, cancellative, and bounded germ \( S \), the following conditions are equivalent: (i) The germ \( S \) is a Garside germ; (ii) The germ \( S \) admits left-gcds.

**Proposition 3.13 (right-cancellativity).** Assume that \( S \) is a germ that is associative, cancellative, with no nontrivial invertible element and bounded by a map \( \Delta \), that \( \Delta \) is target-lociadiv, that \( \partial \) is a bijection from \( S \) to itself, and that, if \( s \cdot t \) is defined, then so is \( \partial^{-1} s \cdot \partial^{-1} t \). Then \( \text{Cat}(S) \) is cancellative and \( \phi_\Delta \) is an automorphism.
1 Germs

If $C$ is a category and $S$ is a subfamily of $C$, the restriction of the multiplication to $S$ is a partial binary operation that gives information about $C$. This lacunary structure is what we call a germ. In this section, we gather basic results about germs and introduce the notion of a Garside germ that will be central in the sequel.

The section is organized as follows. In Subsection 1.1, we introduce the abstract notion of a germ, which is a precategory equipped with a partial product satisfying some weak associativity conditions. In Subsection 1.2, we give a sufficient condition for a germ to embed in the canonically associated category and, when it is so, we establish a few basic results involving derived notions like divisibility or atoms. Finally, in Subsection 1.3, we introduce the notion of a Garside germ and deduce from the results of Chapter IV several transfer results from a Garside germ to the associated category.

1.1 The notion of a germ

If $C$ is a category and $S$ is a subfamily of $C$, then, if $s, t$ lie in $S$ and $st$ is defined, that is, the target of $s$ is the source of $t$, the product $st$ may belong or not belong to $S$. When we restrict to the case when the product belongs to $S$, we obtain a partial map from $S \times S$ to $S$. We observe in this subsection that, when $S$ is a solid Garside family in $C$, then the whole structure of $C$ can be recovered from this partial product on $S$.

Notation 1.1 (partial product $\cdot$). If $S$ is a subfamily of a category $C$, we denote by $S$ the structure $(S, 1_S, \cdot)$, where $\cdot$ is the partial map from $S^{[2]}$ to $S$ defined by $s \cdot t = st$ whenever $st$ lies in $S$.

Two typical examples are displayed in Figure 1.

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>a</th>
<th>b</th>
<th>ab</th>
<th>c</th>
<th>ac</th>
<th>bc</th>
<th>$\Delta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>a</td>
<td>b</td>
<td>ab</td>
<td>a</td>
<td>ac</td>
<td>bc</td>
<td>$\Delta$</td>
</tr>
<tr>
<td>a</td>
<td>b</td>
<td>ab</td>
<td>ac</td>
<td>$\Delta$</td>
<td>$\sigma_1$</td>
<td>$\sigma_1$</td>
<td>$\sigma_1\sigma_1$</td>
<td>$\Delta$</td>
</tr>
<tr>
<td>b</td>
<td>ab</td>
<td>$\Delta$</td>
<td>$\sigma_2$</td>
<td>$\sigma_2\sigma_1$</td>
<td>$\Delta$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ab</td>
<td>c</td>
<td>ac</td>
<td>$\Delta$</td>
<td>$\sigma_2\sigma_1$</td>
<td>$\Delta$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>c</td>
<td>ac</td>
<td>$\Delta$</td>
<td>$\Delta$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ac</td>
<td>$\Delta$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>bc</td>
<td>$\Delta$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\Delta$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 1. Partial products induced by the ambient monoid multiplication, in the case of the family $S_3$ in the monoid $\mathbb{N}^3$ (left, Reference Structure 1 page 3 writing a, b, c for $a_1$, $a_2$, $a_3$), and in the case of the family $Div(\Delta_3)$ in the braid monoid $B_3^+$ (right, Reference Structure 2 page 3 writing $\Delta$ for $\Delta_3$).

In the above situation, the partial product necessarily obeys some constraints. We recall that, if $C$ is a category and $S$ is included in $C$, then, for $x, y$ in $Obj(C)$, we denote by $S(x, y)$ the family of all elements of $S$ with source $x$ and target $y$. 
Lemma 1.2. Assume that $\mathcal{S}$ is a subfamily of a category $\mathcal{C}$ that includes $1_\mathcal{C}$. Let $\bullet$ be the partial operation on $\mathcal{S}$ induced by the multiplication of $\mathcal{C}$.

(i) If $s \bullet t$ is defined, the source (resp. target) of $s \bullet t$ is that of $s$ (resp. of $t$);

(ii) The relations $1_x \bullet s = s = s \bullet 1_y$ hold for each $s$ in $\mathcal{S}(x,y)$;

(iii) If $r \bullet s$ and $s \bullet t$ are defined, then $(r \bullet s) \bullet t$ is defined if and only if $r \bullet (s \bullet t)$ is, in which case they are equal.

Moreover, if $\mathcal{S}$ is closed under right- (resp. left-) divisor in $\mathcal{C}$, then, if $(r \bullet s) \bullet t$ (resp. if $r \bullet (s \bullet t)$) is defined, then so is $s \bullet t$ (resp. so is $r \bullet s$).

Proof. Points (i) and (ii) follow from $\bullet$ being included in the multiplication of $\mathcal{C}$. As for (iii), it follows from associativity in $\mathcal{C}$: saying that $(r \bullet s) \bullet t$ exists means that the product $(rs)t$ belongs to $\mathcal{S}$, hence so does $r(st)$. As, by assumption, $r \bullet s$ exists, this amounts to $r \bullet (s \bullet t)$ being defined.

For the final point, if $\mathcal{S}$ is closed under right-divisor, the assumption that $(r \bullet s) \bullet t$ is defined implies that $(rs)t$, hence $r(st)$ as well, belong to $\mathcal{S}$, which implies that $st$ belongs to $\mathcal{S}$, hence that $s \bullet t$ is defined. The argument is symmetric when $\mathcal{S}$ is closed under left-divisor.

In order to investigate the above situation, we shall start from abstract families that obey the rules of Lemma 1.2. To this end, we introduce a specific terminology. We recall from Definition 1.3 that a precategory consists of two collections $\mathcal{S}$ and $\text{Obj}(\mathcal{S})$ with two maps, source and target, from $\mathcal{S}$ to $\text{Obj}(\mathcal{S})$.

Definition 1.3 (germ). A germ is a triple $(\mathcal{S}, 1_\mathcal{S}, \bullet)$ where $\mathcal{S}$ is a precategory, $1_\mathcal{S}$ is a subfamily of $\mathcal{S}$ consisting of an element $1_x$ with source and target $x$ for each object $x$, and $\bullet$ is a partial map from $\mathcal{S}^2$ into $\mathcal{S}$ that satisfies

\begin{equation}
(1.4) \quad \text{If } s \bullet t \text{ is defined, the source of } s \bullet t \text{ is the source of } s, \text{ and its target is the target of } t; \end{equation}

\begin{equation}
(1.5) \quad \text{The relations } 1_x \bullet s = s = s \bullet 1_y \text{ hold for each } s \text{ in } \mathcal{S}(x,y); \end{equation}

\begin{equation}
(1.6) \quad \text{If } r \bullet s \text{ and } s \bullet t \text{ are defined, then } (r \bullet s) \bullet t \text{ is defined if and only if } r \bullet (s \bullet t) \text{ is, in which case they are equal.} \end{equation}

The germ is said to be left-associative (resp. right-associative) if

\begin{equation}
(1.7) \quad \text{if } (r \bullet s) \bullet t \text{ is defined, then so is } s \bullet t \end{equation}

\begin{equation}
(1.8) \quad \text{(resp. if } r \bullet (s \bullet t) \text{ is defined, then so is } r \bullet s). \end{equation}

If $(\mathcal{S}, 1_\mathcal{S}, \bullet)$ is a germ, we denote by $\text{Cat}(\mathcal{S}, 1_\mathcal{S}, \bullet)$ the category $(\mathcal{S} | R_\bullet)^+$, where $R_\bullet$ is the family of all relations $st = s \bullet t$ with $s,t$ in $\mathcal{S}$ and $s \bullet t$ defined. In the case of a germ with one object, the associated category is a monoid, and we write $\text{Mon}(\mathcal{S})$ for $\text{Cat}(\mathcal{S}, 1_\mathcal{S}, \bullet)$.

Example 1.9 (germ). The structures of Table 1 are germs as, by definition, the partial products are induced by the composition maps from the monoids $\mathbb{N}^3$ and $B_3^+$. respectively, so, by Lemma 1.2 (1.4), (1.5), and (1.6) are obeyed. Moreover, as the involved
families \( S_3 \) and \( \text{Div}(\Delta_3) \) are closed under right- and left-divisor, these germs are left- and right-associative.

Here are some notational conventions. First, by default, we shall always use \( \bullet \) for the partial product of a germ, and write \( r = s \bullet t \) to mean “\( s \bullet t \) is defined and equal to \( r \)”. Next, we shall in general use the notation \( \mathcal{S} \) for a germ whose domain is \( S \). There would be no big danger in using the same letter for the germ and the underlying domain, but, in this way, the notation makes it visible that a germ is more than a precategory: so, for instance, \( \text{Cat}(\mathcal{S}) \) makes sense, whereas \( \text{Cat}(S) \) does not.

By Lemma 1.2, every subfamily \( S \) of a category \( C \) that includes \( 1_C \) gives rise to an induced germ \( \mathcal{S} \) and, from there, to a derived category \( \text{Cat}(\mathcal{S}) \). Then, all relations of \( R \bullet \) are valid in \( C \) by construction, so \( C \) is a quotient of \( \text{Cat}(\mathcal{S}) \). In most cases, even if \( S \) generates \( C \), the partial product of \( \mathcal{S} \) does not determine the product of \( C \), and \( C \) is a proper quotient of \( \text{Cat}(\mathcal{S}) \).

**Example 1.10 (proper quotient).** Assume that \( C \) is a category generated by a family of atoms \( \mathcal{A} \) and thus containing no nontrivial invertible element. Then the partial product of the germ \( A \cup 1_C \) only consists of the trivial instances listed in (1.5), so the category \( \text{Cat}(A \cup 1_C) \) is a free category based on \( \mathcal{A} \). Hence it is not isomorphic to \( C \) when \( C \) is not free.

On the other hand, the following positive result is the origin of our interest in germs. We recall that a subfamily \( S \) of a category \( C \) is called solid if \( S \) includes \( 1_C \) and is closed under right-divisor.

**Proposition 1.11 (germ from Garside).** If \( S \) is a solid Garside family in a left-cancellative category \( C \), then \( S \) equipped with the induced partial product is a germ \( \mathcal{S} \) and \( C \) is isomorphic to \( \text{Cat}(\mathcal{S}) \).

**Proof.** By Proposition [IV.1.24] (recognizing Garside II), \( S \) is closed under right-comultiple, so, by Proposition [IV.3.4] (presentation, solid case), \( C \) is presented by the relations \( r = st \) with \( r, s, t \) in \( S \), that is, \( C \) admits a presentation that is precisely that of \( \text{Cat}(\mathcal{S}) \). 

In other words, in the case of a solid Garside family \( S \), the induced germ \( \mathcal{S} \) contains all information needed to determine the ambient category.

### 1.2 The embedding problem

From now on, our aim is to characterize which germs give rise to Garside families. The first question is whether a germ necessarily embeds in the associated category. Here we show that this need not be in general, but that satisfying (1.7) is a sufficient condition.
Notation 1.12 (relation $\equiv$). For $\mathcal{S}$ a germ, we denote by $\equiv$ the congruence on $\mathcal{S}^r$ generated by the relations of $\mathcal{R}^r$, and by $\iota$ the prefunctor from $\mathcal{S}$ to $\mathcal{S}^r/\equiv$ that is the identity on $\text{Obj}(\mathcal{S})$ and maps $s$ to the $\equiv$-class of $(s)$.

We recall that $\mathcal{S}^r$ denotes the free category based on $\mathcal{S}$, that is, the category of all $\mathcal{S}$-paths. Path concatenation is denoted by $\|$, and we do not distinguish between an element $s$ of $\mathcal{S}$ and the associated length one path. Thus, mixed expressions like $s|w$ with $s$ in $\mathcal{S}$ and $w$ in $\mathcal{S}^r$ make sense. By definition, the category $\text{Cat}(\mathcal{S})$ is $\mathcal{S}^r/\equiv$, and $\equiv$ is the equivalence relation on $\mathcal{S}^r$ generated by all pairs

$$\begin{align*}
(s_1|\cdots|s_{i-1}|s_i\cdot s_{i+1}|\cdots|s_p, & s_1|\cdots|s_i\cdot s_{i+1}|\cdots|s_p,
\end{align*}$$

that is, the pairs in which two adjacent entries are replaced with their $\cdot$-product, assuming that the latter exists.

Proposition 1.14 (embedding). If $\mathcal{S}$ is a left-associative germ, the map $\iota$ of Notation 1.12 is injective and the product of $\text{Cat}(\mathcal{S})$ extends the image of $\cdot$ under $\iota$. Moreover, $\iota\mathcal{S}$ is a solid subfamily of $\text{Cat}(\mathcal{S})$, and it is closed under left-divisor in $\text{Cat}(\mathcal{S})$ if and only if $\mathcal{S}$ is right-associative.

Proof. We inductively define a partial map $\Pi$ from $\mathcal{S}^r$ to $\mathcal{S}$ by

$$\begin{align*}
\Pi(\varepsilon_x) &= 1_x \quad \text{and} \quad \Pi(s|w) = s\cdot \Pi(w) \quad \text{if $s$ lies in $\mathcal{S}$ and $s\cdot \Pi(w)$ is defined.}
\end{align*}$$

We claim that $\Pi$ induces a well-defined partial map from $\text{Cat}(\mathcal{S})$ to $\mathcal{S}$, more precisely that, if $w, w'$ are $\equiv$-equivalent elements of $\mathcal{S}^r$, then $\Pi(w)$ exists if and only if $\Pi(w')$ does, and in this case they are equal. To prove this, we may assume that $\Pi(w)$ or $\Pi(w')$ is defined and that $(w, w')$ is of the type $\text{(1.13)}$. Let $s = \Pi(s_1|\cdots|s_{p+1})$. The assumption that $\Pi(w)$ or $\Pi(w')$ is defined implies that $s$ is defined. Then $\text{(1.13)}$ gives $\Pi(w) = \Pi(s_1|\cdots|s_{p+1})t$ whenever $\Pi(w)$ is defined, and $\Pi(w') = \Pi(s_1|\cdots|s_{p+1})t'$ whenever $\Pi(w')$ is defined, with $t = \Pi(s_1|s_{i+1}|s)$ and $t' = \Pi(s_1|s_{i+1}|s)$, that is,

$$t = s_i\cdot (s_{i+1}\cdot s) \quad \text{and} \quad t' = (s_i\cdot s_{i+1})\cdot s.$$

So the point is to prove that $t$ is defined if and only if $t'$ is, in which case they are equal.

Now, if $t$ is defined, the assumption that $s_i\cdot s_{i+1}$ is defined plus $\text{(1.6)}$ imply that $t'$ exists and equals $t$. Conversely, if $t'$ is defined, $\text{(1.7)}$ implies that $s_{i+1}\cdot s$ is defined, and then $\text{(1.6)}$ implies that $t$ exists and equals $t'$.

Assume that $s, s'$ lie in $\mathcal{S}$ and $\iota s = \iota s'$ holds, that is, the length one paths $(s)$ and $(s')$ are $\equiv$-equivalent. The above claim gives $s = \Pi((s)) = \Pi((s')) = s'$, so $\iota$ is injective.

Next, assume that $s, t$ belong to $\mathcal{S}$ and $s\cdot t$ is defined. We have $s|t = s\cdot t$, which means that the product of $\iota s$ and $\iota t$ in $\text{Cat}(\mathcal{S})$ is $\iota(s\cdot t)$.

By definition, the objects of $\text{Cat}(\mathcal{S})$ coincide with those of $\mathcal{S}$, so $\iota\mathcal{S}$ contains all identity-elements of $\text{Cat}(\mathcal{S})$. On the other hand, assume that $s$ belongs to $\mathcal{S}$ and $g$ is a
right-divisor of \( t \) is in \( \text{Cat}(\mathcal{S}) \). This means that there exist elements \( s_1, \ldots, s_{p+q} \) of \( \mathcal{S} \) such that \( ts \) is the \( \equiv \)-class of \( s_1 | \cdots | s_{p+q} \) and \( g \) is the \( \equiv \)-class of \( s_{p+1} | \cdots | s_{p+q} \). By the claim above, the first relation implies that \( \Pi(s_1 | \cdots | s_{p+q}) \) exists (and equals \( ts \)). By construction, this implies that \( \Pi(s_{p+1} | \cdots | s_{p+q}) \) exists as well, so we have \( g = t \Pi(s_{p+1} | \cdots | s_{p+q}) \), and \( g \) belongs to \( t \mathcal{S} \). So \( t \mathcal{S} \) is closed under right-divisor in \( \text{Cat}(\mathcal{S}) \) and, therefore, it is a solid subfamily.

Assume now that \( \mathcal{S} \) is right-associative, \( s \) belongs to \( \mathcal{S} \), and \( g \) left-divides \( ts \) in \( \text{Cat}(\mathcal{S}) \). As above, there exist \( s_1, \ldots, s_{p+q} \) in \( \mathcal{S} \) such that \( ts \) is the \( \equiv \)-class of \( s_1 | \cdots | s_{p+q} \) and \( g \) is the \( \equiv \)-class of \( s_{p+1} | \cdots | s_{p+q} \). Hence \( \Pi(s_1 | \cdots | s_{p+q}) \) exists. Using (1.3) \( q \) times to push the brackets to the left, we deduce that \( \Pi(s_1 | \cdots | s_{p+q}) \) is defined as well, so \( g \) belongs to \( t \mathcal{S} \), and \( t \mathcal{S} \) is closed under left-divisor in \( \text{Cat}(\mathcal{S}) \).

Conversely, assume that \( t \mathcal{S} \) is closed under left-divisor in \( \text{Cat}(\mathcal{S}) \) and \( r, s, t \) are elements of \( \mathcal{S} \) such that \( r \bullet (s \bullet t) \) is defined. Then \( cr ts \) left-divides \( c(r \bullet (s \bullet t)) \) in \( \text{Cat}(\mathcal{S}) \), hence there must exist \( s' \) in \( \mathcal{S} \) satisfying \( cr ts = t s' \). By definition, this means that \( r | s \equiv s' \). As \( \Pi(s') \) exists, the claim above implies that \( \Pi(r | s) \) exists as well, which means that \( r \bullet s \) is defined. So (1.3) is satisfied and \( \mathcal{S} \) is right-associative.

**Example 1.16 (not closed).** The conclusion of Proposition 1.14 may fail for a germ that is neither left- nor right-associative. For instance, let \( \mathcal{S} \) consist of six elements \( 1, a, b, c, d, e \), all with the same source and target, and \( \bullet \) be defined by \( 1 \bullet x = x \bullet 1 = x \) for each \( x \), plus \( a \bullet b = c \) and \( c \bullet d = e \). Then \( \mathcal{S} \) is a germ: indeed, the premises of (1.6) can be satisfied only when at least one of the considered elements is \( 1 \), in which case the property follows from (1.5). Now, in the monoid \( \text{Mon}(\mathcal{S}) \), we have \( \iota b = \iota c d = (\iota a \iota b) \iota d = \iota a (\iota b \iota d) \), whereas \( b \bullet d \) is not defined, and \( \iota b \iota d \) is a right-divisor of an element of \( t \mathcal{S} \) that does not belong to \( t \mathcal{S} \).

We refer to Exercise 65 for a similar example where the canonical map \( t \) is not injective (such an example has to be more complicated as we are to find two expressions that receive different evaluations: to prevent (1.6) to force these expressions to have the same evaluation, we need that the expressions share no common subexpression).

In the context of Proposition 1.14, we shall identify \( \mathcal{S} \) with its image in \( \text{Cat}(\mathcal{S}) \), that is, drop the canonical injection \( \iota \). Before going on, we establish a few consequences of the existence of the function \( \Pi \) used in the proof of Proposition 1.14. To state the results, we introduce local versions adapted to germs of a few general notions.

**Definition 1.17 (cancellative).** A germ \( \mathcal{S} \) is called **left-cancellative** (resp. **right-cancellative**) if there exist no triple \( s, t, t' \) in \( \mathcal{S} \) satisfying \( t \neq t' \) and \( s \bullet t = s \bullet t' \) (resp. \( t \bullet s = t' \bullet s \)). It is called **cancellative** if it is both left- and right-cancellative.

If a germ \( \mathcal{S} \) is a category, that is, if the operation \( \bullet \) is defined everywhere, (left)-cancellativity as defined above coincides with the usual notion. Whenever \( \mathcal{S} \) embeds into \( \text{Cat}(\mathcal{S}) \), it should be clear that \( \text{Cat}(\mathcal{S}) \) can be left-cancellative only if \( \mathcal{S} \) is left-cancellative but, conversely, the later property is a priori weaker than the former as the left-cancellativity of a germ involves the products that lie inside the germ only.
If \( S \) is a germ, we have a natural notion of invertible element: an element \( \epsilon \) of \( S(x, y) \) is called invertible if there exists \( \epsilon' \) in \( S \) satisfying \( \epsilon \ast \epsilon' = 1_x \) and \( \epsilon' \ast \epsilon = 1_y \). We denote by \( S^\ast \) the family of all invertible elements of \( S \).

**Definition 1.17** (\( S \)-divisor, \( S \)-multiple). Assume that \( S \) is a germ. For \( s, t \in S \), we say that \( s \) is a left-\( S \)-divisor of \( t \), or that \( t \) is a right-\( S \)-multiple of \( s \), denoted by \( s \preceq_S t \), if there exists \( t' \) in \( S \) satisfying \( s \ast t' = t \); we say that \( s \preceq_S t \) (resp. \( s \succeq_S t \)) holds if there exists \( t' \) in \( S \setminus S^\ast \) (resp. in \( S^\ast \)) satisfying \( s \ast t' = t \). Similarly, we say that \( s \preceq_S t \) (resp. \( s \succeq_S t \)) holds if there exists \( t' \) in \( S \) (resp. in \( S \setminus S^\ast \)) satisfying \( t = t' \ast s \).

In principle, \( \preceq_S \) would be a better notation than \( \preceq_S \) as the relation involves the partial product on \( S \) and not only \( S \), but the difference is not really visible. Note that the current definition of \( \preceq_S \) and its analogs is compatible with those of Definition 1.18 whenever \( S \) embeds in \( \text{Cat}(S) \), the two versions of \( s \preceq_S t \) express that \( st' = t \) holds in \( \text{Cat}(S) \) for some \( t' \) lying in \( S \). So, inasmuch as we consider germs that embed in the associated category, there is no ambiguity in using the same terminology and notation.

**Lemma 1.19.** Assume that \( S \) is a left-associative germ.

(i) An element of \( S \) is invertible in \( \text{Cat}(S) \) if and only if it is invertible in \( S \), that is, \( \text{Cat}(S)^\ast = S^\ast \) holds.

(ii) For \( s, t \in S \), the relation \( s \preceq_S t \) holds in \( \text{Cat}(S) \) if and only if \( s \preceq_S t \) holds.

(iii) The relation \( \preceq_S \) is transitive. If \( r \ast s \) and \( r \ast t \) are defined, then \( r \ast s \preceq_S r \ast t \), and \( s \preceq_S t \) implies \( r \ast s \preceq_S r \ast t \).

Proof. (i) Assume \( \epsilon \in S \). If \( \epsilon \ast \epsilon' = 1 \) holds in \( S \), then \( \epsilon \ast \epsilon' = 1 \) holds in \( \text{Cat}(S) \), so invertibility in \( S \) implies invertibility in \( \text{Cat}(S) \). In the other direction, assume that \( \epsilon \ast \epsilon' = 1 \) holds in \( \text{Cat}(S) \). Then \( \epsilon \) and \( 1_x \) lie in \( S \) and, by Proposition 1.14 (embedding), \( S \) is closed under right-divisor in \( \text{Cat}(S) \). Hence \( \epsilon' \) must lie in \( S \), and \( \epsilon \) is invertible in \( S \).

(ii) Assume \( s, t \in S \) and \( t = st' \) in \( \text{Cat}(S) \). As \( t \) belongs to \( S \) and \( S \) is closed under right-divisor in \( \text{Cat}(S) \), the element \( t' \) must belong to \( S \). So we have \( t = st' \), whence, applying the function \( \Pi \) of Proposition 1.14, \( t = \Pi(t) = \Pi(st') = s \ast t' \). Therefore \( s \preceq_S t \) is satisfied. The converse implication is straightforward.

(iii) As the relation \( \preceq_S \) in \( \text{Cat}(S) \) is transitive, (i) implies that \( \preceq_S \) is transitive as well (a direct alternative proof from left-associativity is also possible). Now, assume that \( r \ast s \) and \( r \ast t \) are defined, and \( t = s \ast t' \) holds. By (i), we deduce \( r \ast t = r \ast (s \ast t') = (r \ast s) \ast t' \), whence \( r \ast s \preceq_S r \ast t \).

(iii) The argument is the same as in Lemma 1.18: Assume that \( s \ast \epsilon \ast t = s \ast \epsilon' \ast t \). We deduce \( s = (s \ast \epsilon') \ast \epsilon \), whence \( s = s \ast (\epsilon' \ast \epsilon) \) by left-associativity. By left-cancellativity, we deduce \( \epsilon' \ast \epsilon = 1_y \) (or the target of \( s \)). So \( \epsilon \) and \( \epsilon' \) are invertible, and \( s \preceq_S t \) holds.

Assume now that \( r \ast s \) and \( r \ast t \) are defined and \( r \ast s \preceq_S r \ast t \) holds. So we have \( r \ast t = (r \ast s) \ast t' \) for some \( t' \). By left-associativity, we deduce that \( s \ast t' \) is defined and we have \( r \ast t = r \ast (s \ast t') \), whence \( t = s \ast t' \) by left-cancellativity. So \( s \preceq_S t \) holds. \( \Box \)
We conclude this preparatory section with a few observations about atoms. Atoms in a category were introduced in Subsection II.2.5 as the elements with no decomposition $g_1|g_2$ with $g_1$ and $g_2$ non-invertible. The definition can be mimicked in a germ.

**Definition 1.20 (atom).** An element $s$ of a germ $\mathcal{S}$ is called an atom if $s$ is not invertible and every decomposition of $s$ in $\mathcal{S}$ contains at most one non-invertible element.

The connection between the atoms of a germ and those of its category is simple. If $\mathcal{S}$ is a left-associative germ, the atoms of $\text{Cat}(\mathcal{S})$ are the elements of the form $te$ with $t$ an atom of $\mathcal{S}$ and $e$ an invertible element of $\mathcal{S}$, see Exercise 67(i). One cannot expect more in general, namely there may exist atoms in the category that do not belong to the germ, see Exercise 67(ii).

As in the category case, atoms need not exist in every germ, but their existence is guaranteed when convenient Noetherianity conditions are satisfied.

**Definition 1.21 (Noetherian germ).** A germ $\mathcal{S}$ is called left-Noetherian (resp. right-Noetherian) if the relation $\prec$ (resp. the relation $\sim$) is well-founded. It is called Noetherian if it is both left- and right-Noetherian.

We recall that a relation $R$ is well-founded if every nonempty subfamily of its domain has a minimal element, that is, an element $m$ such that $x R m$ holds for no $x$. By the standard argument recalled in Chapter II and IV, a germ $\mathcal{S}$ is left- (resp. right-) Noetherian if and only if there exists a left- (resp. right-) Noetherianity witness for $\mathcal{S}$, that is, a function $\lambda : \mathcal{S} \to \text{Ord}$ such that $s \prec t$ (resp. $s \sim t$) implies $\lambda(s) < \lambda(t)$. It follows from the already mentioned compatibility that, if a germ $\mathcal{S}$ embeds in $\text{Cat}(\mathcal{S})$, then the germ $\mathcal{S}$ is right-Noetherian if and only if the family $\mathcal{S}$ is locally right-Noetherian in $\text{Cat}(\mathcal{S})$ in the sense of Definition IV.2.16. Then we obtain the expected result for the existence of atoms:

**Proposition 1.22 (atoms generate).** If $\mathcal{S}$ is a left-associative germ that is Noetherian, the category $\text{Cat}(\mathcal{S})$ is generated by the atoms and the invertible elements of $\mathcal{S}$.

**Proof.** By definition, $\text{Cat}(\mathcal{S})$ is generated by $\mathcal{S}$, so it suffices to show that every element of $\mathcal{S}$ is a product of atoms and invertible elements. The argument is the same as for Proposition II.2.59 (atom) and II.2.58 (atoms generate). First every non-invertible element of $\mathcal{S}$ must be left-divisible (in the sense of $\preceq$) by an atom of $\mathcal{S}$ whenever $\mathcal{S}$ is left-Noetherian: starting from $s$, we find $s_1, \ldots, s_p$ such that $s_1$ is an atom of $\mathcal{S}$ and $s = (\cdots (s_1 \cdot s_2) \cdots) \cdot s_p$ holds. As $\mathcal{S}$ is left-associative, this implies $s_1 \preceq s$. Next, we deduce that every element $s$ of $\mathcal{S}$ is a product of atoms and invertible elements using induction on $\lambda(s)$, where $\lambda$ is a right-Noetherianity witness for $\mathcal{S}$: for $\lambda(s) = 0$, the element $s$ must be invertible; otherwise, we write $s = s_1 \cdot s'$ with $s_1$ an atom of $\mathcal{S}$ and apply the induction hypothesis to $s'$, which is legal as $\lambda(s') < \lambda(s)$ holds. \qed
1.3 Garside germs

The main situation we shall be interested in is that of a germ $S$ that embeds in the associated category $\text{Cat}(S)$ and, in addition, that is a Garside family in this category.

**Definition 1.23 (Garside germ).** A germ $S$ is a Garside germ if there exists a left-cancellative category $C$ such that $S$ is a solid Garside family of $C$.

Lemma 1.11 says that, if $S$ is a solid Garside family in some left-cancellative category $C$, the latter must be isomorphic to $\text{Cat}(S)$. So, a germ $S$ is a Garside germ if and only if the category $\text{Cat}(S)$ is left-cancellative and $S$ is a solid Garside family in $\text{Cat}(S)$.

Restricting to Garside families that are solid is natural as a germ $S$ always contains all identity-elements of $\text{Cat}(S)$, and it is closed under right-divisor in $\text{Cat}(S)$ whenever it is left-associative, which will always be assumed. On the other hand, considering solid Garside families is not a real restriction as, by Lemma IV.2.3, for every Garside family $S$, the family $S^\#$ is a solid Garside family that, by Lemma III.1.10, leads to the same normal decompositions as $S$.

**Example 1.24 (Garside germ).** The germs of Figure 1 are Garside germs: indeed, the Garside families they come from are closed under right-divisor, so, by Proposition 1.14, the germs embed into the corresponding categories. That their images are Garside families then directly follows from the construction.

By contrast, let $M = \langle a, b \mid ab = ba, a^2 = b^2 \rangle$, and $S$ consist of $1, a, b, ab, a^2$. The germ $S$ induced on $S$ is shown aside. It is left-associative and left-cancellative.

The monoid $\text{Mon}(S)$ is (isomorphic to) $M$, as the relations $a^2 = b^2$ hold. However we saw in Example IV.2.34 (no proper Garside) that $S$ is not a Garside family in $M$.

Hence the germ $S$ is not a Garside germ.

Before looking for characterizations of Garside germs, we observe that several properties transfer from the germ to the associated category.

**Proposition 1.25 (Noetherianity transfers).** If $S$ is a Garside germ, the following are equivalent:

(i) The germ $S$ is right-Noetherian;

(ii) The category $\text{Cat}(S)$ is right-Noetherian.

**Proof.** Assume (i). By assumption, $S$ is a solid Garside family in $\text{Cat}(S)$ that is locally right-Noetherian. Then, by Lemmas IV.2.19 and IV.2.21, the category $\text{Cat}(S)$ must be right-Noetherian. So (i) implies (ii).

Conversely, by (the trivial direction in) Proposition IV.2.18 (solid Garside in right-Noetherian), (ii) implies that the family $S$ is locally right-Noetherian in $\text{Cat}(S)$, hence that the germ $S$ is right-Noetherian. So (ii) implies (i).
Having introduced right-$\mathcal{S}$-multiples, we naturally define (as in Chapter 1.1) a right-$\mathcal{S}$-lcm to be a common right-$\mathcal{S}$-multiple that left-$\mathcal{S}$-divides every common right-$\mathcal{S}$-multiple. Then the following transfer result is a direct restatement of Proposition IV.2.38 in the language of germs.

**Proposition 1.26 (lcm transfer 1).** If $\mathcal{S}$ is a Garside germ, the following are equivalent:

(i) Any two elements of $\mathcal{S}$ with a common right-$\mathcal{S}$-multiple admit a right-$\mathcal{S}$-lcm;

(ii) The category $\mathrm{Cat}(\mathcal{S})$ admits conditional right-lcms.

So, properties like right-Noetherianity or the existence of right-lcms in the associated category can be checked by remaining at the level of the germ. Note that no result involves left-Noetherianity or left-lcms: Garside families and Garside germs are oriented notions and there is no invariance under a left–right symmetry.

Proposition 1.26 reduces the existence of right-lcms in the ambient category to the existence of local right-lcms in the germ. In some cases, we can reduce the question further. For this we shall appeal to a (local version of) the following refinement of Lemma 1.2.35 in which, in order to deduce that a $\preceq$-maximal element is a $\preceq$-greatest element, one concentrates on the elements of some prescribed (small) family, typically atoms. The inductive argument is the same as the one involved in Exercise 23 (alternative proof).

**Lemma 1.27.** Assume that $\mathcal{C}$ is a left-cancellative category that is right-Noetherian, $\mathcal{X}$ is a subfamily of $\mathcal{C}(x,\cdot)$ that is closed under left-divisor, $\mathcal{A}$ is a subfamily of $\mathcal{C}$ such that $\mathcal{A}\cup\mathcal{C}^\circ$ generates $\mathcal{C}$ and satisfies $\mathcal{C}^\circ\mathcal{A}\subseteq\mathcal{A}\mathcal{C}^\circ$, and any two elements of $\mathcal{X}$ of the form $fa,fb$ with $a,b\in\mathcal{A}$ admit a common right-multiple in $\mathcal{X}$. Then every $\preceq$-maximal element of $\mathcal{X}$ is a $\preceq$-greatest element of $\mathcal{X}$.

**Proof.** Assume that $m$ is a $\preceq$-maximal element of $\mathcal{X}$ lying in $\mathcal{C}(x,y)$. For $f$ left-dividing $m$, we write $R(f)$ for the (unique) element satisfying $fR(f) = m$, and we introduce the property $\mathcal{P}(f)$: every right-multiple of $f$ lying in $\mathcal{X}$ left-divides $m$. Then $\mathcal{P}(m)$ is true since every right-multiple of $m$ must be $\preceq$-equivalent to $m$. On the other hand, if $f'$ is $\preceq$-equivalent to $f$, then $\mathcal{P}(f')$ and $\mathcal{P}(f)$ are equivalent since $f$ and $f'$ admit the same right-multiples. We shall prove that $\mathcal{P}(f)$ is true for every $f$ left-dividing $m$ using induction on $R(f)$ with respect to $\preceq$, which, by assumption, is well-founded.

Assume first that $R(f)$ is invertible. Then we have $f = {}^\sim m$, whence $\mathcal{P}(f)$ since $\mathcal{P}(m)$ is true. Otherwise, owing to the assumption $\mathcal{C}^\circ\mathcal{A}\subseteq\mathcal{A}$, some non-invertible element $a$ of $\mathcal{A}$ left-divides $R(f)$, say $R(f) = ah$. Then we find $m = fR(f) = fah$, whence $fa \preceq m$ and $R(fa) = h$. As $a$ is non-invertible, we have $R(fa) \preceq R(f)$, so the induction hypothesis implies $\mathcal{P}(fa)$.

Now assume that $fg$ lies in $\mathcal{X}$ (see Figure 2). If $g$ is invertible, we have $fg = {}^\sim f$, whence $fg \preceq m$. Otherwise, as above, some non-invertible element $b$ of $\mathcal{A}$ left-divides $g$, say $g = bg'$. The assumption that $fg$ lies in $\mathcal{X}$ implies that $fb$ lies in $\mathcal{X}$, as does $fa$. Hence, by assumption, there exists a common right-multiple $c$ of $a$ and $b$ such that $fc$ lies in $\mathcal{X}$. As $\mathcal{P}(fa)$ is true and $fa \preceq fc$ is true, we must have $fc \preceq m$, whence $fb \preceq m$. Now, as $b$ is non-invertible, we have $R(fb) \preceq R(f)$, and the induction hypothesis implies $\mathcal{P}(fb)$. Owing to $(fb)g' \in \mathcal{X}$, we deduce $(fb)g' \preceq m$, that is, $fg \preceq m$, and $\mathcal{P}(f)$ is true.

Thus $\mathcal{P}(f)$ is true for every $f$ left-dividing $m$. In particular, $\mathcal{P}(1_x)$ is true, means that every element of $\mathcal{X}$ left-divides $m$, that is, $m$ is a $\preceq$-greatest element of $\mathcal{X}$. $\Box$
Figure 2. Induction step in the proof of Lemma 1.27; note the similarity with a right-reversing process and the use of right-Noetherianity to ensure termination.

Note that in the above proof, assuming that the restriction of $\sim$ to any family of the form \( \{ g \in C \mid \exists f \in X (fg = m) \} \) is well-founded would be sufficient.

Localizing the above argument to adapt it to a germ context is easy provided the left-divisibility relation of the considered germ resembles that of a category enough. The result can be stated as follows:

**Lemma 1.28.** Assume that \( S \) is a germ that is associative, left-cancellative, and right-Noetherian, \( X \) is a subfamily of \( S(x, -) \) that is closed under left-\( S \)-divisor, \( A \) is a subfamily of \( S \) such that \( A \cup S^r \) generates \( S \) and satisfies \( S^r A \subseteq AS^r \), and any two elements of \( X \) of the form \( fa, fb \) with \( a, b \in A \) admit a common right-multiple in \( X \). Then every \( \prec \)-maximal element of \( X \) is a \( \preceq \)-greatest element of \( X \).

**Proof.** The assumptions on \( S \) ensure that the properties of \( \preceq \) and \( \simeq \) listed in Lemma 1.19 are satisfied in \( S \). Inspecting the proof of Lemma 1.27 then shows that all steps remain valid. For instance, if \( f' = f \cdot \epsilon \) holds, say \( f' = f \cdot \epsilon \), then we have

\[
f \cdot g = (f \cdot (\epsilon \cdot \epsilon^{-1})) \cdot g = ((f \cdot \epsilon) \cdot (\epsilon^{-1}) \cdot g,\]

the last equality because \( S \) is left-associative, and so every right-\( S \)-multiple \( f \) is also a right-multiple of \( f' \). Similarly, the equality \( m = f \cdot (a \cdot h) \) implies \( m = (f \cdot a) \cdot h \) because \( S \) is right-associative.

Returning to right-\( S \)-lcm\s in germs, we obtain:

**Lemma 1.29.** If a germ \( S \) is associative, left-cancellative, and right-Noetherian and \( A \) is a subfamily of \( S \) such that \( A \cup S^r \) generates \( S \) and satisfies \( S^r A \subseteq AS^r \), then the following conditions are equivalent:

(i) Any two elements of \( A \) with a common right-\( S \)-multiple admit a right-\( S \)-lcm;

(ii) Any two elements of \( S \) with a common right-\( S \)-multiple admit a right-\( S \)-lcm.

**Proof.** Clearly (ii) implies (i). Assume (i), and let \( s, t \) be two elements of \( S \) that admit a common right-\( S \)-multiple, say \( r \). Let \( X \) be the family of all elements of \( S \) that left-\( S \)-divide all common right-\( S \)-multiples of \( s \) and \( t \). Then \( X \) is nonempty as it contains \( s \) and \( t \). First, as in the proof of Proposition II.2.34 we obtain that \( X \) admits a \( \prec s \)-maximal element: indeed, a relation like \( f_1 \prec_s f_2 \prec_s \cdots \) in \( X \) (hence in \( \text{Div}_S(r) \)), would imply \( g_1 \succ_s g_2 \succ_s \cdots \) where \( g_i \) is determined by \( f_i g_i = r \), and therefore cannot exist since \( S \) is right-Noetherian.
Next, $X$ is closed under left-$S$-divisor because $\preceq_S$ is transitive. Finally, assume that $a$ and $b$ lie in $A$ and $f \cdot a$ and $f \cdot b$ admit a common right-$S$-multiple, so do $a$ and $b$, and therefore the latter admit a right-$S$-lcm, say $c$. Every common right-$S$-multiple of $s$ and $t$ is a common right-$S$-multiple of $f \cdot a$ and $f \cdot b$, hence it can be written $f \cdot g$ with $a \preceq_S g$ and $b \preceq_S g$, hence $c \preceq_S g$, say $c \cdot g' = g$, and the fact that $f \cdot (c \cdot g')$ is defined implies that $f \cdot c$ is since $S$ is right-associative. Hence $f \cdot c$ lies in $X$, and $X$ satisfies all hypotheses of Lemma 1.28. Hence a $\preceq_S$-maximal element is a $\preceq_S$-greatest element. Now, a $\preceq_S$-greatest element of $X$ is a right-$S$-lcm of $s$ and $t$.

Merging the results, we deduce:

**Proposition 1.30 (lcms transfer II).** If a Garside germ $S$ is Noetherian and associative, then the following conditions are equivalent:

(i) Any two atoms of $S$ with a common right-$S$-multiple admit a right-$S$-lcm;
(ii) The category $\mathcal{C}(S)$ admits conditional right-lcms.

**Proof.** Let $A$ be the atom family in $S$. By Proposition 1.22, $S$ is generated by $A \cup S^\circ$ and, moreover, $S^\circ A \subseteq AS^\circ$ holds: indeed, if $\epsilon$ is invertible and $a$ is an atom, then $\epsilon \cdot a$ is an atom whenever it is defined, as $\epsilon \cdot a = s \cdot t$ implies $a = (\epsilon^{-1} \cdot s) \cdot t$ (because $S$ is associative), hence at most one of $\epsilon^{-1} \cdot s$ and $t$ is non-invertible, hence at most one of $s$, $t$ is non-invertible. Hence $S$ and $A$ are eligible for Lemma 1.28. The result then follows from Proposition 1.26.

Note that the existence of Garside families that are not closed under left-divisor implies the existence of Garside germs that are not right-associative: for instance, the germs associated with the Garside family $S_n$ in the left-absorbing monoid $L_n$ with $n \geq 2$ (Reference Structure 8, page 111) and with the sixteen-element Garside family $S$ in the affine braid monoid $B^+$ (Reference Structure 9, page 111) are typical finite Garside germs that are not right-associative (the first one is not right-cancelative, whereas the second is.)

### 2 Recognizing Garside germs

We turn to the main question of the chapter, namely finding characterizations of Garside germs that are simple and easy to use. We establish two main criteria, namely Propositions 2.8 and 2.28. The former involves what we call the $I$-law and the $J$-law, and it is reminiscent of characterizing Garside families in terms of the $H$-law (Proposition IV.1.50). The latter involves $\preceq_S$-greatest elements, and it is reminiscent of characterizing Garside families in terms of heads (Proposition IV.1.24). The order of the results is dictated by the additional problem that, here, we do not assume that the involved category is left-cancellative, but establish it from the weaker assumption that the germ is left-cancellative.

There are four subsections. In Subsection 2.1 we introduce the $I$- and $J$-laws and establish Proposition 2.8. Then, in Subsection 2.2 we investigate greatest $J$-functions and derive Proposition 2.28. In Subsection 2.3 we consider the specific case of Noetherian germs: as in Chapter IV, some properties become then automatic and we obtain simplified
characterizations. Finally, in Subsection 2.4 we show how to construct Garside germs starting from a groupoid with a distinguished family of positive generators.

2.1 The families $\mathcal{J}$ and $\mathcal{J}^\prime$

The characterizations of Garside germs we shall establish below involve several notions that we first introduce. We recall that, if $\mathcal{S}$ is a precategory, hence in particular if $\mathcal{S}$ is

the domain of a germ, $\mathcal{S}^{[2]}$ is the family of all $\mathcal{S}$-paths of length $p$, that is, the sequences $s_1 \cdot \ldots \cdot s_p$ such that $s_i$ lies in $\mathcal{S}$ and the target of $s_i$ is the source of $s_{i+1}$ for every $i$.

Definition 2.1 (families $\mathcal{J}$ and $\mathcal{J}^\prime$). For $\mathcal{S}$ a germ and $s_1 | s_2$ in $\mathcal{S}^{[2]}$, we put

\begin{align}
(2.2) & \quad J_\mathcal{S}(s_1, s_2) = \{ t \in \mathcal{S} \mid \exists s \in \mathcal{S} (t = s_1 \bullet s \text{ and } s \leq_G s_2) \}, \\
(2.3) & \quad J^\prime_\mathcal{S}(s_1, s_2) = \{ s \in \mathcal{S} \mid s_1 \bullet s \text{ is defined and } s \leq_G s_2 \}.
\end{align}

A map from $\mathcal{S}^{[2]}$ to $\mathcal{S}$ is called an $\mathcal{J}$-function (resp. a $\mathcal{J}^\prime$-function) if, for every $s_1 | s_2$ in $\mathcal{S}^{[2]}$, the value at $s_1 | s_2$ lies in $J_\mathcal{S}(s_1, s_2)$ (resp. in $J^\prime_\mathcal{S}(s_1, s_2)$).

We recall that, in (2.2), writing $t = s_1 \bullet s$ implies that $s_1 \bullet s$ is defined. An element of $J_\mathcal{S}(s_1, s_2)$ is a fragment of $s_2$ that can be added to $s_1$ legally, that is, without going out of $\mathcal{S}$. Then $s_1$ always belongs to $J_\mathcal{S}(s_1, s_2)$ and $1\mathcal{S}$ always belongs to $J_\mathcal{S}(s_1, s_2)$ (for $s_1$ in $\mathcal{S}(-, y)$). So, in particular, $J_\mathcal{S}(s_1, s_2)$ and $J^\prime_\mathcal{S}(s_1, s_2)$ are never empty.

The connection between $J_\mathcal{S}(s_1, s_2)$ and $J^\prime_\mathcal{S}(s_1, s_2)$ is clear: with obvious notation, we have $J_\mathcal{S}(s_1, s_2) = s_1 \bullet J^\prime_\mathcal{S}(s_1, s_2)$. It turns out that, depending on cases, using $\mathcal{J}$ or $\mathcal{J}^\prime$ is more convenient, and it is useful to introduce both notions. Note that, if $t$ belongs to $J_\mathcal{S}(s_1, s_2)$ and $J^\prime_\mathcal{S}(s_1, s_2)$ embeds in $\text{Cat}(\bar{\mathcal{S}})$, then, in $\text{Cat}(\bar{\mathcal{S}})$, we have $t \in \mathcal{S}$ and $t \leq s_1 | s_2$. However, unless it is known that $\text{Cat}(\bar{\mathcal{S}})$ is left-cancellative, the latter relations need not imply $t \in J_\mathcal{S}(s_1, s_2)$ since $s_1 | s_2$ need not imply $s \leq s_2$ in general. We insist that the definitions of $\mathcal{J}$ and $\mathcal{J}^\prime$ entirely sit inside the germ $\mathcal{S}$. For further reference, we note that, when $\bar{\mathcal{S}}$ is a Garside germ, $\mathcal{S}$-normal paths are easily described in terms of $\mathcal{J}$ or $\mathcal{J}^\prime$.

Lemma 2.4. If $\bar{\mathcal{S}}$ is a Garside germ, the following are equivalent for every $s_1 | s_2$ in $\mathcal{S}^{[2]}$:

(i) The path $s_1 | s_2$ is $\mathcal{S}$-normal;
(ii) The element $s_1$ is $\prec_{\mathcal{S}}$-maximal in $J_\mathcal{S}(s_1, s_2)$;
(iii) Every element of $J^\prime_\mathcal{S}(s_1, s_2)$ is invertible in $\bar{\mathcal{S}}$.

Proof. Assume that $s_1 | s_2$ is $\mathcal{S}$-normal. Then, by definition, $s_1$ is an $\mathcal{S}$-head of $s_1 | s_2$ in $\text{Cat}(\bar{\mathcal{S}})$, hence a greatest left-divisor of $s_1 | s_2$ lying in $\mathcal{S}$. This implies that $s_1$ is $\prec_{\mathcal{S}}$-maximal in $J_\mathcal{S}(s_1, s_2)$. So (i) implies (ii).

Assume now (ii) and $s \in J^\prime_\mathcal{S}(s_1, s_2)$. By definition, $s_1 s$ belongs to $J_\mathcal{S}(s_1, s_2)$. The assumption that $s_1$ is $\prec_{\mathcal{S}}$-maximal in $J_\mathcal{S}(s_1, s_2)$ implies that $s$ is invertible in $\text{Cat}(\bar{\mathcal{S}})$, hence in $\mathcal{S}$ by Lemma 1.19. So (ii) implies (iii).

Finally, if $J^\prime_\mathcal{S}(s_1, s_2)$ consists of invertible elements solely, $s_1$ is a $\prec_{\mathcal{S}}$-maximal left-divisor of $s_1 | s_2$ lying in $\mathcal{S}$. As $\mathcal{S}$ is a Garside family in $\text{Cat}(\mathcal{S})$, Corollary IV.1.31 (recognizing greedyly) and it says that $s_1 | s_2$ is $\mathcal{S}$-normal. So (iii) implies (i). \qed
We shall now characterize Garside germs by the existence of \( J \)- or \( J \)-functions that obey algebraic laws reminiscent of the \( H \)-law of Chapter IV.

**Definition 2.5 (\( J \)-law, \( J \)-law).** If \( S \) is a germ and \( I, J \) are maps from \( S \) to \( S \), we say that \( I \) obeys the \( J \)-law if, for every \( s_1 \preceq s_2 \preceq s_3 \) in \( S \) with \( s_1 \cdot s_2 \) defined, we have
\[
I(s_1, I(s_2, s_3)) = I(s_1 \cdot s_2, s_3).
\]
We say that \( J \) obeys the \( J \)-law if, for every \( s_1 \preceq s_2 \preceq s_3 \) in \( S \) with \( s_1 \cdot s_2 \) defined, we have
\[
J(s_1, s_2 \cdot J(s_2, s_3)) = J(s_1 \cdot s_2, s_3).
\]
If the counterpart of (2.6) or (2.7) with \( = \) replacing \( \preceq \) is satisfied, we say that \( I \) (resp. \( J \)) obeys the sharp \( J \)-law (resp. the sharp \( J \)-law).

**Proposition 2.8 (recognizing Garside germ).** A germ \( S \) is a Garside germ if and only if it satisfies one of the following equivalent conditions:

1. The germ \( S \) is left-associative, left-cancellative, and admits an \( I \)-function obeying the sharp \( I \)-law;
2. The germ \( S \) is left-associative, left-cancellative, and admits a \( J \)-function obeying the sharp \( J \)-law.

The proof of Proposition 2.8 will be split into several pieces. We insist once more that all conditions in Proposition 2.8 are local in that they only involve the elements of \( S \) and computations taking place inside \( S \). In particular, if \( S \) is finite, all conditions are effectively checkable in finite time.

**Example 2.11 (recognizing Garside germ).** Let us consider the \( B_{3-} \)-germ of Figure 1. Checking that the germ is left-associative is a simple verification for each triple \( (s_1, s_2, s_3) \). Checking that the germ is left-cancellative means that no value appears twice in a row, a straightforward inspection. Finally, if any one of the following two tables is given,

\[
\begin{array}{ccccccccc}
I & 1 & \sigma_1 & \sigma_2 & \sigma_1 \sigma_2 & \sigma_2 \sigma_1 & \Delta & \sigma_1 \sigma_1 \\
\sigma_1 & \sigma_1 & \sigma_1 & \sigma_1 \sigma_2 & \Delta & \Delta & \sigma_1 & \Delta \\
\sigma_2 & \sigma_2 & \sigma_2 \sigma_1 & \sigma_2 \sigma_1 & \Delta & \Delta & \sigma_2 & \Delta \\
\sigma_1 \sigma_2 & \sigma_1 & \sigma_1 \sigma_2 & \sigma_2 & \Delta & \Delta & \sigma_2 \sigma_1 & \Delta \\
\sigma_2 \sigma_1 & \sigma_2 & \sigma_1 & \sigma_2 & \sigma_2 \sigma_1 & \Delta & \Delta & \Delta \\
\Delta & \Delta & \Delta & \Delta & \Delta & \Delta & \Delta & \Delta \\
\end{array}
\]

\[
\begin{array}{ccccccccc}
J & 1 & \sigma_1 & \sigma_2 & \sigma_1 \sigma_2 & \sigma_2 \sigma_1 & \Delta & \sigma_1 \\
\sigma_1 & \sigma_1 & \sigma_1 & \sigma_1 \sigma_2 & \Delta & \Delta & \sigma_1 & \Delta \\
\sigma_2 & \sigma_2 & \sigma_2 \sigma_1 & \sigma_2 \sigma_1 & \Delta & \Delta & \sigma_2 & \Delta \\
\sigma_1 \sigma_2 & \sigma_1 & \sigma_1 \sigma_2 & \sigma_2 & \Delta & \Delta & \sigma_2 \sigma_1 & \Delta \\
\sigma_2 \sigma_1 & \sigma_2 & \sigma_1 & \sigma_2 & \sigma_2 \sigma_1 & \Delta & \Delta & \Delta \\
\Delta & \Delta & \Delta & \Delta & \Delta & \Delta & \Delta & \Delta \\
\end{array}
\]

then checking that the left one satisfies the sharp \( J \)-law or the right one satisfies the sharp \( J \)-law is again a simple verification for each triple \( s_1 \preceq s_2 \preceq s_3 \) such that \( s_1 \cdot s_2 \) is defined.
We first prove that the conditions of Proposition 2.8 are necessary, which is easy. We begin with the equivalence of the two families of conditions.

**Lemma 2.12.** If $S$ is a germ that is left-associative and left-cancellative and $I, J : S^{[2]} \to S$ are connected by $I(s_1, s_2) = s_1 \cdot J(s_1, s_2)$ for all $s_1, s_2$, then $I$ is a $\beta$-function obeying the $\beta$-law (resp. the sharp $\beta$-law) if and only if $J$ is a $\beta$-function obeying the $\beta$-law (resp. the sharp $\beta$-law).

**Proof.** First, the assumption that $S$ is left-cancellative implies that, for every $I$, there exists at most one associated $J$ and that, when $I$ and $J$ are connected as in the statement, then $I$ is a $\beta$-function for $S$ if and only if $J$ is a $\beta$-function for $S$.

Now, assume that $I$ is an $\alpha$-function obeying the $\alpha$-law, $s_1 | s_2 | s_3$ lies in $S^{[3]}$, and $s_1 \cdot s_2$ is defined. By assumption, we have $I(s_1, I(s_2, s_3)) = I(s_1 \cdot s_2, s_3)$, which translates into

\[
(2.13) \quad s_1 \cdot J(s_1, s_2 \cdot J(s_2, s_3)) = s_1 \cdot (s_1 \cdot s_2) \cdot J(s_1, s_2, s_3).
\]

As $S$ is left-associative, $s_2 \cdot J(s_1 \cdot s_2, s_3)$ is defined and (2.13) implies

\[
(2.14) \quad s_1 \cdot J(s_1, s_2 \cdot J(s_2, s_3)) = s_1 \cdot (s_2 \cdot J(s_1, s_2, s_3)).
\]

By Lemma 1.19, we may left-cancel $s_1$ in (2.14), and what remains is the expected instance of the $\alpha$-law. So $J$ obeys the $\alpha$-law.

The argument in the case when $I$ obeys the sharp $\alpha$-law is similar: now (2.13) and (2.14) are equalities, and, applying the assumption that $S$ is left-cancellative, we directly deduce the expected instance of the sharp $\alpha$-law.

In the other direction, assume that $J$ is a $\beta$-function that obeys the $\beta$-law, $s_1 | s_2 | s_3$ lies in $S^{[3]}$, and $s_1 \cdot s_2$ is defined. By the $\beta$-law, $J(s_1, s_2 \cdot J(s_2, s_3))$ and $s_2 \cdot J(s_1, s_2, s_3)$ are $\alpha$-equivalent. By definition of a $\beta$-function, the expression $s_1 \cdot J(s_1, s_2 \cdot J(s_2, s_3))$ is defined, hence so is $s_1 \cdot (s_2 \cdot J(s_1, s_2, s_3))$, and we obtain (2.13). Applying (1.6), which is legal since $s_1 \cdot s_2$ is defined, we deduce (2.14), and, from there, the equivalence $I(s_1, I(s_2, s_3)) = I(s_1 \cdot s_2, s_3)$, the expected instance of the $\alpha$-law. So $I$ obeys the $\alpha$-law.

Finally, if $J$ obeys the sharp $\beta$-law, the argument is similar: (2.13) and (2.14) are equalities, and one obtains the expected instance of the sharp $\alpha$-law. □

We now observe that the $\beta$-law and the $\beta$-law are closely connected with the $H$-law of Definition 1.47 and deduce the necessity of the conditions of Proposition 2.8.

**Lemma 2.15.** Assume that $S$ is a Garside germ. Then $S$ satisfies (2.9) and (2.10).

**Proof.** Put $C = \text{Cat}(S)$. By definition, $S$ embeds in $C$, so, by Proposition 1.14, $S$ must be left-associative. Next, by definition again, $C$ is left-cancellative and, therefore, $S$ must be left-cancellative as, if $s, t, t'$ lie in $S$ and satisfy $s \cdot t = s \cdot t'$, then $st = st'$ holds in $C$, implying $t = t'$. So $S$ must be left-cancellative.

Then, owing to Lemma 2.12, it is enough to consider either $\beta$- or $\beta$-functions, and we shall consider the former. By assumption, $S$ is a Garside family in $C$. Hence, by Proposition 1.44 (sharp exist), there exists a sharp $S$-head function $H$. Owing to Lemma 1.22, we can assume that $H$ is defined on all of $SC$, hence in particular on $S^2$. Let us now define $I : S^{[2]} \to S$ by $I(s_1, s_2) = H(s_1 s_2)$.
First we claim that \( I \) is an \( \mathcal{J} \)-function for \( \mathcal{S} \). Indeed, assume \( s_1 | s_2 \in S^2 \). By definition, we have \( s_1 \leq H(s_1 s_2) \leq s_1 s_2 \) in \( \mathcal{C} \), hence \( H(s_1 s_2) = s_1 s \) for some \( s \) satisfying \( s \leq s_2 \). As \( s \) right-divides \( H(s_1 s_2) \), which lies in \( \mathcal{S} \), and, by assumption, \( \mathcal{S} \) is closed under right-divisor, \( s \) must lie in \( \mathcal{S} \). Hence \( H(s_1 s_2) \) lies in \( \mathcal{S} \).

Finally, assume that \( s_1 | s_2 | s_3 \) lies in \( \mathcal{S} \) and \( s \equiv s_1 \cdot s_2 \) holds. Then the \( \mathcal{H} \)-law gives \( H(s_1 H(s_2 s_3)) = H(s_1 s_2 s_3) = H(s s_3) \). This translates into \( I(s_1, I(s_2 s_3)) = I(s_1 \cdot s_2, s_3) \), the expected instance of the sharp \( \mathcal{J} \)-law.

We will now prove that the conditions of Proposition 2.8 are sufficient, thus establishing Proposition 2.8 and providing an intrinsic characterization of Garside germs. The principle is obvious, namely using the given \( \mathcal{J} \)- or \( \mathcal{J} \)-function to construct a head function on \( S^2 \) and then using a characterization of a Garside family in terms of the existence of a head as in Proposition 2.12 (recognizing Garside II). However, the argument is more delicate, because we do not know at first that the category \( \text{Cat}(\mathcal{S}) \) is left-cancellative and, therefore, eligible for any characterization of Garside families. So what we shall do is to simultaneously construct the head function and prove left-cancellativity. To this end, the main point is to control not only the head \( H(g) \) of an element \( g \), but also its tail, defined to be the element \( g' \) satisfying \( g = H(g) g' \); if the category \( \text{Cat}(\mathcal{S}) \) is left-cancellative, this element \( g' \) is unique and it should be possible to determine it explicitly. This is what we shall do. For the construction, it is convenient to start here with a \( \mathcal{J} \)-function.

**Lemma 2.16.** Assume that \( \mathcal{S} \) is a left-associative, left-cancellative germ and \( J \) is a \( \mathcal{J} \)-function for \( \mathcal{S} \) that obeys the \( \mathcal{J} \)-law. Define functions

\[
K : S^2 \to S, \quad H : S^* \to S, \quad T : S^* \to S^*
\]

by \( s_2 = J(s_1, s_2) \cdot K(s_1, s_2), H(\varepsilon_x) = 1_x, T(\varepsilon_x) = \varepsilon_x \) and, for \( s \) in \( \mathcal{S} \) and \( w \) in \( S^* \),

\[
H(s \cdot w) = s \cdot J(s, H(w)) \quad \text{and} \quad T(s \cdot w) = K(s, H(w)) \cdot T(w).
\]

Then, for each \( w \) in \( S^* \), we have

\[
(2.18) \quad w \equiv H(w) T(w).
\]

Moreover, \( w \equiv w' \) implies \( H(w) = H(w') \) and \( T(w) \equiv T(w') \).

**Proof.** First, the definition of \( K \) makes sense and is unambiguous: indeed, by definition, \( J(s_1, s_2) \leq_S s_2 \) holds, so there exists \( s \) in \( \mathcal{S} \) satisfying \( s_2 = J(s_1, s_2) \cdot s \); moreover, as \( \mathcal{S} \) is left-cancellative, the element \( s \) is unique.

For proving (2.18), we use induction on the length of \( w \). For \( w = \varepsilon_x \), we have \( \varepsilon_x \equiv 1_x [\varepsilon_x] \). Otherwise, for \( s \) in \( \mathcal{S} \) and \( w \) in \( S^* \), we find

\[
(2.17) \quad s \cdot w \equiv s \cdot H(w) T(w) \quad \text{by induction hypothesis},
\]

\[
\equiv s \cdot J(s, H(w)) \cdot K(s, H(w)) \cdot T(w) \quad \text{by definition of } K,
\]

\[
\equiv s \cdot J(s, H(w)) \cdot [K(s, H(w)) \cdot T(w)] \quad \text{by definition of } \equiv,
\]

\[
\equiv s \cdot J(s, H(w)) \cdot K(s, H(w)) \cdot T(w) \quad \text{as } J(s, H(w)) \text{ lies in } J_S(s, H(w)),
\]

\[
= H(s \cdot w) \cdot T(s \cdot w) \quad \text{by definition of } H \text{ and } T.
\]
For the compatibility of $H$ and $T$ with $\equiv$, owing to the inductive definitions of $\equiv$, $H$, and $T$, it is sufficient to assume that $s|w$ is a path and $s = s_1 \cdot s_2$ holds with $w$ in $S^\ast$ and $s_1, s_2$ in $S$, and to establish

\[(2.19) \quad H(s|w) = H(s_1|s_2|w) \quad \text{and} \quad T(s|w) \equiv T(s_1|s_2|w).\]

Now, applying (2.17) with $s_3 = H(w)$ and the definition of $H(s_2|w)$, we find

\[(2.20) \quad s_2 \cdot J(s, H(w)) = J(s_1, H(s_2|w)).\]

Then the first relation of (2.19) is satisfied since we can write

\[H(s|w) = (s_1 \cdot s_2) \cdot J(s, H(w)) \quad \text{by definition of } H,\]
\[= s_1 \cdot (s_2 \cdot J(s, H(w))) \quad \text{by (1.7),}\]
\[= s_1 \cdot J(s_1, H(s_2|w)) = H(s_1|s_2|w) \quad \text{by (2.20) and the definition of } H.\]

For the second relation in (2.19), applying the definition of $H$, we first find

\[s_2 \cdot J(s_2, H(w)) = H(s_2|w) = J(s_1, H(s_2|w)) \quad \text{by definition of } K,\]
\[= (s_2 \cdot J(s, H(w))) \cdot K(s_1, H(s_2|w)) \quad \text{by (2.20),}\]
\[= s_2 \cdot (J(s, H(w)) \cdot K(s_1, H(s_2|w))) \quad \text{by (1.7).}\]

whence, as $S$ is a left-cancellative germ,

\[(2.21) \quad J(s_2, H(w)) = J(s, H(w)) \cdot K(s_1, H(s_2|w)).\]

We deduce

\[J(s, H(w)) \cdot K(s, H(w)) = H(w) \quad \text{by definition of } K,\]
\[= J(s_2, H(w)) \cdot K(s_2, H(w)) \quad \text{by definition of } K,\]
\[= (J(s, H(w)) \cdot K(s_1, H(s_2|w))) \cdot K(s_2, H(w)) \quad \text{by (2.21),}\]
\[= J(s, H(w)) \cdot (K(s_1, H(s_2|w)) \cdot K(s_2, H(w))) \quad \text{by (1.7).}\]

As $S$ is a left-cancellative germ, we may left-cancel $J(s, H(w))$, and we obtain

\[K(s, H(w)) = K(s_1, H(s_2|w)) \cdot K(s_2, H(w)),\]

whence $K(s, H(w))|T(w) \equiv K(s_1, H(s_2|w))|K(s_2, H(w))|T(w)$, as $T$ holds with $w$ in $S^\ast$. By definition of $T$, this is the second relation in (2.19). \(\square\)

We can now complete the argument easily.

**Proof of Proposition 2.6** Owing to Lemma 2.15 and Lemma 2.12 it suffices to prove now that (2.10) implies that $S$ is a Garside germ. So assume that $S$ is a germ that is left-associative and left-cancellative, and $J$ is a $\beta$-function on $S$ that obeys the sharp $\beta$-law. Let $C = \mathcal{C}at(S)$. As $S$ is left-associative, Proposition 1.14 implies that $S$ embeds in $C$.
and is solid in $C$. Now we use the functions $K$, $H$, and $T$ of Lemma 2.16. First, we claim that, for each $w$ in $S^*$ and each $s$ in $S$ such that the target of $s$ is the source of $w$, we have

\[ w \equiv J(s, H(w)) | T(s|w). \]

Indeed, we have $s \cdot J(s, H(w)) = H(s|w)$ and

\[
\begin{align*}
    w &\equiv H(w)|T(w) \\
    &\equiv J(s, H(w)) \cdot K(s, H(w)) | T(w) \\
    &\equiv J(s, H(w)) | K(s, H(w)) | T(w) \\
    &\equiv J(s, H(w)) | T(s|w). 
\end{align*}
\]

by (2.18),

Assume now $s|w \equiv s|w'$. First, Lemma 2.16 implies $H(s|w) = H(s|w')$, that is, $s \cdot J(s, H(w)) = s \cdot J(s, H(w'))$ owing to the definition of $H$. As $S$ is left-cancellative, we may left-cancel $s$ and we deduce $J(s, H(w)) = J(s, H(w'))$. Then, applying (2.22) twice and Lemma 2.16 again, we find

\[ w \equiv J(s, H(w)) | T(s|w) \equiv J(s, H(w')) | T(s|w) \equiv w', \]

which implies that $C$ is left-cancellative.

Next, Lemma 2.16 shows that the function $H$ induces a well-defined function of $C$ to $S$, say $H$. Then $H(s) \not\equiv s$ holds for every $s$ in $C$. On the other hand, assume that $r$ belongs to $S$, and that $r \not\equiv s$ holds in $C$. This means that there exists $w$ in $S^*$ such that $r|w$ represents $s$. By construction, we have $H(r|w) = r \cdot J(r, H(w))$, which implies $r \not\equiv H(s)$ in $C$. So $H(s)$ is an $S$-head of $s$ and, therefore, every element of $C$ admits an $S$-head.

Finally, by Proposition 1.14, $S$ is closed under right-divisor in $C$, which implies that $S^\uparrow$ is also closed under right-divisor: indeed, a right-divisor of an element of $C^\uparrow$ must lie in $C^\uparrow$, and, if $g$ right-divides $se$ with $s \in S$ and $e \in C^\uparrow$, then $ge^{-1}$ right-divides $s$, hence it belongs to $S$, and therefore $g$ belongs to $SC^\uparrow$, hence to $S^\uparrow$. Therefore, $S$ satisfies IV.1.25 in $C$. So, by Proposition 1.14, $S$ is a Garside family in $C$, and $S$ is a Garside germ.

Note that Proposition 2.8 provides a new way for establishing that a presented category is left-cancellative (and therefore using Proposition 2.8 for the opposite germ provides a way for establishing right-cancellativity).
Example 2.23 (braids). Starting from \( \langle \sigma_1, \sigma_2 \mid \sigma_1 \sigma_2 \sigma_1 = \sigma_2 \sigma_1 \sigma_2 \rangle \), we would easily obtain the germ of Table I by introducing the elements 1, \( \sigma_1 \sigma_2 \), \( \sigma_3 \sigma_1 \), and \( \sigma_1 \sigma_2 \sigma_1 \) to put the relations in the form \( r = s \ast t \). Then a systematic verification of the conditions of Proposition 2.16 would provide a new proof of the left-cancellativity of \( B_3^+ \)—see Subsection 2.4 and Chapter IX. In this case, the germ coincides with the opposite germ, so right-cancellativity automatically follows.

We conclude with an application. The criteria of Proposition 2.8 can also be used in the context of Chapter IV that is, when one wishes to recognize whether some subfamily \( \mathcal{S} \) of a given category \( \mathcal{C} \) is a Garside family. Proposition IV.1.50 (recognizing Garside III) provides a criterion involving the \( \mathcal{H} \)-law on \( \mathcal{C} \setminus \mathcal{C}^\circ \). With the current results, we obtain local versions that involve the \( \mathcal{J} \)-law or the \( \mathcal{J}^\circ \)-law on elements of \( \mathcal{S}^2 \).

**Proposition 2.24 (recognizing Garside IV).** A solid generating subfamily \( \mathcal{S} \) of a left-cancellative category \( \mathcal{C} \) is a Garside family if and only if one of the following equivalent conditions is satisfied:

\[
\begin{align*}
\text{(2.25) } & \text{ There exists } I : \mathcal{S}^{[2]} \to \mathcal{S} \text{ satisfying } s_1 I (s_1, s_2) \succcurlyeq s_1 s_2 \text{ for all } s_1, s_2 \text{ and } I (s_1, I (s_2, s_3)) = I (s_1 s_2, s_3) \text{ for every } s_1 \mid s_2 \mid s_3 \in \mathcal{S}^{[3]} \text{ with } s_1 s_2 \in \mathcal{S}; \\
\text{(2.26) } & \text{ There exists } J : \mathcal{S}^{[2]} \to \mathcal{S} \text{ satisfying } s_1 J (s_1, s_2) \in \mathcal{S} \text{ and } J (s_1, s_2) \succcurlyeq s_2 \text{ for all } s_1, s_2, \text{ and } J (s_1, s_2 J (s_2, s_3)) = s_2 J (s_1 s_2, s_3) \text{ for every } s_1 \mid s_2 \mid s_3 \in \mathcal{S}^{[3]} \text{ with } s_1 s_2 \in \mathcal{S}. 
\end{align*}
\]

**Proof.** Assume that \( \mathcal{S} \) is a solid Garside family in \( \mathcal{C} \). By Lemma 1.19, \( (\mathcal{S}, \ast) \) is a germ, and, by Proposition 1.11, \( \mathcal{C} \) is isomorphic to \( \text{Cat}(\mathcal{S}, \ast) \). By definition, \( (\mathcal{S}, \ast) \) is a Garside germ and, therefore, by Lemma 2.15, there exist functions \( I \) and \( J \) obeying the expected versions of the sharp \( \mathcal{J} \)-law and \( \mathcal{J}^\circ \)-law. So (2.25) and (2.26) are satisfied.

Conversely, assume that \( \mathcal{S} \) satisfies (2.25). Then, by Proposition 1.11, \( (\mathcal{S}, \ast) \) is a germ and \( \text{Cat}(\mathcal{S}, \ast) \) is isomorphic to \( \mathcal{C} \). By Proposition 1.14, the assumption that \( \mathcal{S} \) is closed under right-divisor implies that the germ \( (\mathcal{S}, \ast) \) is left-associative, and the assumption that \( \mathcal{C} \) is left-cancellative implies that \( (\mathcal{S}, \ast) \) is left-cancellative. Finally, the function \( I \) whose existence is assumed is an \( \mathcal{I} \)-function for \( (\mathcal{S}, \ast) \), and (2.25) implies that this \( \mathcal{I} \)-function obeys the sharp \( \mathcal{J} \)-law. Then Proposition 2.8 implies that \( (\mathcal{S}, \ast) \) is a Garside germ. So, in particular, \( \mathcal{S} \) is a Garside family in \( \text{Cat}(\mathcal{S}, \ast) \).

The argument is entirely similar for (2.26).

\( \square \)

### 2.2 Greatest \( \mathcal{J} \)-functions

In Proposition 2.8, we characterized Garside germs by the existence of an \( \mathcal{I} \)- or a \( \mathcal{J} \)-function obeying a certain algebraic law. We now establish alternative characterizations that again involve particular \( \mathcal{I} \)- or \( \mathcal{J} \)-functions, but in terms of maximality conditions.
**Definition 2.27 (greatest β- or γ-function).** An β-function $I$ for a germ $S$ is called a greatest β-function if, for every $s_1|s_2$ in $S^{[2]}$, the value $I(s_1, s_2)$ is a $\simeq_{S}$-greatest element in $\mathcal{I}_S(s_1, s_2)$; id. for a greatest γ-function replacing $\mathcal{I}_S(s_1, s_2)$ with $\mathcal{J}_S(s_1, s_2)$.

In other words, $I$ is a greatest β-function for $S$ if and only if, for every $s_1|s_2$ in $S^{[2]}$, we have $I(s_1, s_2) = s_1 \bullet s$ for some $s$ satisfying $s \simeq_{S} s_2$, and $t \simeq_{S} I(s_1, s_2)$ holds for every $t$ in $\mathcal{I}_S(s_1, s_2)$.

**Proposition 2.28 (recognizing Garside germ II).** A germ $S$ is a Garside germ if and only if one of the following equivalent conditions is satisfied:

1. The germ $S$ is left-associative, left-cancellative, and, for every $s_1|s_2$ in $S^{[2]}$, the family $\mathcal{I}_S(s_1, s_2)$ admits a $\simeq_{S}$-greatest element; (2.29)
2. The germ $S$ is left-associative, left-cancellative, and admits a greatest β-function; (2.30)
3. The germ $S$ is left-associative, left-cancellative, and, for every $s_1|s_2$ in $S^{[2]}$, the family $\mathcal{J}_S(s_1, s_2)$ admits a $\simeq_{S}$-greatest element; (2.31)
4. The germ $S$ is left-associative, left-cancellative, and admits a greatest γ-function. (2.32)

Let us immediately note that (2.29) and (2.30) on the one hand, and (2.31) and (2.32) on the other hand, are equivalent: indeed, a greatest function is a function that selects a $\simeq_{S}$-greatest element for each argument, and, at the expense of possibly invoking the Axiom of Choice, the existence of the former is equivalent to the existence of the latter. As in the case of Proposition 2.8 proving that the conditions of Proposition 2.28 are satisfied in every Garside germ is (very) easy.

**Lemma 2.33.** Every Garside germ satisfies (2.29)–(2.32).

**Proof.** Assume that $S$ is a Garside germ. By Lemma 2.15, $S$ is left-associative and left-cancellative. Then let $H$ be an $S$-head function defined on $\mathcal{S}\text{Cat}(S)$. Consider the maps $I, J : S^{[2]} \to S$ defined by $I(s_1, s_2) = s_1 \bullet J(s_1, s_2) = H(s_1s_2)$. Then, as in the proof of Lemma 2.15, $I$ is a β-function and $J$ is a γ-function for $S$.

Moreover, assume that $s_1|s_2$ lies in $S^{[2]}$ and we have $t = s_1 \bullet s$ with $s \not\simeq s_2$. Then we have $t \in S$ and $t \not\simeq s_1s_2$, whence, as $H$ is an $S$-head function, $t \not\simeq H(s_1s_2)$, that is, $t \not\simeq I(s_1, s_2)$. Hence $I(s_1, s_2)$ is a $\simeq_{S}$-greatest element in $\mathcal{I}_S(s_1, s_2)$, and $I$ is a greatest β-function for $S$. The argument is similar for $J$. □

We shall prove the converse implications by using Proposition 2.8. The main observation is that a greatest γ-function necessarily obeys the γ-law.
Lemma 2.34. If a germ $S$ is left-associative and left-cancellative and $J$ is a greatest $\beta$-function for $S$, then $J$ obeys the $\beta$-law.

Proof. Assume $s_1|s_2|s_3 \in S^{[2]}$ with $s_1 \cdot s_2$ defined. Put $t = J(s_1, s_2 \cdot J(s_2, s_3))$ and $t' = s_2 \cdot r'$ with $r' = J(s_1 \cdot s_2, s_3)$. Our aim is to prove that $t$ and $t'$ are $\equiv$-equivalent.

First, $s_1 \cdot s_2$ is defined and $s_2 \equiv s_2 \cdot J(s_2, s_3)$ is true, hence the maximality of $J(s_1, s_2 \cdot J(s_2, s_3))$ implies $s_2 \equiv s_2 \cdot J(s_2, s_3)$, that is, $s_2 \equiv s_t$. Write $t = s_2 \cdot r$. By assumption, $t$ belongs to $J_S(s_1, s_2 \cdot J(s_2, s_3))$, hence we have $t \equiv s_2 \cdot J(s_2, s_3)$, that is, $s_2 \cdot r \equiv s_2 \cdot J(s_2, s_3)$, which implies $r \equiv s_2 \cdot J(s_2, s_3)$ as $S$ is left-cancellative, whence in turn $r \equiv s_3$ since $J(s_2, s_3)$ belongs to $J_S(s_2, s_3)$. By assumption, $s_1 \cdot t$, that is, $s_1 \cdot (s_2 \cdot r)$, is defined, and so is $s_1 \cdot s_2$. Hence $(s_1 \cdot s_2) \cdot r$ is defined as well, and $r \equiv s_3$ holds. The maximality of $(s_1 \cdot s_2, s_3)$ gives $r \equiv s_3$ holds, whence $t \equiv s_2 \cdot r' \equiv t'$. For the other direction, the definition of $r'$ implies that $(s_1 \cdot s_2) \cdot r'$ is defined and $r' \equiv s_3$ holds. By left-associativity, the first relation implies that $s_1 \cdot (s_2 \cdot r')$, that is, $s_1 \cdot t'$, is defined. On the other hand, $s_2 \cdot r'$ is defined by assumption and $r' \equiv s_3$ holds, so the maximality of $(s_2, s_3)$ implies $t' \equiv s_2 \cdot J(s_2, s_3)$. Then the maximality of $(s_1, s_2 \cdot J(s_2, s_3))$ implies $t' \equiv s_2 \cdot J(s_1, s_2 \cdot J(s_2, s_3))$, that is, $t' \equiv s_t$. So $t \equiv t'$ is satisfied, which is the desired instance of the $\beta$-law.

Not surprisingly, we have a similar property for greatest $I$-functions.

Lemma 2.35. If a germ $S$ is left-associative and left-cancellative and $I$ is a greatest $\beta$-function for $S$, then $I$ obeys the $\beta$-law.

Proof. One could mimic the argument used for Lemma 2.34, but the exposition is less convenient, and we shall instead derive the result from Lemma 2.34.

So, assume that $I$ is a greatest $\beta$-function for $S$ and let $J : S^{[2]} \to S$ be defined by $I(s_1, s_2) = s_1 \cdot J(s_1, s_2)$. By Lemma 2.12, $J$ is a $\beta$-function for $S$, and the assumption that $I$ is a greatest $\beta$-function implies that $J$ is a greatest $J$-function. Indeed, assume $t \in J_S(s_1, s_2)$. Then $s_1 \cdot t$ is defined and belongs to $J_S(s_1, s_2)$, hence $s_1 \cdot t \equiv s_1 \cdot J(s_1, s_2)$, that is, $s_1 \cdot t \equiv s_1 \cdot J(s_1, s_2)$, whence $t \equiv s_2 \cdot J(s_1, s_2)$. Then, by Lemma 2.34, $J$ satisfies the $\beta$-law. By Lemma 2.12 again, this in turn implies that $I$ satisfies the $\beta$-law.

As in the case of head functions in Chapter [LV], we shall now manage to go from the $\beta$-law to the sharp $\beta$-law, that is, force equality instead of $\equiv_S$-equivalence.

Lemma 2.36. If a germ $S$ is left-associative and left-cancellative, and $I$ is a greatest $\beta$-function for $S$, then every function $I' : S^{[2]} \to S$ satisfying $I'(s_1, s_2) = I(s_1, s_2)$ for every $s_1 \cdot s_2$ in $S^{[2]}$ is a greatest $\beta$-function for $S$.

Proof. Let $s_1|s_2$ belong to $S^{[2]}$. First we have $s_1 \equiv_S I(s_1, s_2) \equiv_S I'(s_1, s_2)$, whence $s_1 \equiv_S I'(s_1, s_2)$, $s_1 \equiv_S I'(s_1, s_2) = s_1 \cdot s$ and $I'(s_1, s_2) = s_1 \cdot s'$. By definition, we have $s_1 \equiv_S s_2$, hence $s_2 = s \cdot r$ for some $r$, and, by assumption, $s' = s \cdot \epsilon$ for some invertible element $\epsilon$ of $S$. We find $s_2 = (s_1 \cdot \epsilon \cdot \epsilon^{-1}) \cdot r = ((s_1 \cdot \epsilon) \cdot \epsilon^{-1}) \cdot r = (s_1 \cdot \epsilon) \cdot (\epsilon^{-1} \cdot r)$, whence $s' \equiv_S s_2$: the second equality comes from [1.6], and the last one from the assumption that $S$ is left-associative. Hence $I'(s_1, s_2)$ belongs to $J_S(s_1, s_2)$.

Now assume $t = s_1 \cdot s$ with $s \equiv s_2$. Then we have $t \equiv_S I(s_1, s_2)$ by assumption, hence $t \equiv_S I'(s_1, s_2)$ by transitivity of $\equiv_S$. So $I'$ is a greatest $\beta$-function for $S$. 


Lemma 2.37. If a germ $\mathcal{S}$ is left-associative, left-cancellative, and admits a greatest $\mathcal{J}$-function, then $\mathcal{S}$ admits a greatest $\mathcal{J}$-function obeying the sharp $\mathcal{J}$-law.

Proof. Let $I$ be a greatest $\mathcal{J}$-function for $\mathcal{S}$, and let $S'$ be an $=S'$-selector on $S$. For $s_1|s_2$ in $S[2]$, define $I'(s_1, s_2)$ to be the unique element of $S'$ that is $=S'$-equivalent to $I(s_1, s_2)$. By construction, $I'$ is a function from $S[2]$ to $S$ satisfying $I'(s_1, s_2) = S' I(s_1, s_2)$ for every $s_1|s_2$ in $S[2]$, hence, by Lemma 2.36, $I'$ is a greatest $\mathcal{J}$-function for $\mathcal{S}$. By Lemma 2.35, $I'$ obeys the $\mathcal{J}$-law, that is, for every $s_1|s_2|s_3$ in $S[3]$ such that $s_1 \cdot s_2$ is defined, we have

$$I'(s_1, I'(s_2, s_3)) = S' I'(s_1 \cdot s_2, s_3).$$

Now, by definition of a selector, two elements in the image of the function $I'$ must be equal whenever they are $=S'$-equivalent. So $I'$ obeys the sharp $\mathcal{J}$-law.

Putting pieces together, we can now complete our argument.

Proof of Proposition 2.28. By Lemma 2.33, the conditions are necessary, and it remains to prove that each of (2.32) and (2.30) implies that $\mathcal{S}$ is a Garside germ.

Assume that $\mathcal{S}$ is a germ that is left-associative, left-cancellative, and admits a greatest $\mathcal{J}$-function. By Lemma 2.34, $\mathcal{S}$ admits an $\mathcal{J}$-function $I$ that satisfies the sharp $\mathcal{J}$-law, so, by Proposition 2.8, $\mathcal{S}$ is a Garside germ. Hence, (2.32) implies that $\mathcal{S}$ is a Garside germ.

Finally, assume that $\mathcal{S}$ is a germ that is left-associative, left-cancellative, and admits a greatest $\mathcal{J}$-function $J$. As seen in the proof of Lemma 2.35, the function $I$ defined on $\mathcal{S}[2]$ by $I(s_1, s_2) = s_1 \cdot J(s_1, s_2)$ is a greatest $\mathcal{J}$-function for $\mathcal{S}$. So (2.30) implies (2.32) and, therefore, it implies that $\mathcal{S}$ is a Garside germ.

Remark 2.38. The above arguments involve both $\mathcal{J}$- and $\mathcal{J}$-functions, and it could appear more elegant to appeal to one type only. However, this is not easy, as the argument for “maximality implies law” is more natural for $\mathcal{J}$-functions, whereas Lemma 2.36 is valid only for $\mathcal{J}$-functions: indeed, unless the considered germ is right-associative, the assumption that $s \cdot t$ is defined and $t' =_{\mathcal{S}} t$ holds need not imply that $s \cdot t'$ is defined, so a function that is $=_{\mathcal{S}}$-equivalent to a $\mathcal{J}$-function need not be a $\mathcal{J}$-function in general.

2.3 Noetherian germs

The interest of Noetherianity assumptions is to guarantee the existence of minimal (or maximal) elements with respect to divisibility. In germs, we shall use such assumptions to guarantee the existence of a greatest $\mathcal{J}$-function under weak assumptions.

Lemma 2.39. If $\mathcal{S}$ is a Garside germ, then:

$$\text{(2.40) For every } s_1|s_2 \text{ in } S[2], \text{ any two elements of } \mathcal{S}(s_1, s_2) \text{ admit a common right-} \mathcal{S} \text{-multiple that lies in } \mathcal{S}(s_1, s_2).}$$

Proof. Assume that $\mathcal{S}$ is a Garside germ. By Proposition 2.28, $\mathcal{S}$ admits a greatest $\mathcal{J}$-function $J$. Then, for every $s_1|s_2$ in $S[2]$, the element $J(s_1, s_2)$ is a right-$\mathcal{S}$-multiple of every element of $\mathcal{S}(s_1, s_2)$, hence a common right-$\mathcal{S}$-multiple of any two of them.
In some contexts, the necessary condition (2.40) turns out to be sufficient:

**Proposition 2.41 (recognizing Garside germ, right-Noetherian case).** A right-Noetherian germ $\mathcal{S}$ is a Garside germ if and only if it is left-associative, left-cancellative, and satisfies (2.40). In this case, the category $\mathcal{C}(\mathcal{S})$ is right-Noetherian.

**Proof.** If $\mathcal{S}$ is a Garside germ, it is left-associative and left-cancellative by Lemma 2.15 and it satisfies (2.40) by Lemma 2.39. So the conditions are necessary.

Conversely, assume that $\mathcal{S}$ satisfies the conditions of the statement. Let $s_1|s_2$ belong to $\mathcal{S}^2$. Put

$$X = \{ t \in \mathcal{S} \mid \exists s \in \mathcal{S} (s_1 \cdot s \in \mathcal{S} \text{ and } s \cdot t = s_2) \}.$$

By assumption, $X$ has $\gtrsim_{\mathcal{S}}$-minimal element, say $t$, and there exists $\tilde{s}$ in $\mathcal{S}$ satisfying $s_1 \cdot \tilde{s} \in \mathcal{S}$ and $\tilde{s} \cdot \tilde{t} = s_2$. By construction, $\tilde{s}$ belongs to $\mathcal{J}_{\mathcal{S}}(s_1, s_2)$. Now let $s$ be an arbitrary element of $\mathcal{J}_{\mathcal{S}}(s_1, s_2)$. By assumption, $\tilde{s}$ and $s$ admit a common right-$\mathcal{S}$-multiple, say $\tilde{s} \cdot s'$, that lies in $\mathcal{J}_{\mathcal{S}}(s_1, s_2)$. Hence there exists $t'$ satisfying $(\tilde{s} \cdot s') \cdot t' = s_2$, whence $t = s' \cdot t'$ since $\mathcal{S}$ is left-associative and left-cancellative. The choice of $\tilde{t}$ implies that $s'$ is invertible in $\mathcal{S}$. This means that $\tilde{s}$ is a $\preceq_{\mathcal{S}}$-greatest element in $\mathcal{J}_{\mathcal{S}}(s_1, s_2)$. By Proposition 2.28, we deduce that $\mathcal{S}$ is a Garside germ. So the conditions are also sufficient.

Finally, assume that $\mathcal{S}$ is a Garside germ. Then $\mathcal{C}(\mathcal{S})$ is a left-cancellative category, and $\mathcal{S}$ is a solid Garside family of $\mathcal{C}(\mathcal{S})$ that is locally right-Noetherian. By Lemma 1IV.2.21, $\mathcal{C}(\mathcal{S})$ must be right-Noetherian.

We naturally say that a germ $\mathcal{S}$ admits right-mcms if every common right-$\mathcal{S}$-multiple (if any) of two elements $s, s'$ of $\mathcal{S}$ is a right-$\mathcal{S}$-multiple of some right-$\mathcal{S}$-mcm of $s$ and $s'$. When right-$\mathcal{S}$-mcms exist, (2.40) can be rewritten in an improved form.

**Lemma 2.42.** Assume that $\mathcal{S}$ is a germ that admits right-mcms, and consider

$$r \in \mathcal{S}, \text{ if } r \cdot s \text{ and } r \cdot s' \text{ are defined, so is } r \cdot t \text{ for every right-$\mathcal{S}$-mcm } t \text{ of } s \text{ and } s'.$$

If $\mathcal{S}$ satisfies (2.43), it satisfies (2.40). Conversely, if $\mathcal{S}$ satisfies (2.40) and it is right-associative or there exists no nontrivial invertible element in $\mathcal{S}$, it satisfies (2.43).

**Proof.** Assume that $s_1|s_2$ belongs to $\mathcal{S}^2$, and that $s, s'$ lie in $\mathcal{J}_{\mathcal{S}}(s_1, s_2)$. By assumption, we have $s \preceq_{\mathcal{S}} s_2$ and $s' \preceq_{\mathcal{S}} s_2$. As $\mathcal{S}$ admits right-mcms, there exists a right-$\mathcal{S}$-mcm $t$ of $s$ and $s'$ that satisfies $t \preceq_{\mathcal{S}} s_2$. If $\mathcal{S}$ satisfies (2.43), the assumption that $s_1 \cdot s$ and $s \cdot s'$ are defined implies that $s_1 \cdot t$ is defined, and so $t$ belongs to $\mathcal{J}_{\mathcal{S}}(s_1, s_2)$. Then $t$ is a common right-$\mathcal{S}$-multiple of $s$ and $s'$ lying in $\mathcal{J}_{\mathcal{S}}(s_1, s_2)$, and (2.40) is satisfied.

Conversely, assume that $\mathcal{S}$ satisfies (2.40), $r \cdot s$ and $r \cdot s'$ are defined and $t$ is a right-$\mathcal{S}$-mcm of $s$ and $s'$. Then, by definition, $s$ and $s'$ belong to $\mathcal{J}_{\mathcal{S}}(r, t)$. By (2.40), some common right-$\mathcal{S}$-multiple $t$ of $s$ and $s'$ lies in $\mathcal{J}_{\mathcal{S}}(r, t)$. Thus, $r \cdot t$ is defined, and $t \preceq_{\mathcal{S}} t$ holds. Write $t = l \cdot t'$. As $t$ is a right-$\mathcal{S}$-mcm of $s$ and $s'$, the element $t'$ must be invertible.
By assumption, \( r \cdot \hat{t} \), which is \( r \cdot (t \cdot t'^{-1}) \), is defined. If \( \mathcal{S} \) is right-associative, or if there exists no nontrivial invertible element in \( \mathcal{S} \), we deduce that \( r \cdot t \) is defined (in the latter case, we have \( t = t' \)). So (2.43) is satisfied.

Using the fact that Noetherianity implies the existence of right-mcms, we deduce:

**Proposition 2.44** (recognizing Garside germ, Noetherian case). A germ that is left-associative, left-cancellative, Noetherian, and satisfies (2.43) is a Garside germ.

**Proof.** Assume that \( \mathcal{S} \) satisfies the assumptions of the proposition. As \( \mathcal{S} \) is left-Noetherian, it admits right-mcms. Hence, by Lemma 2.42, it satisfies (2.40) as well. Then, by Proposition 2.41, it is a Garside germ.

Of course, we shall say that a germ \( \mathcal{S} \) admits conditional right-lcms if any two elements of \( \mathcal{S} \) that admit a common right-\( \mathcal{S} \)-multiple admits a right-\( \mathcal{S} \)-lcm. Another condition guaranteeing the existence of right-mcms is the existence of conditional right-lcms.

**Corollary 2.45** (recognizing Garside germ, conditional right-lcm case). A germ \( \mathcal{S} \) that is left-associative, left-cancellative, right-Noetherian, and admits conditional right-lcms is a Garside germ whenever it satisfies:

\[
\text{(2.46) For } r, s, s' \in \mathcal{S}, \text{ if } r \cdot s \text{ and } r \cdot s' \text{ are defined, then so is } r \cdot t \text{ for every right-} \mathcal{S} \text{-lcm } t \text{ of } s \text{ and } s'.
\]

**Proof.** Assume that \( \mathcal{S} \) satisfies the hypotheses of the proposition. The assumption that \( \mathcal{S} \) admits conditional right-lcms implies that it admits right-mcms and, as every right-\( \mathcal{S} \)-mcm is a right-\( \mathcal{S} \)-lcm, (2.46) implies (2.43), hence (2.40) by Lemma 2.42. Then Proposition 2.41 implies that \( \mathcal{S} \) is a Garside germ.

We saw at the end of Section 1 how, in a right-Noetherian context, the existence of right-\( \mathcal{S} \)-lcms for arbitrary elements follows from that for elements of a generating subfamily, typically atoms. Using the same method, we can refine Corollary 2.45.

**Proposition 2.47** (recognizing Garside germ, atomic case). If a germ \( \mathcal{S} \) is associative, left-cancellative, right-Noetherian, and admits conditional right-lcms, and \( A \) is a subfamily of \( \mathcal{S} \) such that \( A \cup \mathcal{S}' \) generates \( \mathcal{S} \) and satisfies \( \mathcal{S}'A \subseteq A\mathcal{S}' \), then \( \mathcal{S} \) is a Garside germ whenever it satisfies the condition:

\[
\text{(2.48) For } r \in \mathcal{S} \text{ and } s, s' \in A, \text{ if } r \cdot s \text{ and } r \cdot s' \text{ are defined, then so is } r \cdot t \text{ for every right-} \mathcal{S} \text{-lcm } t \text{ of } s \text{ and } s'.
\]

If \( \mathcal{S} \) is Noetherian, the criterion applies in particular when \( A \) is the atom family of \( \mathcal{S} \).

**Proof.** The argument is similar to the one used for Lemma 1.27 and for the inductions of Sections 1.4. So assume that \( \mathcal{S} \) is a germ that satisfies the hypotheses of the proposition and (2.48). Our aim is to show that (2.46) is valid for all \( r, s, s', t \) in \( \mathcal{S} \).
Assume that \( r \cdot s \) and \( r \cdot s' \) are defined and \( t \) is a right-\( \mathcal{S} \)-lcm of \( s \) and \( s' \). We shall prove that \( r \cdot t \) is defined, that is, (2.46) holds, using induction on \( t \) with respect to \( \succcurlyeq_{\mathcal{S}} \), which, by assumption, is well-founded. Equivalently, we use induction on \( \lambda(t) \), where \( \lambda \) is a fixed sharp Noetherianity witness on \( \mathcal{S} \). If \( \lambda(t) = 0 \) holds, then \( t \) must be invertible, hence so are \( s \) and \( s' \), and we have \( s \equiv_{\mathcal{S}} s' \equiv_{\mathcal{S}} t \). As \( \mathcal{S} \) is right-associative, the assumption that \( r \cdot s \) is defined implies that \( r \cdot t \) is defined as well.

Assume now \( \lambda(t) > 0 \). If \( s' \) is invertible, we have \( t \equiv_{\mathcal{S}} s \) and, as above, the assumption that \( r \cdot s \) is defined implies that \( r \cdot t \) is defined as well. If \( s \) is invertible, the result is the same. Otherwise, as \( \mathcal{A} \cup \mathcal{S}^{\prec} \) generates \( \mathcal{S} \) and \( \mathcal{S}^{\prec} \mathcal{A} \subseteq \mathcal{A} \mathcal{S}^{\prec} \) holds, there must exist non-invertible elements \( s_1, s'_1 \) in \( \mathcal{A} \) left-dividing respectively \( s \) and \( s' \), say \( s = s_1 \cdot s_2 \) and \( s' = s'_1 \cdot s'_2 \). Then the rule for an iterated right-\( \mathcal{S} \)-lcm implies the existence of the diagram of Figure 4 in which each element \( t_i \) is a right-\( \mathcal{S} \)-lcm of \( s_i \) and \( s'_i \) and such that we have \( t = t_1 \cdot t_4 \). Then \( t_1 \) is a right-\( \mathcal{S} \)-lcm of \( s_1 \) and \( s'_1 \), and \( r \cdot s_1 \) and \( r \cdot s'_1 \) are defined because \( r \cdot (s_1 \cdot s_2) \) and \( r \cdot (s'_1 \cdot s'_2) \) are right-\( \mathcal{S} \)-lcm. As \( s_1 \) and \( s'_1 \) lie in \( \mathcal{A} \), (2.48) implies that \( r \cdot t_1 \) is defined. Next, \( t_2 \) is a right-\( \mathcal{S} \)-lcm of \( s_2 \) and \( s'_2 \), and \( r \cdot s_2 \) and \( r \cdot s'_2 \), which are \( r \cdot s_1 \) and \( (r \cdot s_1) \cdot s_2 \), are defined. Moreover, as \( s_1 \) is non-invertible, we have \( \lambda(t_2) < \lambda(s_1 \cdot t_2) \leq \lambda(r \cdot t_1) = \lambda(t) \). Hence, by induction hypothesis, \( (r \cdot s_1) \cdot t_2 \), is defined. Mutatis mutandis, we find that \( (r \cdot s'_1) \cdot t_3 \) is defined. Finally, \( t_4 \) is a right-\( \mathcal{S} \)-lcm of \( s'_1 \) and \( s'_2 \), and we saw above that \( (r \cdot t_1) \cdot s_4 \), which is \( (r \cdot s_1) \cdot t_2 \), and \( (r \cdot s'_1) \cdot t_3 \), are defined. As \( s_1 \) is non-invertible, \( t_1 \) is not invertible either, and we have \( \lambda(t_4) < \lambda(t_1 \cdot t_4) = \lambda(t) \). Hence, by induction hypothesis, \( (r \cdot t_1) \cdot t_4 \) is defined. By left-associativity, it follows that \( r \cdot t \) is defined, and (2.49) is satisfied. Then Corollary 2.45 implies that \( \mathcal{S} \) is a Garside germ.

Finally, assume that \( \mathcal{S} \) is Noetherian and let \( \mathcal{A} \) be the atom family of \( \mathcal{S} \). By Proposition 1.22, \( \mathcal{S} \) is generated by \( \mathcal{A} \cup \mathcal{S} \). Moreover, as observed in the proof of Proposition 1.30, \( \mathcal{S}^{\prec} \mathcal{A} \subseteq \mathcal{A} \mathcal{S}^{\prec} \) holds. Hence \( \mathcal{A} \) is eligible for the proposition.

![Figure 4. Induction step in the proof of Proposition 2.47](image)

In another direction, we can consider germs that admit right-lcms, not only conditional right-lcms. Then, provided the germ is associative, there is no need to worry about (2.43).

**Proposition 2.49 (recognizing Garside germ, right-lcm case).** A germ that is associative, left-cancellative, right-Noetherian, and admits right-lcms is a Garside germ.
2.4 An application: germs derived from a groupoid

We shall now construct an important family of germs. The principle is to start from a group(oid) together with a distinguished generating family, and to derive a germ, leading in turn to a new category and, from there, to a new groupoid. The latter groupoid is a sort of unfolded version of the initial one, as in the seminal examples which start with a Coxeter group and arrive at the (ordinary or dual) braid monoids and groups. As can be expected, the construction is interesting when the derived germ is a Garside germ.

At the technical level, we shall have to consider paths in a groupoid that enjoy a certain length property called tightness.

Definition 2.50 (positive generators, length). A subfamily Σ of a groupoid G is said to positively generate G if every element of G admits an expression by a Σ-path (no letter in Σ−1). Then, for g in G \ {1G}, the Σ-length ||g||Σ is the minimal number ℓ such that g admits an expression by a Σ-path of length ℓ; we complete with ∥x∥Σ = 0 for each x.

If Σ is any family of generators for a groupoid G, then Σ∪Σ−1 positively generates G. If Σ positively generates a groupoid G, the Σ-length satisfies the triangular inequality ||fg||Σ ≤ ||f||Σ + ||g||Σ and, more generally, for every G-path g1|⋯|gp,

\[ ||g1⋯gp||Σ ≤ ||g1||Σ + ⋯ + ||gp||Σ. \]  

(2.51)

Definition 2.52 (tight). If Σ positively generates a groupoid G, a G-path g1|⋯|gp is called Σ-tight if ||g1⋯gp||Σ = ||g1||Σ + ⋯ + ||gp||Σ is satisfied.

Lemma 2.53. If Σ positively generates a groupoid G, then g1|⋯|gp is Σ-tight if and only if g1|⋯|gp are Σ-tight and g1|⋯|gp| are Σ-tight. Symmetrically, g1|⋯|gp is Σ-tight if and only if g2|⋯|gp and g1|g2⋯gp are Σ-tight.

Proof. To make reading easier, we consider the case of three entries. Assume that f|g|h is Σ-tight. By (2.51), we have ||fgh||Σ ≤ ||fg||Σ + ||h||Σ. whence ||fg||Σ ≥ ||fgh||Σ = ||f||Σ + ∥g∥Σ. On the other hand, by (2.51), we have ||fg||Σ ≤ ||f||Σ + ∥g∥Σ.
We deduce \( \|fg\|_\Sigma = \|f\|_\Sigma + \|g\|_\Sigma \) and \( f|g \) is \( \Sigma \)-tight. Next we have \( \|(fg)h\|_\Sigma = \|f\|_\Sigma + \|g\|_\Sigma + \|h\|_\Sigma \), whence \( \|(fg)h\|_\Sigma = \|fg\|_\Sigma + \|h\|_\Sigma \) since, as seen above, \( f|g \) is \( \Sigma \)-tight. Hence \( (fg,h) \) is \( \Sigma \)-tight.

Conversely, assume that \( f|g \) and \( fg|h \) are \( \Sigma \)-tight. Then we directly obtain \( \|fg|h\|_\Sigma = \|f\|_\Sigma + \|g\|_\Sigma + \|h\|_\Sigma \), and \( f|g|\) is \( \Sigma \)-tight.

The argument is similar when gathering final entries instead of initial ones. \( \square \)

The tightness condition naturally leads to introducing two partial orderings:

**Definition 2.54 (\( \Sigma \)-prefix, \( \Sigma \)-suffix).** If \( \Sigma \) positively generates a groupoid \( \mathcal{G} \), then for \( f, g \) in \( \mathcal{G} \) with the same source, we say that \( f \) is a \( \Sigma \)-prefix of \( g \), written \( f \leq_\Sigma g \), if \( f|g^{-1}g \) is \( \Sigma \)-tight. Symmetrically, we say that \( h \) is a \( \Sigma \)-suffix of \( g \), written \( h \leq_\Sigma g \), if \( g, h \) have the same target and \( gh^{-1}h \) is \( \Sigma \)-tight.

**Lemma 2.55.** If \( \Sigma \) positively generates a groupoid \( \mathcal{G} \), then \( \leq_\Sigma \) and \( \leq_\Sigma \) are partial orders on \( \mathcal{G} \) and \( 1_x \leq_\Sigma g \) holds for every \( g \) with source \( x \).

**Proof.** As \( \|1_y\|_\Sigma \) is zero, every path \( g|1_y \) is \( \Sigma \)-tight for every \( g \) in \( \mathcal{G}(\cdot, y) \), so \( g \leq_\Sigma g \) always holds, and \( \leq_\Sigma \) is reflexive. Next, as the \( \Sigma \)-length is nonnegative, \( f \leq_\Sigma g \) implies \( \|f\|_\Sigma \leq \|g\|_\Sigma \). Now, assume \( f \leq_\Sigma g \) and \( g \leq_\Sigma f \). By the previous remark, we must have \( \|f\|_\Sigma = \|g\|_\Sigma \), whence \( \|f^{-1}g\|_\Sigma = 0 \). Hence, \( f^{-1}g \) is an identity-element, that is, \( f = g \) holds. So \( \leq_\Sigma \) is antisymmetric.

Finally, assume \( f \leq_\Sigma g \leq_\Sigma h \). Then \( f|g^{-1}g \) and \( g|g^{-1}h \), which is \( f|f^{-1}g|g^{-1}h \), are \( \Sigma \)-tight. By Lemma 2.53, \( f|f^{-1}g|g^{-1}h \) is \( \Sigma \)-tight, and then \( f|f^{-1}g|g^{-1}h ) \), which is \( f|f^{-1}h \), is \( \Sigma \)-tight. Hence \( f \leq_\Sigma h \), holds, and \( \leq_\Sigma \) is transitive. So \( \leq_\Sigma \) is a partial order on \( \mathcal{G} \). Finally, as \( \|1_x\|_\Sigma \) is zero, every path 1\( x |g \) with \( x \) the source of \( g \) is \( \Sigma \)-tight, and \( 1_x \leq_\Sigma g \) holds.

The verifications for \( \geq_\Sigma \) are entirely similar. \( \square \)

**Example 2.56 (\( \Sigma \)-prefix).** Let \( \mathcal{G} = (\mathbb{Z}, +) \) and \( \Sigma = \{-1, 1\} \). Then \( \Sigma \) is a family of positive generators for \( \mathbb{Z} \), and, for every integer \( p \), we have \( \|p\|_\Sigma = |p| \). Then \( p|q \) is \( \Sigma \)-tight if and only if \( p \) and \( q \) have the same sign, and \( p \) is a \( \Sigma \)-prefix of \( q \) if and only if \( q \) is a \( \Sigma \)-suffix of \( q \), if and only if \( p \) belongs to the interval \([0, q]\).

Consider now \( \mathcal{G} = (\mathbb{Z}/n\mathbb{Z}, +) \), with elements \( 0, 1, \ldots, n-1 \), and \( \Sigma = \{T \} \). For \( 0 \leq p < n \), we have \( \|p\|_\Sigma = p \), so \( (p, q) \) is \( \Sigma \)-tight if and only if \( p + q < n \) holds, and \( p \) is a \( \Sigma \)-prefix of \( q \) if \( 0 \leq q \leq p \).

Note that \( f|g \) is \( \Sigma \)-tight if and only if \( f \) is a \( \Sigma \)-prefix of \( fg \). The partial order \( \leq_\Sigma \) is weakly compatible with the product in the following sense:

**Lemma 2.57.** If \( \Sigma \) positively generates a groupoid \( \mathcal{G} \) then and \( f, g \) are elements of \( \mathcal{G} \) such that \( f|g \) is \( \Sigma \)-tight and \( g' \) is a \( \Sigma \)-prefix of \( g \), then \( f|g' \) is \( \Sigma \)-tight and we have \( fg' \leq_\Sigma fg \).

**Proof.** Assume \( g' \leq_\Sigma g \). Then, by definition, \( g'|g^{-1}g \) is \( \Sigma \)-tight. On the other hand, by assumption, \( f|g \), which is \( f|g'(g^{-1}g) \), is \( \Sigma \)-tight. By Lemma 2.53, it follows that
Lemma 2.60. If interested in the case when the derived structure is a germ, which is easily characterized.

We arrive at our main construction. For \( S \) a subfamily of a category, we use \( 1_S \) for the family of all elements \( 1_x \) for \( x \) the source or the target of at least one element of \( S \).

**Definition 2.58 (derived structure).** If a groupoid \( G \) is positively generated by a family \( \Sigma \) and \( H \) is a subfamily of \( G \), the structure **derived from \( H \) and \( \Sigma \)**, denoted by \( H^\Sigma \), is \((H, 1_H, \bullet)\), where \( \bullet \) is the partial operation on \( H \) such that \( f \bullet g = h \) holds if and only if (2.59)

\[
fg = h \text{ holds in } G \text{ and } f|g \in \Sigma.
\]

So we consider the operation that is induced on \( \Sigma \) by the ambient product of \( G \), with the restriction that the products that are not \( \Sigma \)-tight are discarded. We shall be specifically interested in the case when the derived structure is a germ, which is easily characterized.

**Lemma 2.60.** If \( \Sigma \) positively generates a groupoid \( G \) and \( H \) is a subfamily of \( G \) that includes \( 1_S \), then \( H^\Sigma \) is a germ. It is cancellative, Noetherian, and contains no nontrivial invertible element.

**Proof.** The verifications are easy. First, \( 1_S \) is satisfied since we assume that \( 1_S \) is included in \( H \). Next, assume that \( f, g, h \) belongs to \( H \) and \( f \bullet g, g \bullet h \) and \( (f \bullet g) \bullet h \) are defined. This means that \( fg, gh \) and \( (fg)h \) belong to \( H \) and that the paths \( f|g, g|h \), and \( f|gh \) are \( \Sigma \)-tight in \( G \). By Lemma 2.58, \( f|gh \), which is \( f|g \bullet h \), is \( \Sigma \)-tight. As \( f|gh \) belongs to \( H \), we deduce that \( f \bullet gh \), that is, \( f \bullet (g \bullet h) \), is defined, and it is equal to \( f|gh \). The argument is symmetric in the other direction and, therefore, \( 1_S \) is satisfied. So \( H^\Sigma \) is a germ.

Assume now that \( f, g, g' \) belong to \( H \) and \( f \bullet g = f \bullet g' \) holds. This implies \( fg = fg' \) in \( G \), whence \( g = g' \). So the germ \( H^\Sigma \) is left-cancellative, hence cancellative by a symmetric argument.

Then, assume that \( f, g \) lie in \( H \) and we have \( g = f \bullet g' \) for some non-invertible \( g' \) that lies in \( H \). By definition of \( \bullet \), this implies \( ||g||\Sigma = ||f||\Sigma + ||g'||\Sigma \), whence \( ||f||\Sigma < ||g||\Sigma \) as, by definition of the \( \Sigma \)-length, the non-invertibility of \( g' \) implies \( ||g'||\Sigma \geq 1 \). So the \( \Sigma \)-length is a left-Noetherian witness for \( H^\Sigma \). By symmetry, it is also a right-Noetherian witness. So the germ \( H^\Sigma \) is Noetherian.

Finally, assume \( \epsilon \bullet \epsilon' = 1_S \) with \( \epsilon, \epsilon' \in H \). Then we must have \( ||\epsilon||\Sigma + ||\epsilon'||\Sigma = ||1_S||\Sigma = 0 \). The only possibility is \( ||\epsilon||\Sigma = ||\epsilon'||\Sigma = 0 \), whence \( \epsilon = \epsilon' = 1_S \).

**Example 2.61 (derived germ).** Let \( G = (\mathbb{Z}, +) \) and \( \Sigma = \{-1, 1\} \). Here are three examples of derived germs according to various choices for \( H \).
For \( \mathcal{H} = \{0, 1, 2, 4\} \), the germ is not left-associative: \((1 \cdot 1) \cdot 2\) is defined but \(1 \cdot 2\) is not.

For \( \mathcal{H} = \{-2, -1, 0, 1, 2\} \), the tightness requirement implies that \(p \cdot q\) is never defined when \(p\) and \(q\) have different signs.

Owing to the results of Sections 1 and 2, a germ leads to interesting results only when it is left-associative. As seen in Example 2.61, these properties are not guaranteed for an arbitrary subfamily \( \mathcal{H} \), but they turn out to be connected with the closure of the set \( \mathcal{H} \) under \( \Sigma\)-suffix and \( \Sigma\)-prefix, where we naturally say that \( \mathcal{H} \) is closed under \( \Sigma\)-suffix (resp. \( \Sigma\)-prefix) if every \( \Sigma\)-suffix (resp. \( \Sigma\)-prefix) of an element of \( \mathcal{H} \) lies in \( \mathcal{H} \).

**Lemma 2.62.** If \( \Sigma \) positively generates a groupoid \( \mathcal{G} \) and \( \mathcal{H} \) is a subfamily of \( \mathcal{G} \) that is closed under \( \Sigma\)-suffix (resp. \( \Sigma\)-prefix), the germ \( \mathcal{H}^\Sigma \) is left-associative (resp. right-associative). For \( f, g \in \mathcal{H} \), the relation \( f \preceq_{\mathcal{H}^\Sigma} g \) is equivalent to \( f \) being a \( \Sigma\)-prefix of \( g \) in \( \mathcal{G} \) (resp. \( f \succeq_{\mathcal{H}^\Sigma} g \) is equivalent to \( f \) being a \( \Sigma\)-suffix of \( g \) in \( \mathcal{G} \)).

**Proof.** Assume that \( \mathcal{H} \) is closed under \( \Sigma\)-suffix and \( f, g, h \) are elements of \( \mathcal{H} \) such that \( f \cdot g \) and \((f \cdot g) \cdot h\) are defined. Then \( f \cdot g \) and \((f \cdot g) \cdot h\) lie in \( \mathcal{H} \) and the paths \( f \cdot g \) and \( f \cdot g \cdot h \) are \( \Sigma\)-tight. By Lemma 2.53, \( f \cdot g \cdot h \), and then \( f \cdot g \cdot h \) are \( \Sigma\)-tight. Hence \( g \cdot h \) is a \( \Sigma\)-suffix of \( f \cdot g \cdot h \) in \( \mathcal{G} \) and, therefore, by assumption, \( g \cdot h \) belongs to \( \mathcal{H} \). By Lemma 2.53, again, the fact that \( f \cdot g \cdot h \) is \( \Sigma\)-tight implies that \( g \cdot h \) is \( \Sigma\)-tight, and we deduce \( g \cdot h = f \cdot g \cdot h \). Thus the germ \( \mathcal{H}^\Sigma \) is left-associative.

Assume now that \( f, g \in \mathcal{H} \) and \( f \) is a left-divisor of \( g \) in the germ \( \mathcal{H}^\Sigma \). This means that \( f \cdot g^\prime = g \) holds for some \( g^\prime \) lying in \( \mathcal{H} \). Necessarily \( g^\prime \) is \( f^{-1} g \), so \( f \cdot g \) has to be \( \Sigma\)-tight, which means that \( f \) is a \( \Sigma\)-prefix of \( g \). Conversely, assume that \( f, g \in \mathcal{H} \) and \( f \) is a \( \Sigma\)-prefix of \( g \). Then \( f \cdot f^{-1} g \) is \( \Sigma\)-tight, so \( f^{-1} g \) is a \( \Sigma\)-suffix of \( g \). The assumption that \( \mathcal{H} \) is closed under \( \Sigma\)-suffix implies that \( f^{-1} g \) lies in \( \mathcal{H} \), and, then, \( f \cdot f^{-1} g = g \) holds, whence \( f \prec_{\mathcal{H}^\Sigma} g \).

The arguments for right-associativity and right-divisibility in \( \mathcal{H}^\Sigma \) are entirely symmetric, using now the assumption that \( \mathcal{H} \) is closed under \( \Sigma\)-prefix. \( \square \)

We now wonder whether \( \mathcal{H}^\Sigma \) is a Garside germ. As \( \mathcal{H}^\Sigma \) is Noetherian, it is eligible for Propositions 2.41 and 2.44, and we are led to looking for the satisfaction of (2.43) or (2.46). As the conditions involve the left-divisibility relation of the germ, then, by Lemma 2.63, they can be formulated inside the base groupoid in terms of \( \Sigma\)-prefixes.

**Proposition 2.63 (derived Garside 1).** If a groupoid \( \mathcal{G} \) is positively generated by a family \( \Sigma \) and \( \mathcal{H} \) is a subfamily of \( \mathcal{G} \) that is closed under \( \Sigma\)-suffix, then \( \mathcal{H}^\Sigma \) is a Garside germ whenever the following two conditions are satisfied:

(2.64) Any two elements of \( \mathcal{H} \) that admit a common \( \Sigma\)-upper bound admit a least \( \Sigma\)-upper bound in \( \mathcal{H} \).

(2.65) For \( f, g, g^\prime \) in \( \mathcal{H} \), if \( f \cdot g \) and \( f \cdot g^\prime \) are \( \Sigma\)-tight, then so is \( f \cdot h \) for every least \( \Sigma\)-upper bound \( h \) of \( g \) and \( g^\prime \).
Proof. By Lemmas 2.60 and 2.62, the germ \( \mathcal{H}^\Sigma \) is left-associative, cancellative, and Noetherian. Hence, by Corollary 2.45 \( \mathcal{H}^\Sigma \) is a Garside germ whenever it admits conditional right-lcms and satisfies (2.46). Now, by Lemma 2.62 for \( g, h \) in \( \mathcal{H} \), the relation \( g \preceq_{\mathcal{H}} h \) is equivalent to \( g \preceq_{\Sigma} h \). Therefore, \( h \) is a right-lcm of \( g \) and \( g' \) in \( \mathcal{H}^\Sigma \) if and only it is a \( \preceq_{\Sigma} \)-least upper bound of \( g \) and \( g' \). Hence (2.64) expresses that \( \mathcal{H}^\Sigma \) admits conditional right-lcms. Then (2.65) is a direct reformulation of (2.46) owing to the definition of the product in the germ \( \mathcal{H}^\Sigma \). \( \square \)

Appealing to Proposition 2.47 rather than to Corollary 2.45 gives a more economical criterion, whenever the family \( \mathcal{H} \) is also closed under \( \Sigma \)-prefix.

**Proposition 2.66 (derived Garside II).** If a groupoid \( \mathcal{G} \) is positively generated by a family \( \Sigma \) and \( \mathcal{H} \) is a subfamily of \( \mathcal{G} \) that is closed under \( \Sigma \)-prefix and \( \Sigma \)-suffix, then \( \mathcal{H}^\Sigma \) is a Garside germ whenever the following two conditions are satisfied:

\[
\begin{align}
(2.67) & \quad \text{Any two elements of } \Sigma \text{ that admit a common } \preceq_{\Sigma} \text{-upper bound in } \mathcal{H} \text{ admit a least } \preceq_{\Sigma} \text{-upper bound in } \mathcal{H}, \\
(2.68) & \quad \text{For } f \in \mathcal{H} \text{ and } s, s' \in \Sigma, \text{ if } f \mid s \text{ and } f \mid s' \text{ are } \Sigma \text{-tight, then so is } f \mid h \text{ for every least } \preceq_{\Sigma} \text{-upper bound } h \text{ of } s \text{ and } s'.
\end{align}
\]

Proof. We first establish using induction on \( \ell \) that all elements \( g, g' \) of \( \mathcal{H} \) that admit a common \( \preceq_{\Sigma} \)-upper bound \( gh \) (that is, \( g \cdot h \)), in \( \mathcal{H} \) satisfying \( \|gh\|_{\Sigma} \leq \ell \) admit a least \( \preceq_{\Sigma} \)-upper bound in \( \mathcal{H} \). For \( \ell = 0 \) the result is trivial and, for \( \ell \geq 1 \), we argue using induction on \( \|g\|_{\Sigma} + \|g'\|_{\Sigma} \). If both \( g \) and \( g' \) belong to \( \Sigma \), the result is true by (2.67). Otherwise, assuming \( g \not\in \Sigma \), we write \( g = g_1 \cdot g_2 \) with \( g_1, g_2 \) in \( \mathcal{H} \). As \( \mathcal{H} \) is closed under \( \Sigma \)-suffix, \( (g_2, h) \) is \( \Sigma \)-tight, and \( gh \) is a common \( \preceq_{\Sigma} \)-upper bound of \( g_1 \) and \( g' \) in \( \mathcal{H} \). As we have \( \|g_1\|_{\Sigma} + \|g'\|_{\Sigma} < \|g\|_{\Sigma} + \|g'\|_{\Sigma} \), the induction hypothesis implies that \( g_1 \) and \( g' \) admit a least \( \preceq_{\Sigma} \)-upper bound, say \( g_1h_1 \). Then \( g \cdot h \) is a common \( \preceq_{\Sigma} \)-upper bound of \( g_1 \cdot (g_2 \cdot h) \) and \( g_1 \cdot h_1 \), hence \( g_2 \cdot h \) is a common \( \preceq_{\Sigma} \)-upper bound of \( g_2 \cdot h \) and \( h_1 \). By construction, we have \( \|g_2h\|_{\Sigma} < \|gh\|_{\Sigma} \), so the induction hypothesis implies that \( g_2 \) and \( h_1 \) admit a least \( \preceq_{\Sigma} \)-upper bound in \( \mathcal{H} \), say \( g_2h_2 \). By Lemma 2.57 we have \( gh_2 \preceq_{\Sigma} gh \), and \( gh_2 \) is a least \( \preceq_{\Sigma} \)-upper bound of \( g \) and \( g' \). So (2.67) implies (2.64) and it expresses that the germ \( \mathcal{H}^\Sigma \) admits conditional right-lcms.

Now, we observe that the germ \( \mathcal{H}^\Sigma \) is eligible for Proposition 2.47 where we take for \( A \) the family \( \Sigma \): indeed, all assumptions are satisfied (including the condition that the germ is associative on both sides since \( \mathcal{H} \) is closed under \( \Sigma \)-prefix and \( \Sigma \)-suffix) and (2.68) is a translation of (2.48). Then the latter proposition gives the result. \( \square \)

(See Exercise 71 for an alternative argument connecting Propositions 2.66 and 2.63.)

Similarly, if any two elements of the family \( \mathcal{H} \) admit a least upper bound with respect to \( \preceq_{\Sigma} \), Proposition 2.49 provides a simple criterion:
Proposition 2.69 (derived Garside III). If a groupoid $G$ is positively generated by a family $\Sigma$ and $H$ is a subfamily of $G$ that is closed under $\Sigma$-prefix and $\Sigma$-suffix and any two elements of $H$ admit a $\leq_{\Sigma}$-least upper bound, then $H^\Sigma$ is a Garside germ.

Proof. By Lemma 2.62, the assumption that $H$ is closed under $\Sigma$-prefix and $\Sigma$-suffix implies that the germ $H^\Sigma$ is associative. The assumption that any two elements of $H$ admit a $\leq_{\Sigma}$-least upper bound implies that the germ $H^\Sigma$ admits right-lcms. Proposition 2.49 then implies that the latter is a Garside germ.

When Proposition 2.63, 2.66, or 2.69 applies, the results of Section 1 show that the category $\text{Cat}(H^\Sigma)$ is left-cancellative and right-Noetherian, and that it admits conditional right-lcms (and even right-lcms in the case of Proposition 2.69). Note that, if the considered family $H$ is the whole ambient groupoid $G$, then the conditions about closure under prefix and suffix becomes trivial. So, for instance, Proposition 2.69 implies

Corollary 2.70 (derived Garside IV). If a groupoid $G$ is positively generated by a family $\Sigma$ and any two elements of $G$ admit a $\leq_{\Sigma}$-least upper bound, then $G^\Sigma$ is a Garside germ.

So the main condition for obtaining a Garside germ along the above lines is to find a positively generating subfamily $\Sigma$ of $G$ such that the partial order $\leq_{\Sigma}$ admits (conditional) least upper bounds.

Example 2.71 (derived germ I). Let $G = (\mathbb{Z}/n\mathbb{Z}, +)$ and $\Sigma = \{1\}$. Here $G^\Sigma$ consists of $\{0, 1, ..., n-1\}$ equipped with the partial operation $\cdot$ defined by $p \cdot q = p+q$ for $p + q < n$, see the table on the right (for $n = 3$). Then, any two elements $\overline{p}, \overline{q}$ of $G$ admit a least $\leq_{\Sigma}$-upper bound, namely $\max(p,q)$. So $G$ and $\Sigma$ are eligible for Corollary 2.70 and the derived germ $G^\Sigma$ is a Garside germ. The associated monoid is the free monoid $(\mathbb{N}, +)$, and its group of fractions is the free group $(\mathbb{Z}, +)$. So, in this (trivial) case, considering the germ associated with $G$ provides a sort of unfolded, torsion-free version of the initial group.

Here is another example, which will be extended in Chapter IX.

Example 2.72 (derived germ II). Consider the symmetric group $S_n$ and, writing $\sigma_i$ for the transposition $(i, i+1)$, let $\Sigma$ be $\{\sigma_i \mid 1 \leq i < n\}$. Then $\Sigma$ generates $S_n$, and it positively generates $S_n$ since it consists of involutions. The $\Sigma$-length of a permutation $f$ is the number of inversions of $f$, that is, the cardinality of the set $I_f$, defined to be $\{(i,j) \mid i < j$ and $f(i) > f(j)\}$. Then $f \leq_{\Sigma} g$ is equivalent to $I_f \subseteq I_g$, see Chapter IX or for instance [118] Section 9.1]. Then one easily shows that $\leq_{\Sigma}$ provides a lattice on $S_n$, so, in particular, any two elements admit a $\leq_{\Sigma}$-least upper bound, and (2.67) is satisfied. Moreover, $f|\sigma_i$ is $\Sigma$-tight if and only if $f^{-1}(i) < f^{-1}(i+1)$ holds, and it easily follows that, if $f|\sigma_i$ and $f|\sigma_j$ are $\Sigma$-tight, then so is $f|_{\Delta_{i,j}}$, where $\Delta_{i,j}$ stands for $\sigma_i\sigma_j$, in the case $|i-j| \geq 2$, and for $\sigma_i\sigma_j\sigma_i$ in the case $|i-j| = 1$. So (2.68) is satisfied.
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By Proposition 2.66, we deduce that $\mathcal{S}_n^\Sigma$ is a Garside germ. The associated monoid is defined by the family of generators $\mathcal{S}_n$ and the relations $fg = h$ for $h = fg$ and $(f, g)$ $\Sigma$-tight. This list of relations includes the braid relations of (1.1.5) (Reference Structure 2, page 5). Conversely, it is known that any two shortest expressions of a permutation are connected by these relations (see Proposition IX.1.10 below), so the monoid admits the presentation (1.1.5) and, therefore, it is the braid monoid $B_n^+$. 

3 Bounded germs

When a Garside family is bounded by a map $\Delta$, it induces a Garside germ in which the elements $\Delta(x)$ enjoy specific properties; conversely, if a Garside germ contains elements with such properties, the Garside family it gives rise to is bounded. Quite naturally, we shall say that such a germ is bounded. Here we state a few easy observations involving such bounded germs, in particular a new criterion for recognizing Garside germs. We begin with right-bounded germs (Subsection 3.1), and then continue with bounded germs themselves (Subsection 3.2). Finally, we describe in Subsection 3.3 a general scheme for constructing a bounded Garside germ from a group satisfying convenient lattice conditions.

3.1 Right-bounded germs

As in Chapter V, we begin with a notion of right-boundedness that involves only one side.

**Definition 3.1 (right-bounded).** A germ $\mathcal{S}$ is called right-bounded by a map $\Delta$ from $\text{Obj}(S)$ to $S$ if

(i) For every object $x$, the source of $\Delta(x)$ is $x$,

(ii) For every $s$ in $\mathcal{S}(x, -)$, there exists $t$ in $S$ satisfying $s \cdot t = \Delta(x)$.

If $\mathcal{S}$ is left-cancellative, we denote by $\partial_\Delta(s)$, or $\partial s$, the element $t$ involved in (ii).

**Example 3.2 (right-bounded).** As the notation suggests, the germs of Figure 1 are right-bounded by the element $\Delta$. More generally, a germ with one object is right-bounded if there exists an element $\Delta$ that occurs in every row of the associated table.

Other natural examples arise in the context of the derived germs of Subsection 2.4.

**Proposition 3.3 (right-bounded Garside).** Assume that $\mathcal{G}$ is a groupoid, $\Sigma$ positively generates $\mathcal{G}$, and $\Delta : \text{Obj}(\mathcal{G}) \to \mathcal{G}$ is such that, for every object $x$, the source of $\Delta(x)$ is $x$ and the family $\mathcal{H}$ of all $\Sigma$-prefixes of $\Delta$ is closed under $\Sigma$-suffix. Assume moreover that $(\mathcal{G}, \Sigma, \mathcal{H})$ is eligible for Proposition 2.63, 2.66, or 2.69. Then $\mathcal{G}^\mathcal{H}$ is a Garside germ that is right-bounded by $\Delta$. 

In the above statement, when we speak of the \( \Sigma \)-prefixes of \( \Delta \), we naturally mean the family of all \( \Sigma \)-prefixes of elements \( \Delta(x) \).

**Proof.** By the relevant proposition, the germ \( G^H \) is a Garside germ. Now let \( g \) belong to \( H(x, -) \). By assumption, \( g \) is a \( \Sigma \)-prefix of \( \Delta(x) \), so there exists a \( \Sigma \)-suffix \( h \) of \( \Delta(x) \) such that \( g \cdot h = \Delta(x) \) holds. By assumption, \( h \) belongs to \( H \) and, therefore \( g \cdot h = \Delta(x) \) holds in the germ \( G^H \). So the latter is right-bounded by \( \Delta \). \( \square \)

For instance, the germs of Examples 2.71 and 2.72 are eligible for Proposition 3.3; they are right-bounded by \( \frac{n - 1}{n} \) and by the flip permutation \( i \mapsto n + 1 - i \), respectively.

The following result shows that our terminology is coherent with that of Chapter V.

**Lemma 3.4.** (i) If \( C \) is a left-cancellative category and \( S \) is a solid Garside family in \( C \) that is right-bounded by a map \( \Delta \), then the induced germ \( \mathfrak{S} \) is right-bounded by \( \Delta \).

(ii) Conversely, if \( \mathfrak{S} \) is a Garside germ that is right-bounded by a map \( \Delta \), then the Garside family of \( \text{Cal}(\mathfrak{S}) \) given by \( S \) is right-bounded by \( \Delta \).

**Proof.** (i) Assume that \( s \) belongs to \( S(x, y) \). By assumption, we have \( s \preceq \Delta(x) \), whence \( \Delta(x) = st \) for some \( t \). The assumption that \( S \) is solid, hence in particular closed under right-divisor, implies that \( t \) lies in \( S \). Hence, \( s, t, \) and \( \Delta(x) \) belong to \( S \) and, in the induced germ \( \mathfrak{S} \), we have \( s \cdot t = \Delta(x) \). So the germ \( \mathfrak{S} \) is right-bounded by \( \Delta \).

(ii) We identify \( S \) with its image in \( \text{Cal}(\mathfrak{S}) \). Assume that \( x \) is an object of \( \text{Cal}(\mathfrak{S}) \), hence of \( S \), and \( s \) is an element of \( S(x, -) \). The existence of \( t \) in \( S \) satisfying \( s \cdot t = \Delta(x) \) implies \( st = \Delta(x) \) in \( \text{Cal}(\mathfrak{S}) \), so \( S \) is right-bounded by \( \Delta \) in \( \text{Cal}(\mathfrak{S}) \). \( \square \)

We now establish a new characterization of Garside germs in the right-bounded case. We recall from Definition 1.18 that, if \( S \) is a germ and \( s, t \) lie in \( S \), then \( s \cdot S \)-divides \( t \), written \( s \preceq_S t \), if \( s \cdot t' = t \) holds for some \( t' \) in \( S \). We then have the usual derived notions of a right-\( S \)-lcm (as in Proposition 1.26) and, symmetrically, left-\( S \)-gcd, that is, a greatest lower bound with respect to \( \preceq_S \). We naturally say that \( S \) admits left-gcds if any two elements of \( S \) with the same source admit a left-\( S \)-gcd.

**Proposition 3.5 (recognizing right-bounded Garside germ).** If a germ \( \mathfrak{S} \) is associative, left-cancellative, right-bounded by a map \( \Delta \) and admits left-gcds, then \( \mathfrak{S} \) is a Garside germ, and its image in \( \text{Cal}(\mathfrak{S}) \) is a Garside family that is right-bounded by \( \Delta \).

We begin with an auxiliary result.

**Lemma 3.6.** Assume that \( \mathfrak{S} \) is a germ that is associative, left-cancellative, and right-bounded by a map \( \Delta \). Then, for all \( s, t \) in \( \mathfrak{S} \), the element \( s \cdot t \) is defined if and only if \( t \preceq_S \partial_\Delta s \) holds.

**Proof.** Assume that \( s \) lies in \( \mathfrak{S}(x, y) \) and \( s \cdot t \) is defined. Then \( s \cdot t \) belongs to \( \mathfrak{S}(x, -) \) and, therefore, we have \( s \cdot t \preceq_\mathfrak{S} \Delta(x) \), that is, \( s \cdot t \preceq_\mathfrak{S} s \cdot \partial_\Delta s \). As \( \mathfrak{S} \) is assumed to be left-associative and left-cancellative, Lemma 1.19(iv) implies \( t \preceq_\mathfrak{S} \partial_\Delta s \).
Conversely, assume \( t \preceq S \partial_s, \) say \( t \cdot r = \partial_s s. \) By assumption, \( s \cdot \partial_s s, \) that is, \( s \cdot (t \cdot r), \) is defined. By right-associativity, \( s \cdot t \) is defined as well.

**Proof of Proposition 3.5.** Let \( s_1 | s_2 \) belong to \( S^{[2]}_. \) Consider the family \( \partial_S(s_1, s_2), \) that is, by definition, \( \{ s \in S \mid s_1 \cdot s \text{ is defined and } s \preceq_S s_2 \}. \) By Lemma (3.6), an equivalent definition is \( \{ s \in S \mid s \preceq_S \partial_s s_1 \text{ and } s \preceq_S s_2 \}, \) that is, \( \partial_S(s_1, s_2) \) is the family of all common left-\( S \)-divisors of \( \partial_s s_1 \) and \( s_2 \) in \( S. \) So the assumption implies that \( \partial_S(s_1, s_2) \) has a \( \preceq_S \)-greatest element, namely any left-\( S \)-gcd of \( \partial_s s_1 \) and \( s_2. \) By Proposition 2.28, we deduce that \( S \) is a Garside germ.

Then the category \( \mathcal{C} \) is left-cancellative, \( S \) embeds in \( \mathcal{C}(S), \) and its image is a Garside family in \( \mathcal{C}(S). \) The assumption that \( S \) is right-bounded by \( \Delta \) immediately implies that its image in \( \mathcal{C}(S) \) is right-bounded by (the image of) \( \Delta. \)

### 3.2 Bounded germs

In order to obtain stronger results and, in particular, to make the conditions of Proposition 3.5 necessary and sufficient, we have to strengthen the assumptions and consider bounded germs.

**Definition 3.7 (bounded germ).** A germ \( S \) is called **bounded** by a map \( \Delta \) from \( \text{Obj}(S) \) to \( S \) if it is right-bounded by \( \Delta \) and, in addition, for every object \( y, \) there exists an object \( x \) such that, for every \( s \) in \( S(-, y), \) there exists \( r \) in \( S(x, -) \) satisfying \( r \cdot s = \Delta(x). \)

Once again, natural examples arise in the context of derived germs.

**Proposition 3.8 (bounded Garside).** Assume that \( G \) is a groupoid, \( \Sigma \) positively generates \( G, \) and \( \Delta : \text{Obj}(G) \to G \) is such that, for every object \( x, \) the source of \( \Delta(x) \) is \( x \) and the family \( H \) of all \( \Sigma \)-prefixes of \( \Delta \) coincides with the family of all \( \Sigma \)-suffixes of \( \Delta \). If \( (G, \Sigma, H) \) is eligible for Proposition 2.63 or 2.66 or 2.69, then \( G^H \) is a Garside germ that is bounded by \( \Delta. \)

**Proof.** Owing to Proposition 3.3, it remains to consider the elements of \( \Delta^{\text{div}}(\Delta). \) So assume that \( g \) belongs to \( H(-, y). \) By assumption, there exists \( x \) such that \( g \) is a \( \Sigma \)-suffix of \( \Delta(x), \) so there exists a \( \Sigma \)-prefix \( f \) of \( \Delta(x) \) such that \( f \cdot g \) is \( \Sigma \)-tight and \( f \cdot g = \Delta(x) \) holds. By assumption, \( f \) belongs to \( H \) and, therefore, \( f \cdot g = \Delta(x) \) holds in the germ \( G^H. \) So the latter is bounded by \( \Delta. \)

The assumptions of Proposition 3.8 may appear convoluted. The statement is more simple for a group.

**Corollary 3.9 (bounded Garside).** Assume that \( G \) is a group, \( \Sigma \) positively generates \( G, \) and \( \Delta \) is an element of \( G \) such that the family \( H \) of all \( \Sigma \)-prefixes of \( \Delta \) coincides with the family of all \( \Sigma \)-suffixes of \( \Delta. \) If \( (G, \Sigma, H) \) is eligible for Proposition 2.63 or 2.66 or 2.69, then \( G^H \) is a Garside germ that is bounded by \( \Delta. \)
The germs of Examples 2.71 and 2.72 are not only right-bounded, but even bounded: this is clear in the case of $\mathbb{Z}/n\mathbb{Z}$ as the group is Abelian; in the case of $\mathfrak{S}_n$, this follows from the fact that every permutation is both a $\Sigma$-prefix and a $\Sigma$-suffix of the flip permutation. We shall come back on this in Chapter IX.

We now list a few general properties of bounded germs and their associated categories.

**Lemma 3.10.** (i) If $C$ is a left-cancellative category and $S$ is a Garside family in $C$ that is bounded by a map $\Delta$ and satisfies $S^2 = S$, the induced germ $\mathfrak{S}$ is associative and bounded by $\Delta$.

(ii) Conversely, assume that $\mathfrak{S}$ is a Garside germ that is associative and bounded by a map $\Delta$. Then the Garside family of $\text{Cat}(\mathfrak{S})$ given by $S$ is bounded by $\Delta$.

**Proof.** (i) By Lemma 3.4, the induced germ $S$ is right-bounded by $\Delta$. By assumption, $S$ is bounded by $\Delta$ and $S = S^2$ holds, hence, for every $s$ in $S(-, y)$, there exists $r$ in $S(x, -)$ satisfying $rs = \Delta(x)$, whence $r \cdot s = \Delta(x)$, so $\mathfrak{S}$ is bounded. The assumptions imply that $S$ is closed under left- and right-divisors in $C$, hence $\mathfrak{S}$ is associative.

(ii) By Lemma 3.4 again, the Garside family $S$ is right-bounded by $\Delta$ in $\text{Cat}(\mathfrak{S})$. The assumption that $\mathfrak{S}$ is associative guarantees that $S$ is closed under left- and right-divisors in $\text{Cat}(\mathfrak{S})$, hence $S^2$ coincides with $S$. Then the assumption that $\mathfrak{S}$ is bounded by $\Delta$ implies that $S$ satisfies (V.2.4) in $\text{Cat}(\mathfrak{S})$, that is, $S$ is bounded by $\Delta$ in $\text{Cat}(\mathfrak{S})$.

By Proposition V.2.35 (bounded implies gcd), the existence of a bounded Garside family in a category implies the existence of left-gcds. The argument localizes to germs.

**Lemma 3.11.** A Garside germ $\mathfrak{S}$ that is associative, left-cancellative, and bounded admits left-gcds.

**Proof.** Assume that $\mathfrak{S}$ is bounded by $\Delta$. Let $s, s'$ be two elements of $S$ with the same source. The assumption that $\mathfrak{S}$ is bounded and right-cancellative implies the existence of $x$ and $r$ satisfying $r \cdot s = \Delta(x)$, whence $s = \partial r$. Then $r | s'$ belongs to $S[2]$ so Proposition 2.28 which is valid for $S$ since the latter is a Garside germ, implies the existence of a $\leq_S$-greatest element $t$ in $\mathfrak{S}(r, s')$. By definition of the latter family, $t \leq_S s'$ holds and $r \cdot t$ is defined. By Lemma 3.6 the latter relation implies $t \leq_S \partial r$, that is, $t \leq_S s$. So $t$ is a common left-$S$-divisor of $s$ and $s'$. Now let $t'$ be an arbitrary common left-$\mathfrak{S}$-divisor of $s$ and $s'$. By Lemma 3.6 again (now in the other direction), the assumption $t' \leq_S s$, that is, $t' \leq_S \partial r$, implies that $r \cdot t'$ is defined. Hence $t'$ belongs to $\mathfrak{S}(r, s')$ and, therefore, $t' \leq_S t$ holds. So $t$ is a left-$\mathfrak{S}$-gcd of $s$ and $s'$, and $\mathfrak{S}$ admits left-gcds.

We deduce a characterization of Garside germs in the bounded case.

**Proposition 3.12** (recognizing bounded Garside germ). For an associative, cancellative, and bounded germ $\mathfrak{S}$, the following conditions are equivalent:

(i) The germ $\mathfrak{S}$ is a Garside germ;

(ii) The germ $\mathfrak{S}$ admits left-gcds.
Proof. Assume that \( S \) is a Garside germ. As \( S \) is assumed to be associative and left-cancellative, Lemma 5.11 implies that \( S \) admits left-gcds. So (i) implies (ii).

Conversely, assume that \( S \) admits left-gcds. Then Proposition 3.5 implies that \( S \) is a Garside germ, and (ii) implies (i).

In the situation of Proposition 3.12, the category \( \text{Cat}(\mathcal{S}) \) is left-cancellative and it \( S \) is a Garside family of \( \text{Cat}(\mathcal{S}) \) that is bounded by \( \Delta \). It is natural to wonder whether further properties of \( \text{Cat}(\mathcal{S}) \) can be read inside the germ \( \mathcal{S} \), typically right-cancellativity. We saw in Proposition V.1.59 (right-cancellative II) that this is connected with the properties of the functor \( \phi_\Delta \) associated with \( \Delta \), in particular preservation of normality.

**Proposition 3.13 (right-cancellativity).** Assume that \( \mathcal{S} \) is a germ that is associative, cancellative, with no nontrivial invertible element, and bounded by a map \( \Delta \), that \( \Delta \) is target-injective, that \( \partial \) is a bijection from \( S \) to itself, and that, if \( s \cdot t \) is defined, then so is \( \partial^{-2} s \cdot \partial^{-2} t \). Then \( \text{Cat}(\mathcal{S}) \) is cancellative and \( \phi_\Delta \) is an automorphism.

Proof. By construction, \( \phi_\Delta \) coincides with \( \partial^2 \) on \( S \), which is also \( S^2 \) since there is no nontrivial invertible element and \( 1_\mathcal{S} \) is included in \( \mathcal{S} \). By assumption, \( \partial \) is injective, hence so is \( \partial^2 \), which is the restriction of \( \phi_\Delta \) to \( S \). We shall prove that \( \phi_\Delta \) preserves \( S \)-normality. So assume that \( s_1 \cdot s_2 \) is an \( S \)-normal path. We wish to prove that \( \phi_\Delta(s_1) \cdot \phi_\Delta(s_2) \) is \( S \)-normal as well. Assume that \( s \) belongs to \( \partial \mathcal{S}(\phi_\Delta(s_1), \phi_\Delta(s_2)) \), that is, \( \phi_\Delta(s_1) \cdot s \) is defined and we have \( s \preceq_S \phi_\Delta(s_2) \), hence \( \phi_\Delta(s_2) = s \cdot t \) for some \( t \). As \( S \) is bounded by \( \Delta \), the map \( \partial \) is surjective, so there exist \( s' \) and \( t' \) satisfying \( s = \partial^2 s' \) and \( t = \partial^2 t' \). So, at this point, we have that \( \partial^2 s_1 \cdot \partial^2 s' \) is defined, and that \( \partial^2 s_2 = \partial^2 s' \cdot \partial^2 t' \) holds. The assumption on \( \partial^{-2} \) then implies that \( s_1 \cdot s' \) and \( s' \cdot t' \) are defined. Then we can write \( \partial^2(s' \cdot t') = \phi_\Delta(s' \cdot t') = \phi_\Delta(s_2) = \partial^2(s_2) \) in \( \text{Cat}(\mathcal{S}) \), and deduce \( s' \cdot t' = s_2 \), whence \( s' \preceq_S s_2 \). So \( s' \) belongs to \( \partial \mathcal{S}(s_1, s_2) \). As \( s_1 \cdot s_2 \) is \( S \)-normal, Lemma 2.4 implies that \( s' \) must be invertible, hence, under our current assumptions, it is an identity-element. Hence so is \( \partial^2 s' \), which is \( s \). By Lemma 2.4 again, we deduce that \( \phi_\Delta(s_1) \cdot \phi_\Delta(s_2) \) is \( S \)-normal. Then all conditions in Proposition V.1.59 (right-cancellative II) are satisfied, and the latter states that \( \text{Cat}(\mathcal{S}) \) is right-cancellative and that \( \phi_\Delta \) is injective on \( \text{Cat}(\mathcal{S}) \), hence it is an automorphism (as, by assumption, it is surjective).

**Example 3.14 (right-cancellative).** Consider the braid germ of Figure 1 right: it is easy to check that \( \partial^{-2} \) (which is also \( \partial^2 \)) is the map that preserves 1 and \( \Delta \), and exchanges \( \sigma_1 \) and \( \sigma_2 \), and \( \sigma_1 \sigma_2 \) and \( \sigma_2 \sigma_1 \). Then all assumptions of Proposition 3.13 are satisfied, and we obtain one more way of establishing that the braid monoid \( B^*_3 \) is right-cancellative (of course, this is essentially the same argument as in Chapter V).
3.3 An application: germs from lattices

As in Subsection 2.4, we shall now describe a general scheme for associating a (bounded) germ with a group equipped with a partial ordering satisfying convenient (semi)-lattice conditions. The construction is reminiscent of the construction of derived germs in Subsection 2.4, but, instead of using a tightness condition for defining the germ operation, we use an order condition on left cosets. We recall that a poset \((X, \leq)\) is called an inf-semi-lattice if it admits a least element and any two elements admit a greatest lower bound.

**Proposition 3.15 (germ from lattice).** Assume that \(G\) is a group, \(H\) is a subgroup of \(G\), and \(\leq\) is an inf-semi-lattice ordering on \(G/H\) with least element \(H\) and greatest element \(\Delta H\), and

\[
\text{(3.16)} \quad \text{The relation } fH \leq fgH \leq fghH \text{ implies } gH \leq ghH,
\]

\[
\text{(3.17)} \quad \text{The conjunction of } gH \leq ghH \text{ and } fH \leq fghH \text{ implies } fH \leq fgH \leq fghH.
\]

Let \(\ast\) be the partial operation on \(G\) such that \(f \ast g = h\) is true if and only if we have \(fg = h\) in \(G\) and \(fH \leq hH\). Write \(G\) for \((G, \ast, 1)\).

(i) The structure \(G\) is a Garside germ that is associative, cancellative, and bounded by \(\Delta\); the monoid \(\text{Mon}(G)\) is left-cancellative, its invertible elements are the elements of \(H\), and it admits left-gcds and common right-multiples.

(ii) If, moreover, \(gH \leq hH\) implies \(\Delta g\Delta^{-1}H \leq \Delta h\Delta^{-1}H\), the monoid \(\text{Mon}(G)\) is right-cancellative and \(\phi\) is an automorphism.

A particular case of Proposition 3.15 is when \(H\) is trivial and the lattice ordering exists on the whole group \(G\), in which case the monoid \(\text{Mon}(G)\) has no nontrivial invertible element. More generally, if \(H\) is a normal subgroup of \(G\), then the quotient-group \(G/H\) is eligible for the construction and we are then in the above particular case.

**Proof.** (i) First (1.4) is trivial since there is only one object. Next, \(H \leq gH\) and \(gH \leq gH\) hold for every \(g\), so \(1 \ast g\) and \(g \ast 1\) are defined and we have \(1 \ast g = g \ast 1 = g\). So (1.5) is satisfied in \(G\). Then, assume that \((f \ast g) \ast h\) is defined. This means that we have \(fH \leq fgH\) and \(fgH \leq fghH\). By (3.16), we deduce \(gH \leq ghH\) and, directly, \(fH \leq fghH\), implying that \(g \ast h\) and \(f \ast (g \ast h)\) are defined. In the other direction, assume that \(f \ast (g \ast h)\) is defined. Arguing similarly and using (3.17), we deduce that \(f \ast g\) and \((f \ast g) \ast h\) are defined. In both cases, the equalities \((f \ast g) \ast h = fgh = (f \ast g) \ast h\) are then obvious. So (1.6), (1.7), and (1.8) are satisfied in \(G\). Hence the latter is an associative germ.

Next, the germ \(G\) is left-cancellative: \(g \ast h = g \ast h'\) implies \(gh = gh'\), whence \(h = h'\). Similarly, \(G\) is right-cancellative as \(g \ast h = g' \ast h\), which gives \(gh = g'h\), implies \(g = g'\). Moreover, \(G\) is bounded by \(\Delta\): indeed, for every \(g\) in \(G\), we have \(gH \leq \Delta H = g(g^{-1}\Delta)H\), whence \(g \ast g^{-1}\Delta = \Delta\), and \(\Delta g^{-1}H \leq \Delta H = (\Delta g^{-1})gH\), whence \(\Delta g^{-1} \ast g = \Delta\).

Then, \(G\) admits left-gcds: an element \(g\) of \(G\) is a left-\(G\)-divisor of an element \(h\) if there exists \(h'\) satisfying \(g \ast h' = h\), which is true if and only if \(gH \leq hH\) is true, in which case \(h' = g^{-1}h\) is convenient. Then the assumption that \((G, \leq)\) admits greatest
lower bounds implies (actually is equivalent to) the fact that the germ \( G_{\alpha} \) admits left-geds. Thus the conditions of Proposition 3.5 are satisfied, and the latter implies that \( G_{\alpha} \) is a Garside germ.

Finally, by Lemma 1.19(i), the invertible elements of \( \text{Mon}(G_{\alpha}) \) are the invertible elements \( g \) of \( G_{\alpha} \), that is, the elements \( g \) of \( G \) satisfying \( g \cdot h = 1 \) for some \( h \). The latter is equivalent to \( gH \subseteq H \), whence to \( gH = H \), that is, \( g \in H \). The other properties follow from \( S \) being a Garside germ and \( \text{Cat}(S) \) admitting a bounded Garside family.

(ii) We show that the assumption of Proposition 3.13 are satisfied. The map \( \partial_{\alpha} \) maps \( g \) to \( g^{-1} \Delta_{\alpha} \), so \( g' = \partial_{\alpha} g \) is equivalent to \( g = \Delta_{\alpha} g'^{-1} \), hence \( \partial_{\alpha} \) is bijective on \( G \). Next, we obtain \( \partial_{\alpha}^{-2} g = \Delta_{\alpha} g^{-1} \). If \( g \cdot h \) is defined, we have \( gH \leq ghH \), whence, by the additional assumption, \( \Delta_{\alpha} g^{-1} H \leq \Delta_{\alpha} gh \Delta_{\alpha}^{-1} H \), that is, \( \Delta_{\alpha} g^{-1} H \leq (\Delta_{\alpha} \Delta_{\alpha}^{-1})(\Delta_{\alpha} h \Delta_{\alpha}^{-1})H \), meaning that \( \partial_{\alpha}^{-2} g \cdot \partial_{\alpha}^{2} h \) is defined. Then we apply Proposition 3.13.

**Example 3.18 (germ from lattice).** Let \( G \) be the braid group \( B_{n} \) (Reference Structure page 5) and \( PB_{n} \) be the subgroup of \( B_{n} \) made of all pure braids, that is, the braids whose associated permutation is the identity. We saw in Reference Structure page 5 that \( PB_{n} \) is a normal subgroup of \( B_{n} \) and we have the short exact sequence (1.17) \( 1 \rightarrow PB_{n} \rightarrow B_{n} \rightarrow \Sigma_{n} \rightarrow 1 \). Let \( \Sigma \) be the family of all transpositions \((i, i+1)\) in the symmetric group \( \Sigma_{n} \). As mentioned in Example 2.72, the weak order \( \leq \Sigma \) on \( \Sigma_{n} \) is a lattice ordering on \( \Sigma_{n} \), that is, on \( B_{n}/PB_{n} \). The least element in this order is 1 and the greatest element is the flip permutation \( \Delta \) (or \( w_{0} \)) that exchanges \( i \) and \( n+1-i \) for each \( i \). Then the germ constructed from \( B_{n} \) and \( PB_{n} \) using the method of Proposition 3.15 is a sort of extension of the germ of Example 2.72 by the group \( PB_{n} \); writing \( \pi \) for the projection of \( B_{n} \) onto \( \Sigma_{n} \), we have that \( g \cdot h \) is defined in the current construction if and only if \( \pi(g) \leq \pi(h) \) holds in \( \Sigma_{n} \), hence if and only if \( \pi(g) \pi(g)^{-1} \pi(h) \) is \( \Sigma \)-tight, hence if and only if \( \pi(g) \cdot \pi(h) \) is defined in the construction of Subsection 2.4. The monoid generated by the current germ is a semi-direct product of \( B_{n}^{1} \) by \( PB_{n} \) with \( B_{n}^{1} \) acting by conjugation on \( PB_{n} \)—it is not the submonoid of \( B_{n} \) generated by \( PB_{n} \) and \( B_{n}^{1} \); for instance, \( \sigma_{i} \) does not divides \( \sigma_{i}^{2} \) since the latter is invertible in the monoid whereas the former is not.

The above example is somehow trivial in that the involved subgroup \( PB_{n} \) is normal and we could directly work with the quotient-group \( B_{n}/PB_{n} \), that is, \( \Sigma_{n} \), in which case we obtain the same germ in Example 2.72. We refer to Section XIV.3 for another more novel and interesting example.

**Exercises**

**Exercise 65 (not embedding).** Let \( S \) consist of fourteen elements \( 1, a, \ldots, n \), all with the same source and target, and \( \ast \) be defined by \( 1 \ast x = x \ast 1 = x \) for each \( x \), plus \( a \ast b = f, f \ast c = g, d \ast e = h, g \ast h = i, c \ast d = j, b \ast j = k, k \ast e = m, \) and \( a \ast m = n \). (i) Shows that \( S \) is a germ. (ii) Show that, in \( S \), we have \((a \ast b) \ast (c \ast d) \ast e = i, i \neq n = a \ast ((b \ast (c \ast d)) \ast e) \), whereas, in \( \text{Mon}(S) \), we have \( i \ast i = i \ast n \). Conclude.

**Exercise 66 (multiplying by invertible elements).** (i) Show that, if \( S \) is a left-associative germ, then \( S \) is closed under left-multiplication by invertible elements in \( \text{Cat}(S) \). (ii)
Show that, if $\mathcal{S}$ is an associative germ, $s \cdot t$ is defined, and $t' = \mathcal{S}_t$ holds, then $s \cdot t'$ is defined as well.

**Exercise 67 (atoms).** (i) Show that, if $\mathcal{S}$ is a left-associative germ, the atoms of $Cat(\mathcal{S})$ are the elements of the form $t \cdot e$ with $t$ an atom of $\mathcal{S}$ and $e$ an invertible element of $\mathcal{S}$.

(ii) Let $\mathcal{S}$ be the germ whose table is shown on the right. Show that the monoid $Mon(\mathcal{S})$ admits the presentation $\langle a, e \mid ea = a, e^2 = 1 \rangle$ (see Exercise 48) and that $a$ is the only atom of $\mathcal{S}$, whereas the atoms of $Mon(\mathcal{S})$ are $a$ and $ae$. (iii) Show that $\mathcal{S}$ is a Garside germ.

**Exercise 68 (families $\mathcal{J}_S$ and $\mathcal{J}_G$.** Assume that $\mathcal{S}$ is a left-associative germ. (i) Show that a path $s_1|s_2$ of $\mathcal{S}^2$ is $\mathcal{S}$-normal if and only if all elements of $\mathcal{J}_S(s_1, s_2)$ are invertible. (ii) Assuming in addition that $\mathcal{S}$ is left-cancellative, show that, for $s_1|s_2$ in $\mathcal{S}^2$, the family $\mathcal{J}_\mathcal{S}(s_1, s_2)$ admits common right-multiples if and only if $\mathcal{J}_\mathcal{S}(s_1, s_2) \subseteq \mathcal{S}$.

**Exercise 69 (positive generators).** Assume that $\Sigma$ is a family of positive generators in a group $\mathcal{G}$ and $\Sigma$ is closed under inverse, that is, $g \in \Sigma$ implies $g^{-1} \in \Sigma$. (i) Show that $\|g\|^\Sigma = \|g^{-1}\|^\Sigma$ holds for every $g$ in $\mathcal{G}$. (ii) Show that $f^{-1} \leq \Sigma, g^{-1}$ is equivalent to $f \leq \Sigma, g$.

**Exercise 70 (minimal upper bound).** For $\leq$ a partial ordering on a family $\mathcal{S}'$ and $f, g, h$ in $\mathcal{S}'$, say that $h$ is a *minimal upper bound*, or mub, for $f$ and $g$, if $f \leq h$ and $g \leq h$ holds, but there exists no $h'$ with $h' < h$ satisfying $f \leq h'$ and $g \leq h'$. Assume that $\mathcal{G}$ is a groupoid, $\Sigma$ positively generates $\mathcal{G}$, and $\mathcal{H}$ is a subfamily of $\mathcal{G}$ that is closed under $\Sigma$-suffix. Show that $\mathcal{H}^\Sigma$ is a Garside germ if and only if, for all $f, g, g'$ in $\mathcal{H}$ such that $f \cdot g$ and $f \cdot g'$ are defined and $g''$ is a $\leq \Sigma$-mub of $g$ and $g'$, the product $f \cdot g''$ is defined.

**Exercise 71 (derived germ).** Under the assumptions of Proposition 2.66, prove using an induction on $\ell$ that, if $f, g, g'$ lie in $\mathcal{H}$, if $f \cdot g$, $f \cdot g'$ are defined and lie in $\mathcal{H}$, and $g, g'$ admit a least $\leq \Sigma$-upper bound $h$ satisfying $\|h\|^\Sigma \leq \ell$, then $f \cdot h$ is defined. Deduce that (2.68) implies (2.65) and deduce Proposition 2.66 from Proposition 2.63.

**Notes.**

**Sources and comments.** The notion of a germ and the results of Section 1 first appeared in Bessis-Digne-Michel [13] under the name “preGarside structure”. It appears also in Digne–Michel [109] and, in a different setting, in Krammer [162]. A lattice-theoretic version of the correspondence between a Garside germ and the associated category via normal decompositions appears in [204]: the role of the germ is played by what the author calls an $L$-algebra and the role of the category (more exactly its enveloping groupoid) is played by a right $l$-group, a one-sided version of a lattice group. In this way, the correspondence can be seen as an extension of the classic correspondence between MV-algebras and lattice groups [185, 49].
The characterization of Garside germs given in Proposition 2.8 appears in [109] (with an additional right-associativity condition); the current exposition based on the $J$-law and the computation of the tail is formally new, as are the results of Subsection 2.2 in particular the result that a greatest $J$-function has to satisfy the $J$-law.

The construction of the germ derived from a groupoid as explained in Subsection 2.4 appears for instance in Digne–Michel [109], but it was already known and used earlier in more or less equivalent settings, for instance in Bessis [10] Theorem 0.5.2] which reports that the construction of the germ derived from a group was known in 2000 to one of us (JM): a Garside monoid arises whenever one considers the monoid generated by the set of divisors of an element, with all relations $fg = h$ such that the lengths add, when the divisors of that element on the right and on the left are the same and form a lattice for divisibility [180]. At that time known examples were the Coxeter element of the symmetric group and the longest element of a finite Coxeter group. The approach has been used extensively in the case of braid groups of Coxeter groups and complex reflection groups, where it proved to be especially suitable, see Chapter IX and sources like Digne [106] and [107].

The notion of a bounded Garside germ was considered by D. Bessis, F. Digne and J. Michel (see [13, Proposition 2.23]) and is implicit in Krammer [162], which also contains the principle of the construction of Subsection 3.3. Note that the germ derived from a groupoid in the sense of Subsection 2.4 is automatically bounded when the reference family $H$ consists of the divisors of some element.

**Further questions.** At the moment, it is not yet clear that all results are optimal. For instance, right-associativity is superfluous in most cases, but not all. In particular, the following is unclear:

**Question 20.** Is the right-associativity assumption needed in Lemma 2.42?

Some weak form of right-associativity involving invertible elements is always satisfied in a (left-associative) germ and this might turn to be enough to complete all arguments. On the other hand, two-sided associativity is often guaranteed, in particular in the case of germs derived from a groupoid or a lattice. As the latter are the most interesting examples known so far in the current approach, weakening associativity assumptions is maybe not of real significance.
Chapter VII
Subcategories

In this chapter, we study subcategories and their connections with Garside families. Typically, starting from a left-cancellative category $C$ equipped with a Garside family $S$, we investigate the subcategories $C_1$ of $C$ that are compatible with $S$ in the sense that $S \cap C_1$ is a Garside family in $C_1$ and the $C_1$-paths that are $(S \cap C_1)$-normal coincide with those that are $S$-normal. We establish various characterizations of such subcategories, as well as results about their intersections. The general philosophy emerging from the results established below is that Garside families and Garside germs behave nicely with respect to subcategories, arguably one more proof of their naturalness.

The chapter is organized as follows. Section 1 contains general background about subcategories and a few results involving specific types subcategories, namely those that are closed under $\times$, head-subcategories, and parabolic subcategories, with in particular useful criteria for recognizing the latter subcategories (Proposition 1.25).

Next, Section 2 is devoted to various forms of compatibility between a subcategory and a Garside family. Here the main result is the existence of local characterizations of compatibility, both in the general case (Propositions 2.10 and 2.14), and in particular cases like that of parabolic subcategories (Corollary 2.22). The connection between compatibility for categories and for their enveloping groupoids is analyzed in Proposition 2.27.

In Section 3, we investigate those subcategories generated by subfamilies of a reference Garside family. The notion of a subgerm arises naturally and the central question is to recognize which properties of the subcategory generated by a subgerm $S_1$ of a germ $S$ can be read inside $S$. Several positive results are established, in particular Proposition 3.14 which compares the category $\text{Cat}(S_1)$ with the subcategory of $\text{Cat}(S)$ generated by $S_1$, and Proposition 3.16 which gives conditions for $S_1$ to be a Garside germ.

Finally, in Section 4, we consider subcategories arising in connection with a functor, namely subcategories of fixed points and image-subcategories. We establish in particular an injectivity criterion for a functor involving what we call its correctness (Corollary 4.17), a notion that appears as the appropriate extension of an lcm-homomorphism in contexts where lcms need not exist.

Main definitions and results (in abridged form)

**Proposition 1.13 (generated subcategory, right-lcm case).** Assume that $C$ is a left-cancellative category that admits conditional right-lcms and $S_1$ is a subfamily of $C$ such that $S_1^\times \cup C^\times$, denoted by $S_1^\#$, is closed under right-diamond in $C$. (i) The subcategory $C_1$ of $C$ generated by $S_1^\#$ is closed under right-diamond and right-quotient in $C$, and it admits conditional right-lcms. (ii) If $C$ is right-Noetherian, then so is $C_1$, and $S_1$ is a Garside family in $C_1$. 
Definition 1.19 (head-subcategory). A subcategory \( C_1 \) of a left-cancellative category \( C \) is called a head-subcategory if \( C_1 \) is closed under right-quotient in \( C \) and every element of \( C \) whose source belongs to \( \text{Obj}(C_1) \) admits a \( C_1 \)-head.

Proposition 1.21 (head-subcategory). Assume that \( C_1 \) is a subcategory of a left-cancellative category \( C \). (i) If \( C_1 \) is a head-subcategory of \( C \), then \( C_1 \) includes \( 1_C \) and is closed under right-quotient and right-comultiple in \( C \). (ii) If \( C \) is right-Noetherian, the implication of (i) is an equivalence.

Corollary 1.22 (head-subcategory). A subcategory \( C_1 \) of a left-cancellative category \( C \) that is right-Noetherian is a head-subcategory if and only if \( C_1 \) includes \( 1_C \) and is closed under inverse and right-diamond in \( C \), if and only if \( C_1 \) is closed under right-quotient and right-comultiple in \( C \).

Proposition 1.25 (head on Garside family). If \( C \) is a left-cancellative category, \( S \) is a Garside family of \( C \), and \( C_1 \) is a subcategory of \( C \) that includes \( 1_C \), is closed under right-quotient in \( C \), and is generated by \( S^2 \cap C_1 \), then \( C_1 \) is a head-subcategory of \( C \) whenever every element of \( S \) admits a \( C_1 \)-head that lies in \( S \), and (i) The category \( C \) is right-Noetherian, or (ii) The family \( S^2 \) is closed under left-divisor; the second domino rule is valid for \( S \), and \( C_1 \) is compatible with \( S \).

Definition 1.30 (parabolic subcategory). A parabolic subcategory of a left-cancellative category \( C \) is a head-subcategory of \( C \) that is closed under factor.

Proposition 1.32 (parabolic subcategory). Assume that \( C_1 \) is a subcategory of a left-cancellative category \( C \). (i) If \( C_1 \) is parabolic in \( C \), then \( C_1 \) is closed under right-comultiple and factor. (ii) If \( C \) is right-Noetherian, the implication of (i) is an equivalence.

Proposition 1.35 (intersection of parabolic). If \( C \) is a left-Noetherian left-cancellative category, every intersection of parabolic subcategories of \( C \) is a parabolic subcategory.

Definition 2.4 (compatible subcategory). A subcategory \( C_1 \) of a left-cancellative category \( C \) is said to be compatible with a Garside family \( S \) of \( C \) if, putting \( S_1 = S \cap C_1 \), we have \( S^2 \cap C_1 \subseteq S_1^2 \). The family \( S_1 \) is a Garside family in \( C_1 \), and \( C_1 \)-path is \( S_1 \)-normal in \( C_1 \) if and only if it is \( S \)-normal in \( C \).

Proposition 2.10 (recognizing compatible I). If \( S \) is a Garside family in a left-cancellative category \( C \) and \( C_1 \) is a subcategory of \( C \) that is closed under right-quotient in \( C \), then \( C_1 \) is compatible with \( S \) if and only if \( 2.11 \). Putting \( S_1 = S \cap C_1 \) and \( S_1^2 = S_1 C_1^\times \cup C_1^\times \), we have \( S^2 \cap C_1 \subseteq S_1^2 \). Every element of \( C_1 \) admits an \( S \)-normal decomposition with entries in \( C_1 \).

Proposition 2.14 (recognizing compatible II). If \( S \) is a Garside family in a left-cancellative category \( C \) and \( C_1 \) is a subcategory of \( C \) that is closed under right-quotient in \( C \), then \( C_1 \) is compatible with \( S \) if and only if, putting \( S_1 = S \cap C_1 \) and \( S_1^2 = S_1 C_1^\times \cup C_1^\times \), every element of \( C_1 \) admits an \( S \)-normal decomposition with entries in \( S_1^2 \).

Proposition 2.21 (recognizing compatible, =*-closed case). If \( S \) is a Garside family in a left-cancellative category \( C \) and \( C_1 \) is a subcategory of \( C \) that is closed under right-quotient and \( =^* \)-closed in \( C \), then \( C_1 \) is compatible with \( S \) if and only if \( 2.12 \) holds.
Proposition 2.27 (strongly compatible). If \( \mathcal{C} \) is a left-Ore subcategory that admits left-lcms, then, for every Ore subcategory \( \mathcal{C}_1 \) of \( \mathcal{C} \), the following are equivalent: (i) The subcategory \( \mathcal{C}_1 \) is strongly compatible with a strong Garside family \( \mathcal{S} \) of \( \mathcal{C} \); (ii) The subcategory \( \mathcal{C}_1 \) is closed under quotient and weakly closed under left-lcm; (iii) The subcategory \( \mathcal{C}_1 \) is strongly compatible with every strong Garside family with which it is compatible.

Definition 3.1 (subgerm). A germ \( \mathcal{S}_1 \) is a subgerm of a germ \( \mathcal{S} \) if \( \mathcal{S}_1 \) is included in \( \mathcal{S} \), \( \text{Obj}(\mathcal{S}_1) \) is included in \( \text{Obj}(\mathcal{S}) \), the source, target, identity, and product maps of \( \mathcal{S}_1 \) are induced by those of \( \mathcal{S} \), and \( \text{Dom}(\ast_1) = \text{Dom}(\ast) \cap \mathcal{S}_1 \) holds.

Proposition 3.14 (Garside subgerm 1). If \( \mathcal{S}_1 \) is a subgerm of a Garside germ \( \mathcal{S} \) and \( \mathcal{S}_1 \) is closed under right-quotient in \( \mathcal{S} \), a sufficient condition for \( \text{Sub}(\mathcal{S}_1) \) to be isomorphic to \( \text{Cat}(\mathcal{S}_1) \) is that \( \mathcal{S}_1 \) is closed under right-comultiple in \( \mathcal{S} \).

Corollary 3.18 (Garside subgerm, Noetherian case). If \( \mathcal{S}_1 \) is a right-Noetherian subgerm of a Garside germ \( \mathcal{S} \) and \( \mathcal{S}_1 \) is closed under right-quotient and right-comultiple in \( \mathcal{S} \), then \( \text{Sub}(\mathcal{S}_1) \) is isomorphic to \( \text{Cat}(\mathcal{S}_1) \) and \( \mathcal{S}_1 \) is a Garside family in \( \text{Sub}(\mathcal{S}_1) \).

Proposition 4.2 (fixed points). If \( \mathcal{S} \) is an \( = \)-transverse Garside family in a left-cancellative category \( \mathcal{C} \) and \( \phi \) is an automorphism of \( \mathcal{C} \) satisfying \( \phi(\mathcal{S}) = \mathcal{S} \), then the subcategory \( \mathcal{C}^\phi \) is compatible with \( \mathcal{S} \); in particular, \( \mathcal{S} \cap \mathcal{C}^\phi \) is a Garside family in \( \mathcal{C}^\phi \).

Definition 4.5 (correct). Assume that \( \mathcal{C}, \mathcal{C}' \) are left-cancellative categories. (i) For \( \mathcal{S} \subseteq \mathcal{C} \), a functor \( \phi \) from \( \mathcal{C} \) to \( \mathcal{C}' \) is said to be correct for invertibility on \( \mathcal{S} \) if, when \( s \) lies in \( \mathcal{S} \) and \( \phi(s) \) is invertible in \( \mathcal{C}' \), then \( s \) is invertible in \( \mathcal{C} \) and \( s^{-1} \) lies in \( \mathcal{S} \). (ii) For \( \mathcal{S} \subseteq \mathcal{C} \), a functor \( \phi \) from \( \mathcal{C} \) to \( \mathcal{C}' \) is said to be correct for right-comultiples (resp. right-complements, resp. right-diamonds) on \( \mathcal{S} \) if, when \( s, t \) lie to \( \mathcal{S} \) and \( \phi(s)g = \phi(t)f \) holds in \( \mathcal{C}' \) for some \( g, f \), there exists \( s', t' \) in \( \mathcal{C} \) and \( h \) in \( \mathcal{C}' \) satisfying \( st' = ts' \), \( f = \phi(s')h \), and \( g = \phi(t')h \), plus \( st', st' \in \mathcal{S} \) (resp. plus \( s', t' \in \mathcal{S} \), resp. plus \( s', t' \in \mathcal{S} \), resp. plus \( s', st' \in \mathcal{S} \)).

Proposition 4.15 (correct vs. divisibility). If \( \mathcal{C}, \mathcal{C}' \) are left-cancellative categories and \( \phi \) is a functor from \( \mathcal{C} \) to \( \mathcal{C}' \) that is correct for invertibility and right-complements on a generating subfamily of \( \mathcal{C} \), then, for all \( f, g \) in \( \mathcal{C} \), we have \( f \preceq g \iff \phi(f) \preceq \phi(g) \).

Corollary 4.17 (correct vs. injectivity). If \( \mathcal{C}, \mathcal{C}' \) are left-cancellative categories and \( \phi \) is a functor from \( \mathcal{C} \) to \( \mathcal{C}' \) that is correct for invertibility and right-complements on a generating subfamily of \( \mathcal{C} \), then \( \phi \) is injective on \( \mathcal{C} \) if and only if it is injective on \( \mathcal{C}' \).

Proposition 4.22 (correct vs. groupoid). If \( \mathcal{C}, \mathcal{C}' \) are left-Ore categories and \( \phi \) is a functor from \( \mathcal{C} \) to \( \mathcal{C}' \) that is correct for invertibility and right-complements on a generating family of \( \mathcal{C} \), and is injective on \( \mathcal{C}' \), then \( \phi \) extends into an injective functor \( \phi^\pm \) from \( \text{Env}(\mathcal{C}) \) to \( \text{Env}(\mathcal{C}') \), and we have then \( \phi(\mathcal{C}) = \phi^\pm(\text{Env}(\mathcal{C})) \cap \mathcal{C}' \).

1 Subcategories

This introductory section is devoted to a few general results about subcategories and various notions of closure. It is organized as follows. In Subsection 1.1 we recall basic
facts about subcategories and introduce the closure properties we are interested in. Then, in Subsection 1.2 we discuss the special case of $=^\ast$-closed subcategories, which are those subcategories that contain as many invertible elements as possible. Next, in Subsection 1.3 we introduce the notion of a head-subcategory, which is a subcategory $C_1$ such that every element of the ambient category admits a $C_1$-head, that is, a greatest left-divisor lying in $C_1$. Finally, in Subsection 1.4 we introduce the notion of a parabolic subcategory.

1.1 Closure properties

We recall from Subsection II.1.2 that a subcategory of a category $C$ is a category $C_1$ included in $C$ and such that the operations of $C_1$ are induced by those of $C$. Every sub-family $S$ of a category $C$ is included in a smallest subcategory that includes it: denoted by $\text{Sub}(S)$, the latter is the union of $1S$ and all powers $S^p$ with $p \geq 1$.

We shall now introduce various closure conditions that a subcategory—or, more generally, a subfamily—may satisfy. In view of the subsequent developments, it is convenient to introduce what can be called relative versions in which the reference family need not be the entire ambient category.

**Definition 1.1 (closed under identity and product).** For $S \subseteq X \subseteq C$ with $C$ a left-cancellative category, we say that $S$ is closed under identity if $1_x$ belongs to $S$ whenever there exists at least one element of $S$ with source or target $x$. We say that $S$ is closed under product in $X$ if $st$ belongs to $S$ whenever $s$ and $t$ belong to $S$ and $st$ belongs to $X$.

Then a subfamily $C_1$ of $C$ is a subcategory of $C$—more exactly, becomes a subcategory when equipped with the operations induced by those of $C$—if and only if it is closed under identity and product in $C$. Note that we do not require that a subcategory includes all objects of the initial category.

**Definition 1.2 (closed under inverse).** For $S \subseteq X \subseteq C$ with $C$ a left-cancellative category, we say that $S$ is closed under inverse in $X$ if $g^{-1}$ lies in $S$ whenever $g$ lies in $S$ and $g^{-1}$ belongs to $X$.

The relation between being invertible in the sense of the ambient category and in the sense of a subcategory is then obvious:

**Lemma 1.3.** If $C_1$ is a subcategory of a left-cancellative category $C$, we have

\[(1.4) \quad C_1^\ast \subseteq C^\ast \cap C_1,\]

with equality if and only if $C_1$ is closed under inverse in $C$. For every subfamily $S$ of $C$, putting $S_1 = S \cap C_1$ and $S_1^\ast = S_1 C_1^\ast \cup C_1^\ast$, we have

\[(1.5) \quad S_1^\ast \subseteq S^\ast \cap C_1.\]

If $C$ has no nontrivial invertible element, then so does $C_1$, and (1.4)–(1.5) are equalities.

The proof, which directly follows from the definitions, is left to the reader.
The example of the submonoid \( \mathbb{N} \) of \( \mathbb{Z} \) viewed as a monoid and, more generally, of every Ore category viewed as a subcategory of its enveloping groupoid shows that need not be an equality in general.

We now introduce a stronger closure property.

**Definition 1.6 (closed under quotient).** For \( S \subseteq X \subseteq C \) with \( C \) a left-cancellative category, we say that \( S \) is closed under right-quotient (resp. left-quotient) in \( X \) if, for all \( f, g, h \in X \) satisfying \( f = gh \), if \( f \) and \( g \) (resp. \( f \) and \( h \)) belong to \( S \), then \( h \) (resp. \( g \)) belongs to \( S \) too.

**Lemma 1.7.** Assume that \( C \) is a left-cancellative category and \( C_1 \) is a subcategory of \( C \) that is closed under right-quotient in \( C \).

(i) The subcategory \( C_1 \) is closed under inverse in \( C \).

(ii) For all \( f, g \in C_1 \), the relation \( f \approx g \) holds in \( C \) if and only if it does in \( C_1 \).

(iii) Two elements of \( C_1 \) that are left-disjoint in \( C \) are left-disjoint in \( C_1 \).

**Proof.** (i) Assume that \( \epsilon \) belongs to \( C_1 \cap C_1 \). Let \( x \) be the source of \( \epsilon \). Then \( \epsilon \in C_1 \) implies \( x \in \text{Obj}(C_1) \), whence \( 1_x \in C_1 \). Then, in \( C \), we have \( \epsilon^{-1} = 1_x \). As \( \epsilon \) and \( 1_x \) belong to \( C_1 \), the assumption that \( C_1 \) is closed under right-quotient implies that \( \epsilon^{-1} \) lies in \( C_1 \).

(ii) In every case, if \( f \approx g \) holds in \( C_1 \), it a fortiori does in \( C \). Conversely, assume that \( f, g \) lie in \( C_1 \) and \( f \approx g \) holds in \( C \). Then \( fg' = g \) holds for some \( g' \in C_1 \). As \( C_1 \) is closed under right-quotient in \( C \), the quotient \( g' \) belongs to \( C_1 \) and, therefore, \( f \approx g \) holds in \( C_1 \).

(iii) Assume that \( f, g \) belong to \( C_1 \) and they are left-disjoint in \( C \). Assume that \( h, h' \) lie in \( C_1 \) and satisfy \( h' \approx h \) and \( h' \approx hg \) in \( C_1 \). By (ii), \( h' \approx h \) holds in \( C \), so, in \( C_1 \), the elements \( f \) and \( g \) are left-disjoint.

In general, there is no reason why the implication of Lemma 1.7(iii) should be an equivalence: the assumption that two elements \( f, g \) of the considered subcategory \( C_1 \) are left-disjoint in \( C_1 \) says nothing about the elements \( h, h' \) of the ambient category \( C \) that possibly satisfy \( h' \approx hf \) and \( h' \approx hg \).

There exist connections between the closure properties introduced so far.

**Lemma 1.8.** Every subcategory \( C_1 \) of a left-cancellative category \( C \) that is closed under inverse and under right-complement in \( C \) is closed under right-quotient in \( C \).

**Proof.** Assume that \( f \) and \( g \) lie in \( C_1 \) and \( g = fg' \) holds. As \( C_1 \) is closed under right-complement in \( C \), there exist \( f', g' \) in \( C_1 \) and \( h \) satisfying \( fg' = g'f' \), \( g'h = g' \), and \( f'h = 1_y \), where \( y \) is the target of \( g \). The latter equality implies that \( f' \) lies in \( C_1 \cap C_1 \), hence \( h \) lies in \( C_1 \) since \( C_1 \) is closed under inverse. Therefore, \( g' \), which is \( g'h \), lies in \( C_1 \) as well. So \( C_1 \) is closed under right-quotient in \( C \).

So, for a subcategory that is closed under right-complement in the ambient category, closures under inverse and under right-quotient are equivalent conditions.

In the sequel of this chapter, the condition (1.129), which is a common extension of closure under right-comultiple and under right-complement, will appear frequently, and it is convenient to introduce a specific terminology, here in a relative version.
Definition 1.9 (closed under right-diamond). For $S \subseteq X \subseteq C$ with $C$ a left-cancellative category, we say that $S$ is closed under right-diamond in $X$ if, when $s, t$ lie in $S$ and $sg = tf$ holds in $C$ with $sg$ in $X$, there exist $s', t'$ in $S$ and $h$ in $X$ satisfying $st' = ts'$, $f = s'h$, $g = t'h$ and, moreover, $st'$ lies in $S$.

By definition, if $S$ is closed under right-diamond in $X$, it is closed both under right-comultiple and right-complement in $X$—with the obvious meaning of this relative version. Conversely, (the relative version of) Lemma IV.1.8 says that, if $S$ is closed under right-comultiple and right-divisor in $X$, then it is closed under right-diamond in $X$. In the case of a subfamily that is a subcategory, we obtain:

Lemma 1.10. For every subcategory $C_1$ of a left-cancellative category $C$, the following conditions are equivalent:

(i) The subcategory $C_1$ is closed under inverse and right-diamond in $C$;

(ii) The subcategory $C_1$ is closed under right-quotient and right-comultiple in $C$.

Proof. Assume (i). As it is closed under right-diamond in $C$, the subcategory $C_1$ is closed under right-complement and right-comultiple in $C$. Then Lemma IV.8 implies that it is also closed under right-quotient in $C$. So (i) implies (ii).

Conversely, assume (ii). Then, by Lemma 1.2 $C_1$ is closed under inverse in $C$. On the other hand, by Lemma IV.8 the assumption that it is closed under right-comultiple and right-quotient in $C$ implies that it is closed under right-diamond in $C$.

Let us mention an important situation in which a number of subcategories are automatically closed under quotient, and even under divisor.

Proposition 1.11 (balanced presentation). Call a relation $u = v$ balanced if the same letters occur in $u$ and $v$ (possibly with different multiplicities), and call a presentation balanced if it contains only balanced relations. If a left-cancellative category $C$ admits a balanced presentation $(S, R)$, then, for every subfamily $S_1$ of $S$, the subcategory $\text{Sub}(S_1)$ is closed under left- and right-divisor and under left- and right-quotient in $C$.

Proof. Assume that $S_1$ is included in $S$, that $g$ belongs to the subcategory $\text{Sub}(S_1)$, and that $h$ is a factor of $g$. As $g$ lies in $\text{Sub}(S_1)$, it admits an expression $w$ that is an $S_1$-path. On the other hand, as $h$ is a factor of $g$, there exists another expression $w'$ of $g$ such that some subpath $v$ of which is an expression of $h$. A straightforward induction shows that, if two $S$-paths $w, w'$ are $R$-equivalent, then exactly the same letters of $S$ occur in $w$ and $w'$. Hence $w'$ must be an $S_1$-path, and so is a fortiori its subpath $v$. Then $h$, which admits an expression by an $S_1$-path, belongs to $\text{Sub}(S_1)$. So $\text{Sub}(S_1)$ is closed under factor, hence under left- and right-divisor and, a fortiori, under left- and right-quotient.

Example 1.12 (braids). Consider the braid monoid $B_n^+$ (Reference Structure 2 page 5), and its presentation (1.1.5) in terms of the generators $\sigma_1, \ldots, \sigma_{n-1}$. The relations are balanced, so Proposition 1.11 states that, for every subset $I$ of $\{1, \ldots, n - 1\}$, the submonoid $B_I^+$ of $B_n^+$ generated by $\{\sigma_i \mid i \in I\}$ is closed under left- and right-divisor in $B_n^+$. 

We conclude with a criterion guaranteeing, in good cases, that a subfamily is a Garside family in the subcategory it generates.

**Proposition 1.13 (generated subcategory, right-lcm case).** Assume that $\mathcal{C}$ is a left-cancellative category that admits conditional right-lcms and $S_1$ is a subfamily of $\mathcal{C}$ such that $S_1 \cap \mathcal{C}^\circ \cup \mathcal{C}^\circ$, denoted by $S_1^\circ$, is closed under right-diamond in $\mathcal{C}$.

(i) The subcategory $\mathcal{C}_1$ of $\mathcal{C}$ generated by $S_1^\circ$ is closed under right-diamond and right-quotient in $\mathcal{C}$, and it admits conditional right-lcms.

(ii) If $\mathcal{C}$ is right-Noetherian, then so is $\mathcal{C}_1$, and $S_1$ is a Garside family in $\mathcal{C}_1$.

**Proof.** (i) Assume that, in $\mathcal{C}$, we have an equality $s_1 \cdots s_p g' = t_1 \cdots t_q f'$, with $s_1, \ldots, s_p, t_1, \ldots, t_q$ in $S_1^\circ$. As $S_1^\circ$ is closed under right-diamond in $\mathcal{C}$, Proposition [IV.1.15] (grid) provides a rectangular diagram with right edges $f'_1, \ldots, f'_p$ and bottom edges $g'_1, \ldots, g'_q$ plus $h$ in $\mathcal{C}$, such that all edges and diagonals of the grids belong to $S_1^\circ$ and we have $f' = f'_1 \cdots f'_p h$ and $g' = g'_1 \cdots g'_q h$.

Next, as the category $\mathcal{C}$ admits conditional right-lcms, we can construct the above grid so that, for all $i, j$, the element $s_{i,j+1} t_{i+1,j+1}$, which is also $t_{i+1,j} s_{i+1,j+1}$, is a right-lcm of $s_{i,j+1}$ and $t_{i+1,j}$. Then the rules for an iterated right-lcm imply that $s_1 \cdots s_p g'_1 \cdots g'_q$ is a right-lcm of $s_1 \cdots s_p$ and $t_1 \cdots t_q$. This shows that, whenever two elements $f, g$ of $\mathcal{C}_1$ admit a common right-multiple in $\mathcal{C}$, then some right-lcm of $f$ and $g$ lies in $\mathcal{C}_1$, and therefore, as, by assumption, $\mathcal{C}_1$ includes all of $\mathcal{C}^\circ$, every right-lcm of $f$ and $g$ lies in $\mathcal{C}_1$. This implies that $\mathcal{C}_1$ admits conditional right-lcms.

Then, consider the special case when $f'$ is an identity-element. Then $h$ must be invertible and, therefore, the equality $g' = g'_1 \cdots g'_q h$ implies that $g$ is an element of $\text{Sub}(S_1^\circ)$ (here we use the fact that $S_1^\circ$, hence $\mathcal{C}_1$, includes all of $\mathcal{C}^\circ$). Hence $\mathcal{C}_1$ is closed under right-quotient in $\mathcal{C}$. As it is closed under right-lcm, it is closed under right-diamond in $\mathcal{C}$.

(ii) Assume that $\mathcal{C}$ is right-Noetherian. Then $\mathcal{C}_1$, which is included in $\mathcal{C}$, is a fortiori right-Noetherian. Now $S_1^\circ$ is a generating family of $\mathcal{C}_1$ that is closed under right-diamond in $\mathcal{C}$, hence a fortiori in $\mathcal{C}_1$. By definition and Lemma [IV.2.23] this implies that $S_1^\circ$ is closed under right-complement and right-lcm in $\mathcal{C}_1$, and Corollary [IV.2.29] (recognizing Garside, right-lcm case) implies that $S_1^\circ$, hence also $S_1$, is a Garside family in $\mathcal{C}_1$.  

**Corollary 1.14 (generated subcategory, right lcm-case).** Under the assumptions of Proposition [IV.1.13] (ii), $S_1$ is also a Garside family in the subcategory $\text{Sub}(S_1)$ whenever the latter is closed under right-quotient in $\mathcal{C}_1$.

**Proof.** We first observe that, if $s_1, s_2$ lie in $S_1$ and $s_1|s_2$ is $S_1$-greedy in $\mathcal{C}_1$, then $s_1|s_2$ is also $S_1$-greedy in $\text{Sub}(S_1)$. Indeed, assume $s \in S_1$, $f \in \text{Sub}(S_1)$, and $s \preceq f s_1 s_2$ in $\text{Sub}(S_1)$. As $\text{Sub}(S_1)$ is included in $\mathcal{C}_1$ and $s_1|s_2$ is $S_1$-normal in $\mathcal{C}_1$, there exists $f'$ in $\mathcal{C}_1$ satisfying $s f' = f s_1$. By assumption, $s$ and $f s_1$ belong to $\text{Sub}(S_1)$, so the closure assumption implies that $f'$ belongs to $\text{Sub}(S_1)$ as well. Hence $s \preceq f s_1$ holds in $\text{Sub}(S_1)$ and $s_1|s_2$ is $S_1$-greedy in $\text{Sub}(S_1)$. 

Now, let \( g \) belong to \( \text{Sub}(S_1) \). Then \( g \) belongs to \( C_1 \), and, as \( S_1 \) is a Garside family in \( C_1 \) by Proposition \ref{prop-garside-family}, \( g \) admits an \( S_1^{\circ} \)-normal decomposition in \( C_1 \), say \( s_1|\cdots|s_p \). We may assume that \( s_1, \ldots, s_{p-1} \) lie in \( S_1 \), and that \( s_{p-1} \) lies in \( S_1^{\circ} \). As \( g \) and \( s_1|\cdots|s_{p-1} \) lie in \( \text{Sub}(S_1) \), the assumption that \( \text{Sub}(S_1) \) is closed under right-quotient in \( C_1 \) implies \( s_p \in \text{Sub}(S_1) \). Then, by the result above, \( s_1|\cdots|s_p \) is an \( S_1 \)-normal decomposition of \( g \) inside \( \text{Sub}(S_1) \). As every element of \( \text{Sub}(S_1) \) admits an \( S_1 \)-normal decomposition in \( \text{Sub}(S_1) \), the family \( S_1 \) is a Garside family in \( \text{Sub}(S_1) \). □

1.2 Subcategories that are closed under \( =^x \)

Various technical problems involving subcategories come from the possible existence of invertible elements of the ambient category that do not belong to the considered subcategory. These problems vanish when we consider subcategories that are \( =^x \)-closed, that is, every element \( =^x \)-equivalent to an element of the subcategory lies in the subcategory. Here we establish basic properties of such \( =^x \)-closed subcategories.

By definition, every category \( C \), viewed as a subfamily of itself, is \( =^x \)-closed, and so is the empty subcategory. The point with a subcategory \( C_1 \), compared with an arbitrary subfamily, is that the product of two elements of \( C_1 \) belongs to \( C_1 \). Hence, in order to force \( =^x \)-closedness for \( C_1 \), it is enough to demand that \( C_1 \) contains enough invertible elements, see Exercise \ref{exercise-inv-elements}. For instance, a subcategory of a category that includes all of \( C^\circ \) is obviously \( =^x \)-closed.

**Lemma 1.15.** If \( C_1 \) is an \( =^x \)-closed subcategory of a left-cancellative category \( C \):

(i) The subcategory \( C_1 \) is closed under inverse in \( C \) and under \( =^x \);

(ii) Every \( C^\circ \)-deformation of a \( C_1 \)-path is a \( C_1 \)-path;

(iii) For \( S \subseteq C \), putting \( S_1 = S \cap C_1 \), we have \( S_1 C_1^\circ \cup C_1^\circ S_1 = S_1 \cap C_1 \).

**Proof.** (i) Let \( \epsilon \) belongs to \( C^\circ \cap C_1 \), say \( \epsilon \in C^\circ(x, y) \). Then \( y \) belongs to \( \text{Obj}(C_1) \), hence \( 1_y \) belongs to \( C_1 \). Now \( \epsilon^{-1} =^x 1_y \) holds, so the assumption that \( C_1 \) is \( =^x \)-closed implies \( \epsilon^{-1} \) lies in \( C_1 \). We deduce \( C^\circ \cap C_1 \subseteq C_1^\circ \), whence \( C_1^\circ = C^\circ \cap C_1 \) by Lemma \ref{lemma-normal-decomposition}.

Next, assume \( g \in C_1(x, -) \). Then \( 1_g \) belongs to \( C_1 \), and \( \epsilon^{-1} =^x 1_g \) holds. We deduce that \( \epsilon^{-1} \) lies in \( C_1 \), hence that \( \epsilon \) lies in \( C_1 \) since the latter is closed under inverse. It follows that \( \epsilon g \) lies in \( C_1 \), hence that \( C_1 \) is \( =^x \)-closed. As it is \( =^x \)-closed, it is \( =^x \)-closed, that is, closed under left- and right-multiplication by an invertible element.

(ii) Assume that \( f_1|\cdots|f_p \) is a \( C^\circ \)-deformation of a \( C_1 \)-path \( g_1|\cdots|g_q \). As \( g_p \) belongs to \( C_1 \), the identity-element \( 1_y \), where \( y \) is the target of \( g_p \), belongs to \( C_1 \), so, if needed, we can always extend the shorter path with identity-elements and assume \( p = q \). Then, by definition, \( f_i =^x g_i \) holds for every \( i \). By (i), this implies that \( f_i \) belongs to \( C_1 \).

(iii) The inclusion \( S_1 C_1^\circ \cap C_1^\circ \subseteq S_1^\circ \cap C_1 \) is obvious. Conversely, assume \( g \in S_1^\circ \cap C_1 \). If \( g \) is invertible, it belongs to \( C_1^\circ \) by (i). Otherwise, assume \( g = g' \epsilon \) with \( g' \in S \) and \( \epsilon \in C^\circ \). We have \( g' =^x g \), so the assumption that \( g \) lies in \( C_1 \) implies that \( g' \) lies in \( C_1 \), hence in \( S \cap C_1 \). On the other hand, we have \( \epsilon = 1_y \), where \( y \) is the target of \( g \), so \( \epsilon \) lies in \( C_1 \), hence in \( C^\circ \cap C_1 \), which is \( C_1^\circ \) by (i). So \( g \) lies in \( S_1 C_1^\circ \), and we deduce \( S_1^\circ \cap C_1 \subseteq S_1 C_1^\circ \cup C_1^\circ \). □
We now mention two useful criteria for recognizing that a subcategory is possibly \( \Rightarrow \)-closed. The easy proofs are left to the reader.

**Lemma 1.16.** Every subcategory that is closed under left- or under right-divisor in a left-cancellative category \( \mathcal{C} \) is closed under \( \Rightarrow \).

**Lemma 1.17.** If \( \mathcal{C}, \mathcal{C}' \) are left-cancellative categories, \( \phi : \mathcal{C} \to \mathcal{C}' \) is a functor, and \( \mathcal{C}'_1 \) is a subcategory of \( \mathcal{C}' \) that is closed under left-divisor (resp. right-divisor), then so is \( \phi^{-1}(\mathcal{C}'_1) \).

It follows that subcategories that are closed under divisor naturally arise when one considers inverse images under a functor: indeed combining Lemmas 1.16 and 1.17 gives

**Proposition 1.18 (inverse image).** If \( \mathcal{C} \) and \( \mathcal{C}' \) are left-cancellative categories, \( \phi \) is a functor from \( \mathcal{C} \) to \( \mathcal{C}' \), and \( \mathcal{C}'_1 \) is a subcategory of \( \mathcal{C}' \) that is closed under right-divisor in \( \mathcal{C}' \), then \( \phi^{-1}(\mathcal{C}'_1) \) is closed under right-divisor and under \( \Rightarrow \) in \( \mathcal{C} \).

Note that, as every factor of an invertible element is invertible, so Proposition 1.18 applies in particular when \( \mathcal{C}'_1 \) is the subcategory \( \mathcal{C}' \) or one of its subcategories.

### 1.3 Head-subcategories

In Chapter VIII, we shall be interested in particular subcategories called *head-subcategories*, which, as the name suggests, are defined by the existence of a head. One of their interests is that every intersection of head-subcategories is a head-subcategory, which guarantees that every subfamily is included in a smallest head-subcategory.

**Definition 1.19 (head-subcategory).** A subcategory \( \mathcal{C}_1 \) of a left-cancellative category \( \mathcal{C} \) is called a *head-subcategory* if \( \mathcal{C}_1 \) is closed under right-quotient in \( \mathcal{C} \) and every element of \( \mathcal{C} \) whose source belongs to \( \text{Obj}(\mathcal{C}_1) \) admits a \( \mathcal{C}_1 \)-head.

We recall from Definition IV.1.10 (head) that a \( \mathcal{C}_1 \)-head for an element \( g \) is a maximum left-divisor of \( g \) lying in \( \mathcal{C}_1 \), that is, an element \( g_1 \) of \( \mathcal{C}_1 \) satisfying \( g_1 \leq g \) and such that the conjunction of \( f \in \mathcal{C}_1 \) and \( f \leq g \) implies \( f \leq g_1 \). In the context of Definition 1.19, the assumption that \( \mathcal{C}_1 \) is closed under right-quotient discards the possible ambiguity about the meaning of left-divisibility: by Lemma 1.7, \( f \leq_{\mathcal{C}_1} h \) and \( f \leq_{\mathcal{C}} h \) are equivalent.

**Example 1.20 (head-subcategory).** For every \( m \), the submonoid \( m\mathbb{N} \) is a head-submonoid of the additive monoid \( \mathbb{N} \): first, if \( f, h \) are multiples of \( m \) and \( f + g = h \) holds, then \( g \) is a multiple of \( m \). On the other hand, for every \( g \) in \( \mathbb{N} \), there is a unique maximal element \( h \) of \( m\mathbb{N} \) satisfying \( h \leq g \).

By contrast, if \( K^+ \) is the Klein bottle monoid (Reference Structure 5 page 18), that is, \( \langle a, b \mid a = bab \rangle \), the submonoid \( N \) of \( K^+ \) generated by \( b \) is not a head-submonoid of \( K^+ \) since \( \text{Div}(a) \cap N \), which is all of \( N \), has no maximal element.
We now establish that, in a Noetherian context, head-subcategories are characterized by closure properties.

**Proposition 1.21 (head-subcategory).** Assume that \( \mathcal{C}_1 \) is a subcategory of a left-cancellative category \( \mathcal{C} \).

(i) If \( \mathcal{C}_1 \) is a head-subcategory of \( \mathcal{C} \), then \( \mathcal{C}_1 \) includes \( \mathcal{I}_\mathcal{C} \) and is closed under right-quotient and right-comultiple in \( \mathcal{C} \).

(ii) If \( \mathcal{C} \) is right-Noetherian, the implication of (i) is an equivalence.

Note that the fact that \( \mathcal{C}_1 \) includes \( \mathcal{I}_\mathcal{C} \) implies that the objects of \( \mathcal{C} \) and \( \mathcal{C}_1 \) coincide. Also, we recall that, if \( \mathcal{C}_1 \) is closed under right-quotient in \( \mathcal{C} \), it is closed under right-comultiple if and only it is closed under right-diamond in \( \mathcal{C} \).

**Proof.** (i) Assume that \( \mathcal{C}_1 \) is a head-subcategory of \( \mathcal{C} \). Let \( x \) be an object of \( \mathcal{C} \). Then a \( \mathcal{C}_1 \)-head of \( 1_x \) must be an (invertible) element of \( \mathcal{C}_1 \) whose source is \( x \), so \( x \) has to belong to \( \text{Obj}(\mathcal{C}_1) \). This in turn implies that \( 1_x \) belongs to \( \mathcal{C}_1 \), so \( \mathcal{I}_\mathcal{C} \) is included in \( \mathcal{C}_1 \). Next, \( \mathcal{C}_1 \) is closed under right-quotient in \( \mathcal{C} \) by definition.

Finally, assume \( f, g \in \mathcal{C}_1 \) and \( f, g \preceq h \) in \( \mathcal{C} \). By assumption, \( h \) admits a \( \mathcal{C}_1 \)-head, say \( h_1 \). As \( f \) and \( g \) are elements of \( \mathcal{C}_1 \) that left-divide \( h \), they must left-divide \( h_1 \), so we have \( fg_1 = gf_1 = h_1 \) for some \( f_1, g_1 \). Then \( f_1 \) and \( g_1 \) belong to \( \mathcal{C}_1 \) since the latter is closed under right-quotient. Then \( f_1, g_1, h_1 \) witness that \( \mathcal{C}_1 \) is closed under right-diamond, hence under right-comultiple, in \( \mathcal{C} \).

(ii) Assume now that \( \mathcal{C} \) is right-Noetherian and \( \mathcal{C}_1 \) includes \( \mathcal{I}_\mathcal{C} \) and is closed under right-quotient and right-comultiple in \( \mathcal{C} \). Let \( g \) be an element of \( \mathcal{C}(x, \cdot) \). By Proposition \([1.2.34](Noetherian implies maximal), the subfamily \( \text{Div}(g) \cap \mathcal{C}_1 \) of \( \mathcal{C} \), which is nonempty as it contains \( 1_x \) and is bounded by \( g \), admits a \( \prec \)-maximal element, say \( g_1 \).

We claim that \( g_1 \) is a \( \mathcal{C}_1 \)-head of \( g \). Indeed, let \( f \) be a left-divisor of \( g \) in \( \mathcal{C}_1 \). As \( g \) is a right-multiple of \( g_1 \) and \( f \), which both lie in \( \mathcal{C}_1 \), and \( \mathcal{C}_1 \) is closed under right-comultiple, \( g \) is a right-multiple of some common right-multiple \( g'_1 \) of \( g_1 \) and \( f \) that lies in \( \mathcal{C}_1 \). By definition of \( g_1 \), we must have \( g'_1 = g_1 \), in \( \mathcal{C} \) and in \( \mathcal{C}_1 \), whence \( f \preceq g_1 \). So \( g_1 \) is a \( \mathcal{C}_1 \)-head of \( g \), and \( \mathcal{C}_1 \) is a head-subcategory of \( \mathcal{C} \).

Using Lemma \([1.10] \) we deduce

**Corollary 1.22 (head-subcategory).** A subcategory \( \mathcal{C}_1 \) of a left-cancellative and right-Noetherian category \( \mathcal{C} \) is a head-subcategory if and only if \( \mathcal{C}_1 \) includes \( \mathcal{I}_\mathcal{C} \) and is closed under inverse and right-diamond in \( \mathcal{C} \), if and only if \( \mathcal{C}_1 \) is closed under right-quotient and right-comultiple in \( \mathcal{C} \).

Specializing even more, we obtain
Corollary 1.23 (head-submonoid). A submonoid $M_1$ of a left-cancellative monoid $M$ that is right-Noetherian and admits no non-trivial element is a head-submonoid of $M$ if and only if $M_1$ is closed under right-diamond in $M$, if and only if $M_1$ is closed under right-quotient and right-comultiple in $M$.

Example 1.24 (braids). As in Example 1.12 for $I$ included in $\{1, \ldots, n-1\}$, denote by $B_1^+$ the submonoid of $B_n^+$ (Reference Structure 2, page 5) generated by the elements $\sigma_i$ with $i$ in $I$. We saw in Example 1.12 that $B_1^+$ is closed under right-quotient in $B_n^+$. On the other hand, we know that $B_n^+$ admits right-lcms. An easy induction on the lengths of $f$ and $g$ show that, for $f, g$ in $B_1^+$, the right-lcm of $f$ and $g$ belongs to $B_1^+$. So $B_1^+$ is closed under right-lcm, and therefore under right-comultiple, in $B_n^+$. Hence $B_1^+$ is eligible for Corollary 1.23, and the latter says that $B_1^+$ is a head-submonoid of $B_n^+$.

As can be expected, the assumption that the whole ambient category is right-Noetherian cannot be removed in Proposition 1.21(ii), and requiring that the considered subcategory be Noetherian does not help: for instance, in the context of Example 1.20, the submonoid generated by $b$ in $K^+$ is Noetherian and closed under inverse and right-diamond, but it is not a head-submonoid. When no Noetherianity assumption is granted, closure conditions need not be sufficient to ensure the existence of a head.

We now turn to different characterizations of head-subcategories involving the existence of a head for particular elements, typically the elements of a Garside family. Here is the result we shall establish—we refer to Exercise 79 for another similar criterion.

Proposition 1.25 (head on Garside family). If $C$ is a left-cancellative category, $S$ is a Garside family of $C$, and $C_1$ is a subcategory of $C$ that includes $1_C$, is closed under right-quotient in $C$, and is generated by $S^\# \cap C_1$, then $C_1$ is a head-subcategory of $C$ whenever every element of $S$ admits a $C_1$-head that lies in $S$, and

(i) The category $C$ is right-Noetherian, or

(ii) The family $S^\#$ is closed under left-divisor, the second domino rule is valid for $S$, and $C_1$ is compatible with $S$.

(The condition in (ii) anticipates on Definition 2.4 for the compatibility of a subcategory with a Garside family.) We begin with a technical auxiliary result.

Lemma 1.26. Assume that $C$ is a left-cancellative category, $S$ is a Garside family of $C$, and $C_1$ is a subcategory of $C$ that includes $1_C$ and is closed under right-quotient in $C$. Assume moreover that every element of $S$ admits a $C_1$-head that lies in $S$. Then every element of $C$ admits a $(S^\# \cap C_1)$-head, and $S^\# \cap C_1$ is closed under right-complement and right-quotient in $C$.

Proof. First, every element of $S^\#$ admits a $C_1$-head that lies in $S$, hence in $S \cap C_1$. Indeed, if $g$ can be written as $g' \epsilon$ with $g'$ in $S$ and $\epsilon$ in $C^\mathsf{c}$, a $C_1$-head of $g'$ is a $C_1$-head of $g$, and, if $g$ is invertible with source $x$, then $1_x$ is a $C_1$-head of $g$ since, by assumption, $x$ is an object of $C_1$. 
Next, let \( g \) be an arbitrary element of \( C \). Let \( s \) be an \( S^s \)-head of \( g \), and let \( s_1 \) be a \( C_1 \)-head of \( s \). We claim that \( s_1 \) is a \((S^s \cap C_1)\)-head of \( g \). Indeed, assume \( t \in S^s \cap C_1 \) and \( t \not\leq g \). As \( t \) lies in \( S^s \), it must left-divide the \( S^s \)-head \( s \) of \( g \). Now, as \( t \) lies in \( C_1 \), it must left-divide the \( C_1 \)-head \( s_1 \) of \( s \). So every element of \( C \) admits a \((S^s \cap C_1)\)-head.

Then, assume that \( s \) and \( t \) lie in \( S^s \cap C_1 \), and we have \( sg = tf \). Let \( s_1 \) be a \((S^s \cap C_1)\)-head of \( sg \). By definition, \( s \) and \( t \) must left-divide \( s_1 \), say \( sg' = tf' = s_1 \). Now \( f' \) and \( g' \) right-divide \( s_1 \), an element of \( S^s \), so they belong to \( S^s \) since the latter is closed under right-divisor. On the other hand, \( s, t, s_1 \) belong to \( C_1 \), so \( f' \) and \( g' \) belong to \( C_1 \) since the latter is closed under right-quotient in \( C \). Hence \( f' \) and \( g' \) belong to \( S^s \cap C_1 \), and the latter is closed under right-complement (and even right-diamond).

Finally, the proof of Lemma 1.28 implies that \( S^s \cap C_1 \) is closed under right-quotient in \( C \), since it is closed under right-complement and right-multiplication by an invertible element of \( C_1 \).

**Proof of Proposition 1.28** Put \( S_1 = S^s \cap C_1 \). By Lemma 1.26 we can fix a map \( \theta \) from \( C \) to \( S_1 \) that picks, for every element \( g \) of \( C \), a \( S_1 \)-head \( \theta(g) \) of that element. Then denote by \( g' \) (the unique) element of \( C \) that satisfies \( g = \theta(g)g' \), and, for \( p \geq 1 \), put

\[
\theta_p(g) = \theta(g) \theta(g') \cdots \theta(g^{(p-1)}) \quad \text{(see Figure I)}.
\]

We show using induction on \( p \geq 1 \) that

(1.27) For \( g \) in \( C \) and \( s_1, \ldots, s_p \) in \( S_1 \), the relation \( s_1 \cdots s_p \leq g \) implies \( s_1 \cdots s_p \leq \theta_p(g) \).

Assume first \( p = 1 \). Then \( s_1 \leq g \) implies \( s_1 \leq \theta_1(g) = \theta(g) \) since \( \theta(g) \) is a \( S_1 \)-head of \( g \). Assume now \( p \geq 2 \). First, as \( s_1 \) lies in \( S^s \cap C_1 \) and left-divides \( g \), then it left-divides \( \theta(g) \), so there exists \( t_1 \) satisfying \( s_1 t_1 = \theta(g) \). As \( s_1 \) and \( \theta(g) \) lie in \( S^s \cap C_1 \) and, by Lemma 1.26, \( S_1 \) is closed under right-quotient in \( C \), so \( t_1 \) lies in \( S^s \cap C_1 \) as well. Because \( S^s \cap C_1 \) is closed under right-complement in \( C \), we deduce the existence of \( s_2, \ldots, s_p, t_2, \ldots, t_p \) in \( S^s \cap C_1 \) making the diagram of Figure I commutative. So \( s_2 \cdots s_p \) left-divides \( g' \). Applying the induction hypothesis to \( g' \), we see that \( s_2 \cdots s_p \) has to left-divide \( \theta_{p-1}(g') \), which implies that \( s_1 \cdots s_p \) left-divides \( \theta(g) \theta_{p-1}(g') \), that is, \( \theta_p(g) \).

Assume that the category \( C \) is right-Noetherian. Then the \( \leq \)-increasing sequence \( \theta_1(g), \theta_2(g), \ldots \) is bounded by \( g \), so there must exist \( q \) such that \( \theta(q^{(i)}) \) is invertible for \( i \geq q \), so that \( \theta_p(g) \leq \theta_q(g) \) holds for every \( p \). Let \( f \) be any element of \( C_1 \) that left-divides \( g \). As \( S^s \cap C_1 \) generates \( C_1 \), there exists \( p \) such that \( f \) can be expressed as \( s_1 \cdots s_p \) with \( s_1, \ldots, s_p \) in \( S^s \cap C_1 \). By (1.27), \( f \) left-divides \( \theta_p(g) \), hence \( \theta_q(g) \), and the latter is a \( C_1 \)-head of \( g \).

Assume now that \( S^s \) is closed under left-divisor, the second domino rule is valid for \( S \), and \( C_1 \) is compatible with \( S \). Let \( q \) be the \( S \)-length of \( g \). By Proposition 1.1.62 (length II), if \( f \) is any left-divisor of \( g \), the \( S \)-length of \( f \) is at most \( q \). If, in addition \( f \) lies in \( C_1 \), it admits a strict \((S \cap C_1)\)-normal decomposition of length at most \( q \). Hence, by (1.27) again, \( f \) left-divides \( \theta_q(g) \), and the latter is a \( C_1 \)-head of \( g \).

We conclude this subsection with intersections of head-subcategories.

**Proposition 1.28 (intersection of head-subcategories).** If \( C \) is a left-cancellative category that is left-Noetherian, every intersection of head-subcategories of \( C \) is a head-subcategory of \( C \).
Proof. Assume that \( \{ C_i \mid i \in I \} \) is a family of head-subcategories of \( C \), and let \( C_* = \bigcap C_i \). By Proposition 1.21, the families \( \text{Obj}(C_i) \) all coincide with \( \text{Obj}(C) \), and \( 1_C \) is included in \( C_* \), which is certainly nonempty.

First, assume \( \epsilon \in C^* \cap C_i \). Then \( \epsilon \) belongs to \( C^* \cap C_i \) for every \( i \), so the assumption that \( C_i \) is a head-subcategory implies that \( \epsilon^{-1} \) belongs to \( C_* \). Hence \( \epsilon^{-1} \) belongs to \( C_* \), and \( C_* \) is closed under inverse.

It remains to prove that every element \( g \) of \( C \) admits a \( C_* \)-head. For simplicity, let us first assume that \( I \) is finite with two elements, say \( I = \{ 1, 2 \} \), that is, \( C_* = C_1 \cap C_2 \). We inductively define a sequence \( (g_i)_{i \geq 0} \) so that \( g_0 = g \) holds, and \( g_i \) is a \( C_i \)-head (resp. a \( C_2 \)-head) of \( g_{i-1} \) for \( i \) odd (resp. even) and positive. As \( C \) is left-Noetherian, the sequence \( (g_i)_{i \geq 0} \), which is \( \ll \)-decreasing, must be eventually constant: there exists \( m \) satisfying \( g_m = g_{m+1} = g_{m+2} \), which implies that \( g_m \) belongs both to \( C_1 \) and to \( C_2 \), hence to \( C_* \). Now assume that \( h \) lies in \( C_* \), and \( h \ll g \) holds. We show using induction on \( i \) that \( h \preceq g_i \) holds for every \( i \). For \( i = 0 \), this is the assumption \( h \ll g \). For \( i \) positive and odd (resp. even), the induction hypothesis \( h \preceq g_{i-1} \) plus the assumption that \( h \) belongs to \( C_1 \) (resp. \( C_2 \)) plus the assumption that \( g_i \) is a \( C_1 \)-head (resp. a \( C_2 \)-head) of \( g_{i-1} \) imply \( h \preceq g_i \). In particular, we deduce \( h \preceq g_m \), and \( g_m \) is a \( C_* \)-head of \( g \).

Assume now that \( I \) is arbitrary, finite or infinite. The argument is exactly similar. However, if \( I \) is infinite, we have to appeal to an ordinal induction. The point is that, as above, we need an inductive construction in which each family \( C_i \) appears infinitely many times. So, at the expense of possibly using the Axiom of Choice, we fix a redundant enumeration of the family \( \{ C_i \mid i \in I \} \) as a well-ordered sequence \( (C^\alpha)_{\alpha < \theta} \) indexed by ordinals so that, for every \( i \), the indices \( \alpha \) satisfying \( C_\alpha = C_i \) are unbounded in \( \theta \). Then we inductively define a sequence \( (g_\alpha)_{\alpha < \theta} \) so that \( g_0 = g \) holds, \( g_{\alpha+1} \) is a \( C_\alpha \)-head of \( g_\alpha \) for each \( \alpha \), and, for \( \lambda \) limit, \( g_\lambda \) is a \( \ll \)-smallest element of \( \{ g_\alpha \mid \alpha < \lambda \} \), which exists since the category \( C \) is left-Noetherian.
Let \( g_\theta \) be a \( \preceq \)-smallest element of the sequence \( (g_\alpha)_{\alpha < \theta} \), which exists by left-Noetherianity again. Then \( g_\theta \) lies in \( C_\alpha \); indeed, by construction, there exists \( \theta_0 < \theta \) such that \( \alpha > \theta_0 \) implies \( g_\alpha = g_\theta \) and, on the other hand, for each \( i \in I \), there exists \( \alpha > \theta_0 \) such that \( C_\alpha \) equals \( C_i \), which implies that \( g_\theta \) lies in \( C_i \).

Finally, assume that \( h \) lies in \( C_\star \) and \( h \preceq g \) holds. We show using ordinal induction that \( h \preceq g_\alpha \) holds for every \( \alpha \). For \( \alpha = 0 \), this is the assumption \( h \preceq g \). Next, the assumption that \( h \) lies in \( C_\star \), hence in \( C_\alpha \) and the induction hypothesis \( h \preceq g_\alpha \) imply \( h \preceq g_{\alpha + 1} \). Finally, if \( \lambda \) is a limit ordinal, we have \( g_\lambda = \inf_{\alpha < \lambda} g_\alpha \), and the induction hypothesis \( h \preceq g_\alpha \) for \( \alpha < \lambda \) implies \( h \preceq g_\lambda \). So we deduce \( h \preceq g_\theta \), and \( g_\theta \) is a \( C_\star \)-head of \( g \).

Note that, even in the case of a finite intersection, the above argument demands that every subcategory be repeated infinitely many times and, therefore, the Noetherianity assumption is needed to guarantee the existence of the expected infima.

**Corollary 1.29 (smallest head-subcategory).** If \( \mathcal{C} \) is a left-cancellative category that is left-Noetherian, then, for every subfamily \( \mathcal{S} \) of \( \mathcal{C} \), there exists a smallest head-subcategory of \( \mathcal{C} \) including \( \mathcal{S} \).

**Proof.** The family of all head-subcategories of \( \mathcal{C} \) that include \( \mathcal{S} \) is nonempty since \( \mathcal{C} \) is a head-subcategory of itself and it includes \( \mathcal{S} \). By Proposition 1.28, the intersection of this nonempty family is a head-subcategory of \( \mathcal{C} \) that includes \( \mathcal{S} \) and, by construction, it is included in every such subcategory.

### 1.4 Parabolic subcategories

By merging the previously considered properties, we obtain our last notion, namely that of a parabolic subcategory: the principle is that such a subcategory enjoys all desirable properties and, therefore, we can expect optimal compatibility results.

**Definition 1.30 (parabolic subcategory).** A parabolic subcategory of a left-cancellative category \( \mathcal{C} \) is a head-subcategory of \( \mathcal{C} \) that is closed under factor.

We recall that \( f \) is a factor of \( g \) is \( g′fg'' = g \) holds for some \( g′, g'' \): so being closed under factor is equivalent to being closed both under left-divisor and right-divisor.

**Example 1.31 (parabolic subcategory).** We saw in Example 1.20 that, for every \( m \), the submonoid \( m\mathbb{N} \) of the monoid \( (\mathbb{N}, +) \) is a head-submonoid; however, it is not parabolic since (for \( m \geq 2 \)) it is not closed under factor: \( 1 \) is a divisor of \( m \) that does not lie in \( m\mathbb{N} \).

On the other hand, in the free Abelian monoid of rank \( n \) based on \( \{a_1, \ldots, a_n\} \) (Reference Structure 1, page 3), the submonoid \( M_I \) generated by \( \{a_i \mid i \in I\} \) is, for \( I \) a nonempty subfamily of \( \{1, \ldots, n\} \), a parabolic submonoid: the \( M_I \)-head of an element \( \prod_{i \in I} a_i^{e_i} \) is \( \prod_{i \in I} a_i^{e_i} \), and \( M_I \) is closed under left- and right-divisor since, with obvious notation, \( e_i + e'_i = 0 \) for \( i \notin I \) implies \( e_i = e'_i = 0 \) for \( i \notin I \).
More interesting is the submonoid $B_1^+$ generated by $\{\sigma_i \mid i \in I\}$ in the braid monoid $B_1^+$ (Reference Structure 2 page 5). we already observed in Example 1.22 that $B_1^+$ is closed under left- and right-divisor, and in Example 1.24 that $B_1^+$ is a head-subcategory of $B_n^+$. Hence $B_1^+$ is a parabolic submonoid of $B_n^+$. Actually, every parabolic submonoid of $B_n^+$ is of the form $B_I^+$ for some $I$. Indeed, assume that $M$ is a parabolic submonoid of $B_1^+$. Let $I$ be the family of all indices $i$ such that at least one element of $M$ admits a decomposition containing $\sigma_i$. Then $M$ is included in $B_I^+$. Now, as $M$ is closed under factor, every element $\sigma_i$ with $i \in I$ must lie in $M$, and, therefore, $M$ includes the submonoid $B_I^+$ generated by such elements $\sigma_i$. We deduce $M = B_I^+$.

**Proposition 1.32 (parabolic subcategory).** Assume that $C_1$ is a subcategory of a left-cancellative category $C$.

(i) If $C_1$ is parabolic in $C$, then $C_1$ is closed under right-comultiple and factor.

(ii) If $C$ is right-Noetherian, the implication of (i) is an equivalence.

**Proof.** The results follow from Proposition 1.21 directly. For (i), if $C_1$ is parabolic, it is a head-subcategory of $C$ and Proposition 1.21(i) states that $C_1$ is closed under right-comultiple; on the other hand, $C_1$ is closed under factor in $C$ by definition. For (ii), if $C$ is right-Noetherian, Proposition 1.21(ii) states that $C_1$ is a head-subcategory of $C$, hence a parabolic subcategory when the assumption that $C_1$ is closed under factor is added. \(\square\)

As an application for the above characterization, we obtain

**Proposition 1.33 (parabolic, bounded case).** If $C$ is a cancellative right-Noetherian category, $\Delta$ is a Garside map in $C$, and $\Delta_1$ is a partial map from $\text{Obj}(C)$ to $C$ such that $\Delta_1(x) \leq \Delta(x)$ holds whenever $\Delta_1(x)$ is defined, then the subcategory $C_1$ of $C$ generated by $\text{Div}(\Delta_1)$ is parabolic whenever $\text{Div}(\Delta_1) = \text{Div}(\Delta) \cap C_1$ holds.

**Proof.** By Proposition 1.32 it suffices to show that $C_1$ is closed under right-comultiple, right-divisor, and left-divisor in $C$. Put $S_1 = \text{Div}(\Delta_1)$.

We first show that $C_1$ is closed under right-comultiple in $C$. So assume that $f, g$ lie in $C_1$ and there exists an equality $fg = f$ in $C$. Write $f = s_1 \cdots s_p$ and $g = t_1 \cdots t_q$ with $s_1, \ldots, t_q \in S_1$. As $S_1$ is included in $\text{Div}(\Delta)$ and the latter is a Garside family, there exists a rectangular grid as in Proposition 1.15 (factorization grid) and Figure 1.2 so that the edges and the diagonals of the squares all lie in $\text{Div}(\Delta)$. We claim that these edges and diagonals can be chosen to all lie in $S_1$. Indeed, consider the case of $s_1$ and $t_1$: if $s_1g_1 = t_1f_1$ holds with $s_1, t_1$ in $C(x, -)$, then the left-divisor $\delta_1$ of $\Delta_1(x)$ and $s_1g_1$ is a common right-multiple of $s_1$ and $t_1$ that left-divides $s_1g_1$ and lies in $\text{Div}(\Delta_1)$. Moreover, the elements $s'_1$ and $t'_1$ satisfying $s_1t'_1 = t_1s'_1 = r_1$ right-divide $r_1$, which lies in $\text{Div}(\Delta_1)$, hence in $\text{Div}(\Delta_1)$, so $s'_1$ and $t'_1$ lie in $S_1$. Iteratively constructing the grid in this way
taking left-gcd with $\Delta_1$ provides the expected result. Then we found a common right-
multiple of $f$ and $g$ that lies in $C_1$ and divides $fg$. Moreover, the quotients also lie in $C_1$,
so $C_1$ is closed under right-comultiple in $C$.

Next, we show that $C_1$ is closed under factor in $C$. Assume that we have $fg = h$ in $C$, with $h \in C_1$. As $\text{Div}(\Delta)$ generates $C$, we write $f = s_1 \cdots s_p, g = s_{p+1} \cdots s_q$ with $s_1, \ldots, s_q$ in $\text{Div}(\Delta)$ and $h = t_1 \cdots t_r$ with $t_1, \ldots, t_r$ in $\text{Div}(\Delta_1)$ ($= S_1$). As above we construct a rectangular grid where all edges and diagonals lie in $\text{Div}(\Delta)$. Moreover, by assumption, $C^c$ is included in $\text{Div}(\Delta)$ and $C^c \cap C_1$ is included in $\text{Div}(\Delta_1)$, so we may assume that the right and bottom edges of the large square are identity-elements. Then, starting from the top-right corner and progressing toward the bottom-left corner, we inductively deduce that all edges and diagonals correspond to elements of $S_1$: indeed, in each elementary
square $t \ r \ s' \ t'$, the assumption that $t$ and $s'$ lie in $S_1$ implies that $r$ lies in $C_1$, hence in $S_1$ as we have $S_1 = \text{Div}(\Delta) \cap C_1$, and it implies in turn that $s$ and $t'$ lie in $S_1$, and both $f$ and $g$ lie in $C_1$. So $C_1$ is closed under factor in $C$ and, by Proposition 1.32, $C_1$ is a parabolic subcategory of $C$.

A typical situation where Proposition 1.33 applies is the submonoid $B^+_I$ of $B^+_n$ as in Example 1.31: if $\Delta_I$ is the right-lcm of the elements $\sigma_i$ with $i \in I$, then $B^+_I$ is generated by the divisors of $\Delta_I$, and $\text{Div}(\Delta_I) = \text{Div}(\Delta) \cap C_1$. So, in particular, all elements $s_i$ lie in $S_1$, and both $f$ and $g$ lie in $C_1$. So $C_1$ is closed under factor in $C$ and, by Proposition 1.32, $C_1$ is a parabolic subcategory of $C$.

Remark 1.34. Proposition 1.33 is not optimal: its conclusion remains valid even if the right-Noetherianity assumption is skipped: indeed, the latter is used in Propositions 1.21 and 1.32 to guarantee the existence of a head. But, in the context of Proposition 1.33 one can obtain a $C_1$-head for an element $g$ of $C(x, \cdot)$ satisfying $\sup_\Delta(g) = p$ by taking the left-gcd of $g$ with $\Delta[p]$. Moreover, one could show that $\Delta_1$ is a Garside map in $C_1$.

We conclude this subsection with the closure under intersection of the family of parabolic subcategories.

**Proposition 1.35 (intersection of parabolic).** If $C$ is a left-cancellative and left-Noetherian category, every intersection of parabolic subcategories of $C$ is a parabolic subcategory of $C$.

**Proof.** Proposition 1.28 states that every intersection of parabolic subcategories is a head-subcategory. Moreover, it is obvious that an intersection of subcategories that are closed under factor is closed under factor.

Then, exactly as in Corollary 1.29, we deduce:
Corollary 1.36 (smallest parabolic). If $C$ is a left-cancellative category that is left-Noetherian, then, for every subfamily $S$ of $C$, there exists a smallest parabolic category of $C$ including $S$.

2 Compatibility with a Garside family

We now investigate subcategories in the context of a category equipped with a Garside family. A natural notion of compatibility arises when the normal decompositions of an element of the subcategory computed in the ambient category and in the subcategory coincide. The main results of the section provide various necessary and sufficient conditions for this type compatibility to occur.

The section is organized as follows. In Subsection 2.1 we establish a few general relations connecting $S$- and $(S \cap C_1)$-greediness when $C_1$ is a subcategory. In Subsection 2.2 we introduce a notion of compatibility connecting a subcategory and a Garside family, and give criteria for establishing such a compatibility. In Subsection 2.3 we consider compatibility for special subcategories, typically $=\cdot$-closed subcategories. Finally, in Subsection 2.4 we consider the signed case and similarly discuss what we call strong compatibility between a subcategory and a strong Garside family.

2.1 Greedy paths

If $C$ is a left-cancellative category and $C_1$ is a subcategory of $C$ that is closed under right-quotient, then, for every subfamily $S$ of $C$, there exist connections between the $C$-paths that are $S$-greedy and the $C_1$-paths that are $(S \cap C_1)$-greedy. Here we analyze such connections.

Lemma 2.1. Assume that $C$ is a left-cancellative category, $S$ is included in $C$, and $C_1$ is a subcategory of $C$ that is closed under right-quotient in $C$.

(i) Put $S_1 = S \cap C_1$. Every $C_1$-path that is $S$-greedy in $C$ is $S_1$-greedy in $C_1$.

(ii) Put $S_1^2 = S_1 C_1 \cup C_1$. If an element $g$ of $C_1$ admits an $S$-normal decomposition with entries in $S_1^2$, every decomposition of $g$ in $C_1$ that is $S_1$-normal in $C_1$ is $S$-normal in $C$.

(iii) Assume moreover that $C_1$ is closed under factor in $C$ and $S^2$ is closed under right-complement in $C$. Then a $C_1$-path is $S$-greedy in $C$ if and only if it is $S_1$-greedy in $C_1$.

Proof. (i) Assume that $g_1\mid g_2$ is $S$-greedy in $C$ and $g_1, g_2$ lie in $C_1$. Assume that $s$ belongs to $S_1$ and it left-divides $f g_1 g_2$ in $C_1$, that is, we have $s f' = f g_1 g_2$ for some $f'$ lying in $C_1$. Then, a fortiori, $s$ left-divides $f g_1 g_2$ in $C$ so, as $g_1 \mid g_2$ is $S$-greedy in $C$, there exists $f''$ in $C$ satisfying $s f'' = f g_1$. Now, $f g_1$ belongs to $C_1$ since $f$ and $g_1$ do, and so does $s$. As $C_1$ is closed under right-quotient in $C$, we deduce that $f''$ belongs to $C_1$. Hence $g_1 \mid g_2$ is $S_1$-greedy in $C_1$.

(ii) Assume that $s_1 \mid \cdots \mid s_p$ is an $S$-normal decomposition of $g$ whose entries lie in $S_1^2$, and let $t_1 \mid \cdots \mid t_q$ be an arbitrary $S_1$-normal decomposition of $g$ in $C_1$. First, by (i), $s_1 \mid \cdots \mid s_p$ is $S_1$-greedy in $C_1$ and, therefore, it is an $S_1$-normal decomposition of $g$ in $C_1$. Hence,
by Proposition [1.1.25] (normal unique), $t_1 \cdots t_q$ must be a $C^\ast$-deformation of $s_1 \cdots s_p$ in $C_1$, that is, these sequences are connected by elements $\epsilon_0, \ldots, \epsilon_{\max(p,q)}$ of $C^\ast_1$. As $C^\ast_1 \subseteq C^\ast$ always holds, the elements $\epsilon_i$ belong to $C^\ast$, so $t_1 \cdots t_q$ is also a $C^\ast$-deformation of $s_1 \cdots s_p$ in $C$. By Proposition [1.1.22] (deformation), this implies that $t_1 \cdots t_q$ is $S$-normal in $C$.

(iii) By (i), every $C_1$-path that is $S$-greedy in $C$ is $S_1$-greedy in $C_1$. Conversely, assume that $g_1 \cdots g_p$ is a $C_1$-path that is $S_1$-greedy in $C_1$. Without loss of generality we may assume $p = 2$. By Lemma [Y.1.21] it suffices to prove that $s \preceq g_1 g_2$ implies $s \preceq g_1$ for every $s$ in $S$. Now assume $sf = g_1 g_2$ in $C$. As $g_1 g_2$ belongs to $C_1$ and the latter is closed under factor, $s$ and $f$ must lie in $C_1$, and $s$ belongs to $S_1$. The assumption that $g_1 g_2$ is $S_1$-greedy in $C_1$ implies the existence of $f'$, in $C_1$ hence in $C$, satisfying $sf' = g_1$. So $g_1 g_2$ is $S$-greedy in $C$.}

See Exercise [7.3] for a similar result under the assumption that $C_1$ is closed under left-quotient in $C$. As shows the following example, the assumption that $C_1$ is closed under right-quotient is necessary in Lemma [2.1] even in the case when $S$ is a Garside family.

**Example 2.2 (greedy).** Consider the dual braid monoid $B_3^+\ast$ (Reference Structure [3] page 10). We saw that $B_3^+\ast$ admits the presentation $(a, b, c \mid ab = ba = ca)^\ast$, and that $ab$ is a Garside element in $B_3^+\ast$, written $\Delta_3^\ast$. The associated Garside family $S$ has five elements, namely $1$, $a$, $b$, $c$, and $\Delta_3^\ast$. Let $M$ be the submonoid of $B_3^+\ast$ generated by $a$ and $b$. Put $S_1 = S \cap M$. Then $S_1$ consists of $1$, $a$, $b$, and $\Delta_3^\ast$. Consider the path $\Delta_3^\ast[a]$, which belongs to $M[2]$. As $S$ is bounded by $\Delta_3^\ast$, the path $\Delta_3^\ast[a]$ is $S$-greedy in $B_3^+\ast$. On the other hand, in $M$, we have $b\Delta_3^\ast = \Delta_3^\ast a$, whence $b \preceq \Delta_3^\ast a$, but $b$ does not left-divide $\Delta_3^\ast$ since $c$ is not an element of $M$. Hence $\Delta_3^\ast[a]$ is not $S_1$-greedy in $B_3^+\ast$.

What is missing in Lemma [2.1] to obtain an optimal connection between the notions of a $S$-normal path in $C$ and a $S_1$-normal path in $C_1$ is that an entry of an $S$-normal path that lies in $C_1$ need not lie in $S_1^\ast$, that is, in $S_1C^\ast_1 \cup C^\ast_1$, because Relation [15] need not be an equality in general. If we introduce the latter as an additional assumption, the statement becomes very simple.

**Lemma 2.3.** Assume that $S$ is a subfamily of a left-cancellative category $C$ and $C_1$ is a subcategory of $C$ that is closed under right-quotient in $C$ and satisfies $S^\ast \cap C_1 \subseteq S^\ast_1$, where we put $S_1 = S \cap C_1$ and $S^\ast_1 = S^\ast \cap C^\ast_1$.

(i) Every $C_1$-path that is $S$-normal in $C$ is $S_1$-normal in $C_1$.

(ii) If an element $g$ of $C_1$ admits at least one $S$-normal decomposition with entries in $C_1$, then every $S_1$-normal decomposition of $g$ in $C_1$ is $S$-normal in $C$.

**Proof.** (i) Assume that $s_1 \cdots s_p$ is an $S$-normal path with entries in $C_1$. By definition, $s_1 \cdots s_p$ is $S$-greedy, hence, by Lemma [2.1] it is $S_1$-greedy. Moreover, its entries lie in $S^\ast \cap C_1$, hence, by assumption, in $S^\ast_1$. So $s_1 \cdots s_p$ is a $S_1$-normal path in $C_1$.

(ii) Owing to the inclusion of $S^\ast \cap C_1$ in $S^\ast_1$, the $S$-normal decomposition of $g$ whose existence is assumed has its entries in $S^\ast_1$. Then we apply Lemma [2.1](ii).
2.2 Compatibility with a Garside family

According to Lemmas 2.1 and 2.3, being normal in the ambient category implies being normal in the subcategory, at least in the case of a subcategory that is closed under right-quotient. We shall be interested in the case when this implication is an equivalence.

**Definition 2.4 (compatible subcategory).** A subcategory $C_1$ of a left-cancellative category $C$ is said to be compatible with a Garside family $S$ of $C$ if, putting $S_1 = S \cap C_1$,

1. The family $S_1$ is a Garside family in $C_1$, and
2. A $C_1$-path is $S_1$-normal in $C_1$ if and only if it is $S$-normal in $C$.

**Example 2.7 (compatible subcategory).** As in Example II.1.1, consider the free (Abelian) monoid $(\mathbb{N}, +)$ and its submonoid $2\mathbb{N}$. Let $S_m$ be the Garside family $\{0, \ldots, m\}$ of $\mathbb{N}$. First, we have $S_1 \cap 2\mathbb{N} = \{0\}$, so $S_1 \cap 2\mathbb{N}$, which does not generate $2\mathbb{N}$, is not a Garside family in $2\mathbb{N}$, and $2\mathbb{N}$ is not compatible with $S_1$. However, $(2.6)$ is vacuously satisfied, since the only $2\mathbb{N}$-sequences with entries in $S_1 \cap 2\mathbb{N}$ are the sequences $0|\cdots|0$, which are both $S_1$-normal in $\mathbb{N}$ and $(S_1 \cap 2\mathbb{N})$-normal in $2\mathbb{N}$. So, $(2.6)$ does not imply $(2.5)$.

Next, assume $m \geq 2$. Then we have $S_m \cap 2\mathbb{N} = \{0, 2, \ldots, 2n\}$ with $n = \lfloor m/2 \rfloor$, so $S_m \cap 2\mathbb{N}$ is a Garside family in $2\mathbb{N}$. Hence $(2.5)$ holds. If $m$ is odd, then $(m - 1)/2$ is $(S_m \cap 2\mathbb{N})$-normal in $2\mathbb{N}$, whereas it is not $S_m$-normal in $\mathbb{N}$, since the $S_m$-normal decomposition of $m + 1$ in $\mathbb{N}$ is $m|1$. Hence $2\mathbb{N}$ is not compatible with $S_m$ in this case. So $(2.5)$ does not imply $(2.6)$.

Finally, assume that $m$ is even. Then the $2\mathbb{N}$-sequences that are $(S_m \cap 2\mathbb{N})$-normal in $2\mathbb{N}$ are the sequences $2s_1|\cdots|2s_p$, where $s_1|\cdots|s_p$ is $S_n$-normal in $\mathbb{N}$, and these are also the $S_m$-normal sequences in $\mathbb{N}$ whose entries lie in $2\mathbb{N}$. Thus, in this case, $(2.6)$ holds and $2\mathbb{N}$ is compatible with $S_m$.

See Exercise 7.4 for further examples. Note that, viewed as a subcategory of itself, a category is always compatible with each of its Garside families.

**Lemma 2.8.** Assume that $S$ is a Garside family in a left-cancellative category $C$, and $C_1$ is a subcategory of $C$ that is compatible with $S$. Then $S^2 \cap C_1 = (S \cap C_1)C_1^n \cup C_1^c$ holds.

**Proof.** Put $S_1 = S \cap C_1$. We saw in Lemma 1.3 that $S_1C_1^c \cup C_1^c \subseteq S^2 \cap C_1$ always holds. On the other hand, assume $s \in S^2 \cap C_1$. Then the length one path $s$ is $S$-normal, hence $S_1$-normal by definition of a compatible subcategory, which, by definition of an $S_1$-normal path, implies that its entry lies in $S_1C_1^c \cup C_1^c$, whence the inclusion $S^2 \cap C_1 \subseteq S_1C_1^c \cup C_1^c$. □

Although we are mostly interested in subcategories that are closed under right-quotient in the ambient category, the property is not included in Definition 2.4. The reason is that the property is automatically true provided some weak closure is satisfied.
Lemma 2.9. If \( S \) is a Garside family in a left-cancellative category \( C \) and \( C_1 \) is a subcategory of \( C \) that is compatible with \( S \), then the following are equivalent whenever \( S \cap C_1 \) is solid in \( C_1 \):

(i) The subcategory \( C_1 \) is closed under right-quotient in \( C \);

(ii) The subfamily \( S \cap C_1 \) is closed under right-quotient in \( S \).

Proof. Put \( S_1 = S \cap C_1 \). Assume \( t = st' \) with \( s, t \) in \( S_1 \) and \( t' \) in \( S \). Then \( s, t \) belong to \( C_1 \), hence, if \( C_1 \) is closed under right-quotient in \( C \), \( t' \) belongs to \( C_1 \) as well, hence it belongs to \( S_1 \). So (i) implies (ii).

Conversely, assume (ii). Assume that \( g = fg' \) holds in \( C \) with \( f, g \) in \( C_1 \) and \( g' \) in \( C \). As \( S_1 \) is a solid Garside family in \( C_1 \), it generates \( C_1 \). We prove \( g' \in C_1 \) using induction on the minimal length \( p \) of a decomposition of \( f \) into a product of elements of \( S_1 \). For \( p = 0 \), that is, if \( f \) is an identity-element, we have \( g' = g \in C_1 \). Assume first \( p = 1 \), that is, \( f \) belongs to \( S_1 \). As \( S_1 \) is a solid Garside family in \( C \), the element \( g \) of \( C_1 \) admits in \( C_1 \) an \( S_1 \)-normal decomposition with entries in \( S_1 \), say \( s_1 \cdots s_p \). By (2.6), the latter is \( S \)-normal in \( C \). Now \( f \) is an element of \( S_1 \), hence of \( S \), that left-divides \( s_1 \cdots s_p \) in \( C \). As \( s_1 \cdots s_p \) is \( S \)-greedy, \( f \) must left-divide \( s_1 \), say \( s_1 = fs_1' \). Now, \( s_1 \) and \( f' \) belong to \( S_1 \), so, by (ii), \( s_1' \) must belong to \( S_1 \). As \( C \) is left-cancellative, we have \( g' = s_1's_2' \cdots s_p \), and \( g' \) belongs to \( C_1 \). Assume finally \( p \geq 2 \). Write \( f = sf' \) with \( s \) in \( S_1 \) and \( f' \) admitting an \( S_1 \)-decomposition of length \( p - 1 \). Then we have \( g = s(f'g') \), and the induction hypothesis implies \( f'g' \in C_1 \) first, and then \( g' \in C_1 \).

In Lemma 2.9 the assumption that \( S \cap C_1 \) is solid in \( C_1 \) can be skipped at the expense of replacing \( \tilde{S} \) with \( S^2 \): if \( S \cap C_1 \) is a Garside family in \( C_1 \), then \( S^2 \cap C_1 \), which, by Lemma 2.8, is \((S \cap C_1)C_1^* \cup C_1^*\), is a solid Garside family in \( C_1 \).

We shall now provide several criteria for recognizing compatibility. The first one is obtained by simply removing from the definition some superfluous conditions.

Proposition 2.10 (recognizing compatible 1). If \( S \) is a Garside family in a left-cancellative category \( C \) and \( C_1 \) is a subcategory of \( C \) that is closed under right-quotient in \( C \), then \( C_1 \) is compatible with \( S \) if and only if

\[
\begin{align*}
(2.11) & \quad \text{Putting } S_1 = S \cap C_1 \text{ and } S_1^2 = S_1C_1^* \cup C_1^*S_1, \text{ we have } S_1^2 \cap C_1 \subseteq S_1^2, \\
(2.12) & \quad \text{Every element of } C_1 \text{ admits an } S \text{-normal decomposition with entries in } C_1.
\end{align*}
\]

Proof. Assume that \( C_1 \) is compatible with \( S \). First, by Lemma 2.8 we have \( S_1^2 \cap C_1 = S_1^2 \), so (2.11) holds. Next, let \( g \) belong to \( C_1 \). By assumption, \( S_1 \) is a Garside family in \( C_1 \), so \( g \) admits an \( S_1 \)-normal decomposition in \( C_1 \). By (2.6), the latter is \( S \)-normal, and, therefore, it is an \( S \)-normal decomposition of \( g \) whose entries lie in \( C_1 \). So (2.12) is satisfied.

Conversely, assume that \( C_1 \) satisfies (2.11) and (2.12). Let \( g \) belong to \( C_1 \). By (2.12), \( g \) admits an \( S \)-normal decomposition whose entries lie in \( C_1 \). By Lemma 2.1 the latter decomposition is \( S_1 \)-greedy in \( C_1 \). Moreover, its entries lie in \( S_1^2 \cap C_1 \), hence in \( S_1^2 \) by (2.11).
and, therefore, it is an 1-normal decomposition of \( g \) in \( C_1 \). As such a decomposition exists, \( S_1 \) is a Garside family in \( C_1 \), that is, (2.5) is satisfied.

Next, if \( s_1 \cdots s_p \) is an \( S \)-normal \( C_1 \)-path, then, by the same argument as above, \( s_1 \cdots s_p \) is \( S_1 \)-normal in \( C_1 \). Conversely, assume that \( s_1 \cdots s_p \) is \( S_1 \)-normal in \( C_1 \). As \( S_1 \) is a Garside family in \( C_1 \), the element \( s_1 \cdots s_p \) of \( C_1 \) admits an \( S_1 \)-normal decomposition in \( C_1 \). Hence, by Lemma 2.3, \( s_1 \cdots s_p \) must be \( S \)-normal in \( C \). So (2.6) is satisfied as well, and \( C_1 \) is compatible with \( S \).

As an application, and for further reference, we deduce

Corollary 2.13 (recognizing compatible, inclusion case). If \( S \) is a Garside family in a left-cancellative category \( C \) and \( C_1 \) is a subcategory of \( C \) that is closed under right-quotient in \( C \) and includes \( S \), then \( C_1 \) is compatible with \( S \) and \( C = C_1^{C^*} \cup C^* \) holds.

Proof. First, assume \( s \in S^* \cap C_1 \). If \( s \) is invertible, it belongs to \( C^* \cap C_1 \), which is \( C^* \) since \( C_1 \) is closed under right-quotient, hence under inverse, in \( C \). Otherwise, we have \( s = t \epsilon \) with \( t \in S \) and \( \epsilon \in C^* \). As \( s \) and \( t \) belong to \( C_1 \), the assumption that \( C_1 \) is closed under right-quotient in \( C \) implies that \( \epsilon \) belongs to \( C_1 \), hence to \( C^* \cap C_1 \), which is \( C_1^* \). So, in every case, \( s \) belongs to \( S C_1^* \cup C_1^* \), and (2.11) is satisfied.

Let \( g \) belong to \( C_1 \). Then \( g \) admits a strict \( S \)-normal decomposition, say \( s_1 \cdots s_p \). By definition, \( s_1, \ldots, s_{p-1} \) belong to \( S \), hence to \( C_1 \), so the assumption that \( C_1 \) is closed under right-quotient in \( C \) implies that \( s_q \) belongs to \( C_1 \) too. So (2.12) is satisfied, and \( C_1 \) is compatible with \( S \).

Finally, let \( g \) be a non-invertible element of \( C \). By Proposition (strict), \( g \) admits a strict \( S \)-normal decomposition, say \( s_1 \cdots s_p \); by definition, \( s_1, \ldots, s_{p-1} \) belong to \( S \), hence to \( C_1 \), and \( s_p \) belongs to \( S^* \), hence to \( C_1 C^* \). So \( g \) belongs to \( C_1 C^* \).

Recombining the conditions, we obtain a slightly different criterion.

**Proposition 2.14 (recognizing compatible II).** If \( S \) is a Garside family in a left-cancellative category \( C \) and \( C_1 \) is a subcategory of \( C \) that is closed under right-quotient in \( C \), then \( C_1 \) is compatible with \( S \) if and only if, putting \( S_1 = S \cap C_1 \) and \( S_1^* = S_1 C_1^* \cup C_1^* \),

\[
(2.15) \quad \text{Every element of } C_1 \text{ admits an } S_1 \text{-normal decomposition with entries in } S_1^*.
\]

Proof. Assume that \( C_1 \) is compatible with \( S \). Let \( g \) belong to \( C_1 \). Then, by (2.12), \( g \) admits an \( S \)-normal decomposition whose entries lie in \( C_1 \), hence in \( S^* \cap C_1 \). By (2.11), the latter entries lie in \( S_1^* \), so (2.15) is satisfied.

Conversely, assume that \( C_1 \) satisfies (2.15). Let \( g \) belong to \( S^* \cap C_1 \). By (2.15), \( g \) has an \( S \)-normal decomposition \( s_1 \cdots s_p \) whose entries lie in \( S_1^* \). As \( g \) lies in \( S^* \), its \( S \)-length is at most one, so \( s_2, \ldots, s_p \) must lie in \( C_1^* \cap C_1 \), hence in \( C_1^* \). So \( g \) belongs to \( S_1^* C_1 \), hence to \( S_1^* \), and (2.11) is satisfied. On the other hand, as \( S_1^* \) is included in \( C_1^* \), (2.12) is satisfied. So, by Proposition (2.10), \( C_1 \) is compatible with \( S \).
Using the inductive construction of normal decompositions, one obtains an alternative criterion that only involves the elements of \((S_1^\ast)^2\):

**Proposition 2.16 (recognizing compatible III).** If \(S\) is a Garside family in a left-cancellative category \(C\) and \(C_1\) is a subcategory of \(C\) that is closed under right-quotient in \(C\), then \(C_1\) is compatible with \(S\) if and only if, when we put \(S_1 = S \cap C_1\) and \(S_1^\ast = S_1 C_1^\ast \cup C_1^\ast\),

\[(2.17) \quad \text{The family } S_1^\ast \text{ generates } C_1.\]

\[(2.18) \quad \text{Every element of } (S_1^\ast)^2 \text{ admits an } S\text{-normal decomposition with entries in } S_1^\ast.\]

Proposition 2.16 follows from an auxiliary result of independent interest:

**Lemma 2.19.** Assume that \(S\) is a Garside family in a left-cancellative category \(C\) and \(S'\) is a subfamily of \(S^\ast\) such that \(S'(S' \cap C') \subseteq S'\) holds and every element of \((S')^2\) admits a \(S\)-normal decomposition with entries in \(S'\). Then every element in the subcategory of \(C\) generated by \(S'\) admits a \(S\)-normal decomposition with entries in \(S'\).

We skip the proofs, both of Lemma 2.19 (based on the inductive construction of an \(S\)-normal decomposition using left-multiplication) and of Proposition 2.16 (which then easily follows using Proposition 2.14).

We refer to Exercise 82 for still another variant.

### 2.3 Compatibility, special subcategories

When we consider subcategories satisfying additional closure assumptions, then more simple characterizations of compatibility appear.

We begin with \(=\ast\)-closed subcategories. If \(C_1\) is a subcategory of \(C\) that is compatible with a Garside family \(S\), every element of \(C_1\) admits an \(S\)-normal decomposition with entries in \(C_1\), and the latter is then \((S \cap C_1)\)-normal in \(C_1\). But, besides, there may exist \(S\)-normal decompositions with entries not in \(C_1\). This cannot happen if \(C_1\) is \(=\ast\)-closed.

**Lemma 2.20.** If \(S\) is a Garside family in a left-cancellative category \(C\), and \(C_1\) is an \(=\ast\)-closed subcategory of \(C\) that is closed under right-quotient and is compatible with \(S\), then every \(S\)-normal decomposition of an element of \(C_1\) is \((S \cap C_1)\)-normal in \(C_1\).

**Proof.** As usual put \(S_1 = S \cap C_1\). Let \(g\) belong to \(C_1\) and \(s_1|\cdots|s_p\) be an \(S\)-normal decomposition of \(g\). By assumption, \(C_1\) is compatible with \(S\), so \(S_1\) is a Garside family in \(C_1\), hence \(g\) has an \(S_1\)-normal decomposition \(t_1|\cdots|t_q\) in \(C_1\). By (**2.16**), \(t_1|\cdots|t_q\) is \(S\)-normal in \(C\), hence, by Proposition 1.1.25 (normal unique), \(s_1|\cdots|s_p\) is a \(C\)-deformation of \(t_1|\cdots|t_q\). Then, by Lemma 1.15, \(s_1|\cdots|s_p\) must be a \(C_1\)-path, that is, its entries lie in \(C_1\) and, therefore, it is \(S_1\)-normal in \(C_1\).

We deduce a simplified characterization of compatibility.
Proposition 2.21 (recognizing compatible, \(\Rightarrow\)-closed case). If \(S\) is a Garside family in a left-cancellative category \(\mathcal{C}\) and \(\mathcal{C}_1\) is a subcategory of \(\mathcal{C}\) that is closed under right-quotient and \(\Rightarrow\)-closed in \(\mathcal{C}\), then \(\mathcal{C}_1\) is compatible with \(S\) if and only if (2.12) holds, that is, if and only if every element of \(\mathcal{C}_1\) admits an \(S\)-normal decomposition with entries in \(\mathcal{C}_1\).

**Proof.** By Lemma 1.15, (2.11) is automatically satisfied whenever \(\mathcal{C}_1\) is \(\Rightarrow\)-closed. Then the result directly follows from Proposition 2.10.

We observed above that a subcategory that contains all invertible elements of the ambient category is \(\Rightarrow\)-closed, so Proposition 2.21 applies in particular in the case when \(\mathcal{C}_1\) includes \(\mathcal{C}'\). On the other hand, owing to Lemma 1.16, every subcategory that is closed under left- or right-divisor is closed under \(\Rightarrow\). When both conditions are met, Proposition 2.21 leads to the best result one can expect.

**Corollary 2.22 (compatible, closed under factor case).** (i) If \(\mathcal{C}\) is a left-cancellative category, every subcategory of \(\mathcal{C}\) that is closed under factor in \(\mathcal{C}\) is compatible with every Garside family of \(\mathcal{C}\).

(ii) The compatibility result of (i) applies in particular to every parabolic subcategory of \(\mathcal{C}\) and, if \(\mathcal{C}\) admits a balanced presentation \((S, R)\), to every subcategory of \(\mathcal{C}\) generated by a subfamily of \(S\).

**Proof.** (i) Assume that \(\mathcal{C}_1\) is a subcategory of \(\mathcal{C}\) that is closed under left-divisor and \(S\) is a Garside family in \(\mathcal{C}\). By Lemma 1.16, \(\mathcal{C}_1\) is \(\Rightarrow\)-closed. So, owing to Proposition 2.21, in order to prove that \(\mathcal{C}_1\) is compatible with \(S\), it is enough to show that every element of \(\mathcal{C}_1\) admits an \(S\)-normal decomposition with entries in \(\mathcal{C}_1\). Now let \(g\) belong to \(\mathcal{C}_1\), and let \(s_1|\cdots|s_p\) be an \(S\)-normal decomposition of \(g\). By construction, each entry \(s_i\) is a factor of \(g\). As \(\mathcal{C}_1\) is closed both under left- and right-divisor, it is closed under factor, so every entry \(s_i\) belongs to \(\mathcal{C}_1\). Then, by Proposition 2.21, the latter is compatible with \(S\).

Owing to the definition of a parabolic subcategory and to Proposition 1.11 (ii) directly follows from (i) since, in both cases, the considered subcategory is closed under factor in the ambient category.

For instance, in the context of Example 1.12, the submonoid \(B^+_I\) of \(B^+_\infty\) is parabolic, so Corollary 2.22 implies that \(B^+_I\) is compatible with every Garside family of \(B^+_\infty\). This applies in particular to the divisors of \(\Delta_n\), implying that \(\text{Div}(\Delta_n) \cap B^+_I\) is a Garside family in \(B^+_I\).

It is natural to wonder whether a converse of Corollary 2.22 might be true, that is, whether every subcategory that is compatible with all Garside families of the ambient category must be closed under factor. The answer is negative, see Exercise 77.
2.4 Compatibility with symmetric decompositions

So far, we considered compatibility between a subcategory \( C_1 \) of a left-cancellative category \( C \) and a Garside family \( S \) of \( C \), which involves \( S \)-normal decompositions. If \( C \) is a (left)-Ore category, it embeds in a groupoid of left-fractions \( \mathcal{E}_{lv}(C) \), and we can similarly address the compatibility of the subgroupoid of \( \mathcal{E}_{lv}(C) \) generated by \( C_1 \) with \( S \), which involves symmetric \( S \)-decompositions. The overall conclusion is that no additional assumption on \( S \) is needed to obtain compatibility with signed decompositions provided the considered subcategory satisfies some appropriate conditions, independently of the Garside family.

We recall from Proposition II.3.18 (left-Ore subcategory) that, if \( C_1 \) is a left-Ore subcategory of a left-Ore category \( C \), then the inclusion of \( C_1 \) in \( C \) extends into an embedding of \( \mathcal{E}_{lv}(C_1) \) into \( \mathcal{E}_{lv}(C) \) and that, moreover, \( C_1 = \mathcal{E}_{lv}(C_1) \cap C \) holds if and only if \( C_1 \) is closed under right-quotient in \( C \). In this context, we shall usually identify the groupoid \( \mathcal{E}_{lv}(C_1) \) with its image in \( \mathcal{E}_{lv}(C) \).

Although the notions will eventually merge, we introduce a strong version of compatibility.

**Definition 2.23 (strongly compatible).** Assume that \( S \) is a strong Garside family in a left-Ore category \( C \) that admits left-lcms. A subcategory \( C_1 \) of \( C \) is said to be strongly compatible with \( S \) if, putting \( S_1 = S \cap C_1 \),

(2.24) The family \( S_1 \) is a strong Garside family in \( C_1 \), and

A signed \( C_1 \)-path is symmetric \( S_1 \)-normal in \( C_1 \) if and only if it is symmetric \( S \)-normal in \( C \).

(2.25)

If a subcategory \( C_1 \) is strongly compatible with a Garside family \( S \), it is a fortiori compatible with \( S \) indeed, (2.24) implies that \( S_1 \) is a Garside family in \( C_1 \), and (2.25) implies in particular that a \( C_1 \)-path is \( S_1 \)-normal in \( C_1 \) if and only if it is \( S \)-normal in \( C \). In the other direction, the next example shows that a subcategory that is compatible with a strong Garside family need not be strongly compatible.

**Example 2.26 (not strongly compatible).** As in Example II.3.19 let \( M \) be the additive monoid \( (\mathbb{N}, +) \) and \( M_1 \) be \( M \setminus \{1\} \). Then \( M \) is a strong Garside family in \( M \), and \( M \cap M_1 \), which is \( M_1 \), is a strong Garside family in \( M_1 \). Moreover, \( M_1 \) is compatible with \( M \) viewed as a Garside family in itself: indeed, an \( M_1 \)-path is \( M_1 \)-normal if and only if it has length one, if and only if it is \( M \)-normal. However, \( M_1 \) is not strongly compatible with \( M \): the length two signed path \( \overrightarrow{2|3} \) is a strict symmetric \( M_1 \)-normal path which is not symmetric \( M \)-normal since 2 and 3, which admit 1 (and 2) as a common left-divisor in \( M \), are not left-disjoint in \( M \).

Our aim is to compare compatibility and strong compatibility. We saw above that, as the terminology suggests, every subcategory that is strongly compatible with a strong Garside family \( S \) is necessarily compatible with \( S \). In the other direction, we shall see that both notions are essentially equivalent provided one considers subcategories satisfying a convenient closure property not involving \( S \).

We recall from Definition IV.2.27 that a subfamily \( S \) of a category \( C \) is called weakly closed under left-lcm if any two elements of \( S \) that admit a left-lcm in \( C \) admit one that lies...
in \( S \): “weakly” refers here to the fact that we do not demand that every left-lcm lies in \( S \), but only at least one. In the case of a category with no nontrivial invertible element, the left-lcm is unique when it exists and there is no distinction between “closed” and “weakly closed”.

**Proposition 2.27 (strongly compatible).** If \( C \) is a left-Ore subcategory that admits left-lcms, then, for every Ore subcategory \( C_1 \) of \( C \), the following are equivalent:

(i) The subcategory \( C_1 \) is strongly compatible with a strong Garside family \( S \) of \( C \);

(ii) The subcategory \( C_1 \) is closed under right-quotient and weakly closed under left-lcm;

(iii) The subcategory \( C_1 \) is strongly compatible with every strong Garside family with which it is compatible.

As every subcategory of a category \( C \) is compatible with at least one Garside family of \( C \), namely \( C \) itself, (iii) obviously implies (i) in Proposition 2.27. Below, we shall prove that (i) implies (ii) and, after establishing an auxiliary result, that (ii) implies (iii).

**Proof of (i)⇒(ii) in Proposition 2.27.** Assume that \( S \) is a strong Garside family in \( C \) and \( C_1 \) is strongly compatible with \( S \). Let \( S_1 = S \cap C_1 \). Assume that \( f = hg \) holds in \( C \) with \( f \) and \( g \) in \( C_1 \). By assumption, \( S_1 \) is a strong Garside family in \( C_1 \), so the element \( fg^{-1} \) of \( Env(C_1) \) admits a symmetric \( S_1 \)-normal decomposition \( \overline{t_q} \cdots \overline{t_1} \overline{s_1} \cdots \overline{s_p} \). Moreover, the latter is also a symmetric \( S \)-normal decomposition of \( fg^{-1} \) since \( C_1 \) is strongly compatible with \( S \). Now, if \( x \) is the source of \( h \), we have \( 1_x^{-1}h = (t_1 \cdots t_q)^{-1}(s_1 \cdots s_p) \) in \( C \). As \( t_1 \cdots t_q \) and \( s_1 \cdots s_p \) are left-disjoint in \( C \), there must exist \( t \in C \) satisfying \( 1_x = t_1 \cdots t_q \), which implies that \( t_1, \ldots, t_q \) are invertible in \( C \), hence in \( C_1 \). So, in \( Env(C_1) \), we have \( fg^{-1} = (t_1 \cdots t_q)^{-1}(s_1 \cdots s_p) \in C_1 \), that is, \( h \) must lie in \( C_1 \), and \( C_1 \) is closed under left-quotient in \( C \).

Assume now that \( gh = f \) holds in \( C \) with \( g \) and \( f \) in \( C_1 \). As \( C_1 \) is an Ore category and that \( S_1 \) is a strong Garside family in \( C_1 \), the element \( g^{-1}f \) of \( Env(C_1) \) admits a symmetric \( S_1 \)-normal decomposition \( \overline{t_q} \cdots \overline{t_1} \overline{s_1} \cdots \overline{s_p} \). By assumption, the latter is a symmetric \( S \)-normal decomposition in \( C \) for \( g^{-1}f \), an element of \( C \). By Proposition [III.2.16] (symmetric normal unique), the elements \( t_1, \ldots, t_q \) must be invertible in \( C \), hence in \( C_1 \). So, in \( Env(C_1) \), we have \( g^{-1}f = (t_1 \cdots t_q)^{-1}(s_1 \cdots s_p) \in C_1 \), that is, \( h \) must lie in \( C_1 \), and \( C_1 \) is closed under right-quotient in \( C \).

Now, let \( f, g \) be two elements of \( C_1 \) sharing the same target. As \( C_1 \) is an Ore category and \( S_1 \) is a strong Garside family in \( C_1 \), the element \( fg^{-1} \) of \( Env(C_1) \) admits a symmetric \( S_1 \)-normal decomposition \( \overline{t_q} \cdots \overline{t_1} \overline{s_1} \cdots \overline{s_p} \) in \( C_1 \). Let \( g' = t_1 \cdots t_q \) and \( f' = s_1 \cdots s_p \). Then, in \( C_1 \), we have \( gf = f'g \) and the elements \( f' \) and \( g' \) are left-disjoint. So, by Lemma [III.2.8] \( gf \) is a left-lcm of \( g \) and \( f \) in \( C_1 \). On the other hand, as \( C_1 \) is strongly compatible with \( S \), the signed path \( \overline{t_q} \cdots \overline{t_1} \overline{s_1} \cdots \overline{s_p} \) is also a symmetric \( S \)-normal decomposition of \( fg^{-1} \) in \( C \) and, arguing as above but now in \( C \), we deduce that \( g'f \) is a left-lcm of \( f \) and \( g \) in \( C \). Hence at least one left-lcm of \( f \) and \( g \) in \( C \) lies in \( C_1 \), that is, \( C_1 \) is weakly closed under left-lcm in \( C \). \(\square\)
For the converse direction in Proposition 2.27, we begin with an auxiliary result. For a subcategory $C_1$ of a category $C$ to be weakly closed under left-lcm means that, for all $f, g$ of $C_1$ sharing the same target, at least one left-lcm of $f$ and $g$ lies in $C_1$. But, a priori, the latter need not be a left-lcm of $f$ and $g$ in $C_1$ and the condition says nothing about lcms in $C_1$. Such distinctions vanish when $C_1$ is closed under left-quotient.

**Lemma 2.28.** Assume that $C_1$ is a subcategory of a cancellative category $C$ and $C_1$ is closed under left-quotient in $C$ and weakly closed under left-lcm in $C$.

(i) For all $f, g$ in $C_1$, an element $h$ of $C_1$ is a left-lcm of $f$ and $g$ in the sense of $C$ if and only if it is a left-lcm of $f$ and $g$ in the sense of $C_1$.

(ii) If $C_1$ admits common right-multiples, two elements $f$ and $g$ of $C_1$ are left-disjoint in $C$ if and only if they are left-disjoint in $C_1$.

**Proof.** (i) Assume that an element $h$ of $C_1$ is a left-lcm of $f$ and $g$ in the sense of $C$. Then there exist $f', g'$ in $C$ satisfying $h = f'g = g'f$. As $C_1$ is closed under left-quotient, $f'$ and $g'$ belong to $C_1$, so $h$ is a left-multiple of $f$ and $g$ in $C_1$. Moreover, if $f_1g = g_1f$ holds in $C_1$, then this holds in $C$ and, as $h$ is a left-lcm of $f$ and $g$ in $C$, we have $f_1 = h_1f'$ and $g_1 = h_1g'$ for some $h_1$ in $C$. As $f'$ and $f$ belong to $C_1$ and $C_1$ is closed under left-quotient, $h_1$ belongs to $C_1$, which shows that $h$ is a left-lcm of $f$ and $g$ in $C_1$.

Conversely, assume that $h$ is a left-lcm of $f$ and $g$ in the sense of $C_1$. As $C_1$ is weakly closed under left-lcm, some left-lcm $h_1$ of $f$ and $g$ in $C$ belongs to $C_1$. By the above result, $h_1$ is a left-lcm of $f$ and $g$ in $C_1$. As $C_1$ is right-cancellative, the uniqueness of the left-lcm in $C_1$ implies that $h_1 = \epsilon h$ holds for some $\epsilon$ in $C_1'$. Then $\epsilon$ belongs to $C^\circ$, so the assumption that $h_1$ is a left-lcm of $f$ and $g$ in $C$ implies that $h$ is a left-lcm of $f$ and $g$ in the sense of $C$.

(ii) Assume that $f$ and $g$ belong to $C_1$. By Lemma 1.7(iii), the assumption that $f$ and $g$ are left-disjoint in $C$ implies that they are left-disjoint in $C_1$.

Conversely, assume that $C_1$ admits common right-multiples and $f$ and $g$ are left-disjoint in $C_1$. Then, in $C_1$, the elements $f$ and $g$ admit a common right-multiple, say $f g_1 = g f_1$. Then, by Lemma 2.8, $f g_1$ is a left-lcm of $f_1$ and $g_1$ in $C_1$. By (i), $f g_1$ is also a left-lcm of $f_1$ and $g_1$ in $C$ hence, by Lemma 2.8, now applied in $C$, the elements $f$ and $g$ are left-disjoint in $C$.

**Proof of (ii)⇒(iii) in Proposition 2.27.** Assume that $S$ is a strong Garside family in $C$ and $C_1$ is compatible with $S$. Let $S_1 = S \cap C_1$ and $S_1^\circ = S_1^{C_1^\circ} \cup C_1^{C_1^\circ}$. Assume that $s$ and $t$ lie in $S_1^\circ$ and share the same target. Then, by assumption, there exist $s'$ and $t'$ in $C_1$ satisfying $s't = t's$ and such that $s't$ is a left-lcm of $s$ and $t$ both in $C_1$ and in $C$. On the other hand, as $S$ is a strong Garside family in $C$, there exist $s''$ and $t''$ in $S$ satisfying $s''t = t''s$ and such that $s''t$ is a left-lcm of $s$ and $t$ in $C$. The uniqueness of the left-lcm in $C$ implies the existence of $\epsilon$ in $C^\circ$ satisfying $s' = \epsilon s''$ and $t' = \epsilon t''$. So $s'$ and $t'$ lie in $C^\circ S^\circ$, hence in $S_1^\circ$, and therefore in $S_1^\circ \cap C_1$. As $C_1$ is compatible with $S$, Proposition 2.10 implies that the latter family is $S_1^\circ$. It follows that, in $C_1$, the Garside family $S_1$ is a strong Garside family.

Assume now that $w$ is a signed $C_1$-path, say $w = t_q \cdots t_1 s_1 \cdots s_p$. Then $w$ is a strict symmetric $S$-normal path (in $C$) if and only if $s_1 | \cdots | s_p$ and $t_1 | \cdots | t_q$ are strictly $S$-normal and $s_1$ and $t_1$ are left-disjoint in $C$. As $C_1$ is compatible with $S$, the paths $s_1 | \cdots | s_p$ and $s_1 | \cdots | t_q$ are strictly $S_1$-normal in $C_1$. On the other hand, by Lemma 2.28, $s_1$ and $t_1$ are
left-disjoint in $C_1$. Hence $w$ is a strict symmetric $S_1$-normal path in $C_1$. So, by definition, $C_1$ is strongly compatible with $S$.

When the assumptions of Proposition 2.27 are satisfied, every element in $\mathcal{E}_{\mathsf{inv}}(C_1)$ admits a symmetric $(S \cap C_1)$-normal form in $\mathcal{E}_{\mathsf{inv}}(C_1)$, which is also a symmetric $S$-normal decomposition in $\mathcal{E}_{\mathsf{inv}}(C)$. So we can state:

**Corollary 2.29 (generated subgroupoid).** If $C$ is a left-Ore category that admits left-lcms and $C_1$ is an Ore subcategory of $C$ that is closed under quotient and weakly closed under left-lcm, then, for every strong Garside family $S$ of $C$, every element of the subgroupoid of $\mathcal{E}_{\mathsf{inv}}(C)$ generated by $C_1$ admits a symmetric $S$-normal decomposition with entries in $C_1$.

In particular, if the ambient category contains no nontrivial invertible element, symmetric normal decompositions of minimal length are unique up to adding identity-elements and the result says that the entries in (the) symmetric $S$-normal decomposition of an element of $C_1$ must lie in $C_1$.

### 3 Subfamilies of a Garside family

We now investigate the subcategories that are generated by the subfamilies of a fixed Garside family $S$. Then several questions arise, typically whether this subcategory is compatible with $S$, or which presentation it admits.

The section is organized as follows. In Subsection 3.1, we develop the notion of a subgerm of a germ, which turns out to provide the most convenient framework for addressing the above questions. Next, in Subsection 3.2, we establish transfer results stating that various local closure properties imply global versions in the generated subcategory. Then Subsection 3.3 contains the main results, namely, in the situation when $S_1$ is a subgerm of a Garside germ $S$, local criteria involving $S$ and $S_1$ only and implying various global properties of the subcategory $\mathcal{S}_{\mathsf{ub}}(S_1)$ of $\mathcal{S}_{\mathsf{ub}}(S)$.

#### 3.1 Subgerms

We saw in Chapter VI that, if $S$ is a solid Garside family in a left-cancellative category $C$, then the structure $\mathcal{S}$ made of $S$ equipped with the partial product induced by the one of $C$ is a germ, namely it is a precategory equipped with identity-elements plus a partial product that satisfies the weak associativity conditions listed in Definition VI.1.3. On the other hand, if we start with an abstract germ $\mathcal{S}$ that is at least left-associative, then $\mathcal{S}$ embeds in a category $\mathcal{C}(\mathcal{S})$ and it coincides with the germ induced by the product of $\mathcal{C}(\mathcal{S})$.

Whenever $\mathcal{S}$ is a germ and $S_1$ is a subfamily of $S$, the partial operation on $S_1$ induced by $\ast$ on $S_1$—that is, the operation $\ast_1$ such that $r \ast_1 s = t$ holds if $r, s, t$ lie in $S_1$ and $r \ast s = t$ holds in $\mathcal{S}$—may or may not induce on $S_1$ the structure of a germ. When it does, we naturally call the resulting structure a subgerm of $\mathcal{S}$.
Definition 3.1 (subgerm). A germ \( S_1 \) is a subgerm of a germ \( S \) if \( S_1 \) is included in \( S \), \( \text{Obj}(S_1) \) is included in \( \text{Obj}(S) \), the source, target, identity, and product of \( S_1 \) are induced by those of \( S \), and the domain of \( \bullet_1 \) is the intersection with \( S_1^{[r]} \) of the domain of \( \bullet \).

Before giving examples, we establish a more practical characterization. Hereafter we shall appeal to the closure properties of Chapter [IV] and of Section [I] in the context of a germ without redefining them: for instance, if \( S \) is a germ, we naturally say that a subfamily \( S_1 \) of \( S \) is closed under product in \( S \) if \( s \bullet t \) belongs to \( S_1 \) whenever \( s \) and \( t \) do and \( s \bullet t \) is defined.

Lemma 3.2. Assume that \( S \) is a Garside family in a left-cancellative category \( \mathcal{C} \) and \( S_1 \) is a subfamily of \( S \).

(i) If \( \text{Sub}(S_1) \cap S = S_1 \) holds, then \( S_1 \) is closed under identity and product in \( S \).

(ii) If \( S \) is closed under left- or right-quotient in \( \mathcal{C} \), the converse of (i) is true, that is, if \( S_1 \) is closed under identity and product in \( S \), then \( \text{Sub}(S_1) \cap S = S_1 \) holds.

Proof. (i) Assume that \( x \) is the source or the target of some element of \( S_1 \) and \( 1_x \) belongs to \( S \). Then \( 1_x \) belongs to \( \text{Sub}(S_1) \), hence to \( \text{Sub}(S_1) \cap S \) and, therefore, to \( S_1 \). So \( S_1 \) is closed under identity in \( S \). Next, assume that \( s, t \) lie in \( S_1 \) and \( st \) is defined and it lies in \( S \). Then \( st \) belongs to \( \text{Sub}(S_1) \), hence to \( \text{Sub}(S_1) \cap S \), which is \( S_1 \). So \( S_1 \) is closed under identity and product in \( S \).

(ii) Assume that \( S \) is closed under right-quotient in \( \mathcal{C} \) and \( t \) belongs to \( \text{Sub}(S_1) \cap S \). If \( t \) is an identity-element, the assumption that \( S_1 \) is closed under identity in \( S \) implies \( t \in S_1 \). Otherwise, there exist \( p \geq 1 \) and \( t_1, \ldots, t_p \) in \( S_1 \) satisfying \( t = t_1 \cdots t_p \). As \( S \) is closed under right-quotient in \( \mathcal{C} \), the assumption that \( t_{i-1} \) lies in \( S_1 \) inductively implies that \( t_i \cdots t_p \) belongs to \( S \) for \( i \) increasing from \( 2 \) to \( p - 1 \). Then, as \( S_1 \) is closed under product in \( S \), we inductively deduce that \( t_i \cdots t_p \) lies in \( S_1 \) for \( i \) decreasing from \( p - 1 \) to \( 1 \). Hence \( t \) lies in \( S_1 \). The argument is symmetric if \( S \) is closed under left-quotient in \( \mathcal{C} \).

Proposition 3.3 (subgerm). For \( S \) a germ and \( S_1 \subseteq S \), the following are equivalent:

(i) The structure \( (S_1, 1_{S_1}, \bullet_1) \) is a subgerm of \( S \), where \( \bullet_1 \) is induced by \( \bullet \) on \( S_1 \);

(ii) The family \( S_1 \) is closed under identity and product in \( S \).

Moreover, if \( S \) is left- or right-associative, the above conditions are equivalent to

(iii) The equality \( \text{Sub}(S_1) \cap S = S_1 \) holds in \( \text{Cat}(S) \).

In this case, the inclusions of \( S_1 \) in \( S \) and of \( \text{Obj}(S_1) \) in \( \text{Obj}(S) \) induce a functor \( \iota \) from \( \text{Cat}(S_1) \) to the subcategory \( \text{Sub}(S_1) \) of \( \text{Cat}(S) \).

Proof. Assume (i). Put \( S_1 = (S_1, 1_{S_1}, \bullet_1) \). By definition of a germ, for every \( x \) in \( \text{Obj}(S_1) \), the germ \( S_1 \) contains an identity-element, which, by definition of a subgerm, must be \( 1_x \), so the latter belongs to \( S_1 \). Next, assume that \( r, s \) lie in \( S_1 \) and \( r \bullet s \) is defined. Then, by definition, the product of \( r \) and \( s \) in \( S_1 \) must be defined as well, and it must be equal to \( r \bullet s \); this is possible only if the latter lies in \( S_1 \). So (i) implies (ii).

Conversely, assume (ii). Then Conditions (VI.1.4), (VI.1.5), and (VI.1.6) from the definition of a germ are satisfied in \( S_1 \). Indeed, for the latter relation, if \( r \bullet_1 s, s \bullet_1 t, \) and
r\bullet_1 (s\bullet t) are defined, then, by construction, so are r \bullet s, s \bullet t, and r \bullet (s \bullet t), in which case (r \bullet s) \bullet t, which is also (r \bullet_1 s) \bullet t, is defined since S is a germ, and the assumption (ii) implies that (r \bullet_1 s) \bullet t belongs to S_1 and, from there, that (r \bullet_1 s) \bullet_1 t is defined. Hence S_1 is a germ and, by construction, it is a subgerm of S.

Assume now that S is left- or right-associative. By Proposition (embedding), S embeds in Cat(S) as a subfamily that is closed under right- or left-divisor. Then, by Lemma (ii) is equivalent to Sub(S_1) \cap S = S_1.

Finally, assume that (i)–(iii) are satisfied. By definition, the category Cat(S) admits the presentation (S_1 \mid R_1) where R_1 consists of all relations r \bullet_1 s = t, hence it is S_1 /\equiv_1, where \equiv_1 is the congruence generated by R_1. Similarly, Cat(S) is S_1 /\equiv_1, where \equiv_1 is the congruence generated by the family R of all relations r \bullet s = t. For r, s, t in S_1, the relation r \bullet s = t implies r \bullet s = t and, therefore, mapping the \equiv_1-class of an S_1-path to its \equiv_1-class (and every object of S_1 to itself) defines a functor \iota of Cat(S) to Cat(S). By construction, the image of \iota is the subcategory Sub(S_1).

So, if C is a left-cancellative category and S is a solid Garside family of C, considering subgerms of the germ S and considering subfamilies of S that are closed under identity and product are equivalent approaches. Note that, in view of investigating the properties of the subcategory generated by S_1, considering families that satisfy Sub(S_1) \cap S = S_1 is not a restriction since, for every subfamily S_1, if we put S_1' = Sub(S_1) \cap S, then S_1' is a subfamily of S that satisfies both Sub(S_1') = Sub(S_1) and Sub(S_1') \cap S = S_1.

**Example 3.4 (sub** germ**). Consider the dual braid monoid B_3^* (Reference Structure [4] page 10). Then B_3^* admits the presentation \langle a, b, c \mid ab = ba = ca \rangle; and ab is a Garside element denoted by \Delta_3. By Proposition (germ from Garside), the Garside family Div(\Delta_3) gives rise to a 5-element germ S, see table on the right, and Mon(S) is (isomorphic to) B_3^*.

Now let S_1 = \{1, a, b, \Delta_3\}. Then S_1 is closed under identity and product in S so the germ operations of S induce the structure of a subgerm S_1 on S_1. By definition, the only nontrivial product in S_1 is a \bullet b = \Delta_3, and, therefore, the monoid Mon(S_1) is the monoid \langle a, b, \Delta_3 \mid ab = a \Delta_3 \rangle, hence a free monoid based on \{a, b\}.

Observe that, in the above example, Mon(S_1) is not a submonoid of Mon(S), and that S_1 is a solid Garside family in Mon(S_1), so S_1 is a Garside germ.

When S_1 is a subgerm of a (Garside) germ S—that is, equivalently, when S_1 is a subfamily closed under identity and product of a (solid Garside) family in a left-cancellative category —some properties of S_1 are inherited from those of S.

**Lemma 3.5. Assume that S_1 is a subgerm of a germ S.**

(i) If S is left-associative (resp. right-associative), then so is S_1.

(ii) If S is left-cancellative (resp. right-cancellative), then so is S_1.

(iii) The relation \preceq_{S_1} is included in \preceq_S.

(iv) For every s_1, s_2 in S_1\[3\], we have \delta_{S_1}(s_1, s_2) \subseteq \delta_S(s_1, s_2) \cap S_1.
Proof. (i) Assume that $\mathfrak{S}_1$ is left-associative, and that $r, s, t$ are elements of $\mathcal{S}_1$ such that $(r \cdot_1 s) \cdot_1 t$ is defined. By definition, $(r \cdot s) \cdot t$ is defined, hence so is $s \cdot t$ since $\mathfrak{S}_1$ is left-associative, and, therefore, $s \cdot_1 t$ is defined. So $\mathfrak{S}_1$ is left-associative. The case of right-associativity is similar.

(ii) Assume that $\mathfrak{S}_1$ is left-cancellative and $r \cdot_1 s = r \cdot_1 s'$ holds in $\mathfrak{S}_1$. Then we have $r \cdot s = r \cdot s'$ in $\mathfrak{S}_1$, whence $s = s'$ since $\mathfrak{S}_1$ is left-cancellative. So $\mathfrak{S}_1$ is left-cancellative. The case of right-cancellativity is similar.

(iii) Assume $r, s \in \mathcal{S}_1$ and $r \preceq_{\mathcal{S}_1} s$ holds. By definition, there exists $t \in \mathcal{S}_1$ satisfying $r = s \cdot_1 t$. Then $t$ belongs to $\mathcal{S}$ and, in $\mathcal{S}$, we have $r = st$, whence $r \preceq_{\mathcal{S}_1} s$.

(iv) Assume $t \in \partial_\mathcal{S}(s_1, s_2)$. By definition, $t$ lies in $\mathcal{S}_1$, $s_1 \cdot_{\mathcal{S}_1} t$ is defined in $\mathfrak{S}_1$, hence in $\mathfrak{S}_1$ and $t \preceq_{\mathcal{S}_1} s_2$ holds. By (iii), the latter implies $t \preceq_{\mathcal{S}} s_2$, so $t$ lies in $\partial_\mathcal{S}(s_1, s_2)$. \hfill $\square$

More connections appear when the subgerm satisfies closure properties in the ambient germ. We naturally say that a subgerm $\mathfrak{S}_2$ of a germ $\mathfrak{S}$ is closed under right-quotient in $\mathfrak{S}$ if the domain $\mathcal{S}_1$ of $\mathfrak{S}_1$ is closed under right-quotient in the domain $\mathcal{S}$ of $\mathfrak{S}_1$.

Lemma 3.6. Assume that $\mathfrak{S}$ is a left-cancellative and left-associative germ and $\mathfrak{S}_1$ is a subgerm of $\mathfrak{S}$ that is closed under right-quotient in $\mathfrak{S}$.

(i) The relation $\preceq_{\mathcal{S}_1}$ is the restriction of the relation $\preceq_{\mathcal{S}}$ to $\mathcal{S}_1$.

(ii) An element of $\mathcal{S}_1$ is invertible in $\text{Cal}(\mathfrak{S}_1)$ if and only if it is invertible in $\text{Cal}(\mathfrak{S})$.

(iii) For every $g_1|g_2$ in $\mathfrak{S}_1$, we have $\partial_\mathfrak{S}(g_1, g_2) = \partial_\mathfrak{S}(g_1, g_2) \cap \mathcal{S}_1$.

Proof. (i) Assume $s, t \in \mathcal{S}_1$. By Lemma 3.5(iii), $s \preceq_{\mathcal{S}_1} t$ implies $s \preceq_{\mathcal{S}} t$. Conversely, assume $s \preceq_{\mathcal{S}} t$. By definition, there exists $t' \in \mathcal{S}$ satisfying $s \cdot t' = t$. The assumption that $\mathcal{S}_1$ is closed under right-quotient in $\mathcal{S}$ implies $t' \in \mathcal{S}_1$, so that $s \cdot_1 t' = t$ holds in $\mathcal{S}_1$, implying $s \preceq_{\mathcal{S}_1} t$. Hence $\preceq_{\mathcal{S}_1}$ is the restriction of $\preceq_{\mathcal{S}}$ to $\mathcal{S}_1$.

(ii) By Lemma 3.5(ii) the germ $\mathfrak{S}_1$ is left-cancellative. Hence, by Lemma VI.1.19 an element of $\mathcal{S}_1$ is invertible in $\text{Cal}(\mathfrak{S}_1)$ if and only if it is invertible in $\text{Cal}(\mathfrak{S})$, hence in particular an element of $\mathcal{S}_1$, is invertible in $\text{Cal}(\mathfrak{S})$ if and only if it is invertible in $\mathcal{S}$. Now, if $e$ lies in $\mathcal{S}_1(x, y)$ and there exists $e' \in \mathcal{S}_1$ satisfying $e \cdot e' = 1_x$, then $e'$ is an inverse in $\mathcal{S}$ as well.

On the other hand, if $e$ lies in $\mathcal{S}_1(x, y)$ and there exists $e' \in \mathcal{S}$ satisfying $e \cdot e' = 1_x$, the assumption that $\mathcal{S}_1$ is closed under identity in $\mathcal{S}$ implies that $1_x$ lies in $\mathcal{S}_1$ and, then, the assumption that $\mathcal{S}_1$ is closed under right-quotient in $\mathcal{S}$ implies that $e'$ lies in $\mathcal{S}_1$, so it is an inverse of $e$ in $\mathcal{S}_1$.

(iii) Let $s_1|s_2$ belong to $\mathfrak{S}_1^{[2]}$. We saw in Lemma 3.5(iv) that $\partial_\mathfrak{S}(s_1, s_2)$ is always included in $\partial_\mathfrak{S}(s_1, s_2) \cap \mathcal{S}_1$. Conversely, assume $s \in \partial_\mathfrak{S}(s_1, s_2) \cap \mathcal{S}_1$. By definition, $s_1 \cdot s$ is defined in $\mathfrak{S}_1$ hence in $\mathfrak{S}_1$, since $s_1$ and $s$ lie in $\mathcal{S}_1$. On the other hand, $s \preceq_{\mathcal{S}_1} s_2$ holds, hence so does $s \preceq_{\mathcal{S}} s_2$ by (i). Hence $s$ lies in $\partial_\mathfrak{S}(s_1, s_2)$. \hfill $\square$

A converse of Lemma 3.6(i) is valid, see Exercise 87.

3.2 Transitivity of closure

We now show that, in good cases, the closure properties possibly satisfied by the subcategory $\text{Sub}(\mathcal{S}_1)$ generated by a subgerm $\mathfrak{S}_2$ of a (Garside) germ $\mathfrak{S}$ directly rely on the closure properties satisfied by $\mathfrak{S}_1$ in the germ $\mathfrak{S}$. 
We recall that, if $\mathcal{S}$ is a subfamily of a category $\mathcal{C}$ and $s, t$ lie in $\mathcal{S}$, then $s \leq_{\mathcal{S}} t$ stands for $\exists t' \in \mathcal{S}(st' = t)$, that is, $s$ left-divides $t$ and the quotient lies in $\mathcal{S}$. According to our general conventions, if $\mathcal{C}$ is a left-cancellative category, and $\mathcal{S} \subseteq \mathcal{X} \subseteq \mathcal{C}$ holds, we say that $\mathcal{S}$ is closed under right-comultiple in $\mathcal{X}$ if, for all $s, t$ in $\mathcal{S}$ and $f, g$ in $\mathcal{X}$ satisfying $sg = tf \in \mathcal{X}$, there exist $s', t'$ in $\mathcal{S}$, and $h$ in $\mathcal{X}$ satisfying $st' = ts' \in \mathcal{S}$, $f = s'h$, and $g = t'h$. When $\mathcal{X}$ is $\mathcal{C}$, this is the notion of Definition [IV.11] (closure II). The relative version of closure under right-complement is defined similarly. We recall that closure under right-diamond, their common refinement, was introduced above in Definition [I.9].

Like the global versions, the relative versions of closure properties are connected with one another, see Exercise [V.6]. Here we shall consider connections between the local and global versions.

**Lemma 3.7.** Assume that $\mathcal{C}$ is a left-cancellative category and $\mathcal{S}$ is a subfamily of $\mathcal{C}$ that is closed under inverse. Then, for $\mathcal{S}_1$ included in $\mathcal{S}$, consider

(i) The family $\mathcal{S}_1$ is closed under inverse in $\mathcal{S}$;
(ii) The family $\mathcal{S}_1$ is closed under inverse in $\mathcal{C}$;
(iii) The subcategory $\text{Sub}(\mathcal{S}_1)$ is closed under inverse in $\mathcal{C}$.

Then (i) and (ii) are equivalent, (ii) implies (iii) whenever $\mathcal{S}_1$ is closed under identity and product in $\mathcal{S}$, and (iii) implies (ii) whenever $\mathcal{S}_1$ is closed under identity and product in $\mathcal{S}$ and $\mathcal{S}$ is closed under left- or right-quotient in $\mathcal{C}$.

**Proof.** Assume (i). Assume that $\epsilon$ is invertible in $\mathcal{C}$ and belongs to $\mathcal{S}_1$. Then $\epsilon$ belongs to $\mathcal{S} \cap C^\circ$, hence, by assumption, $\epsilon^{-1}$ belongs to $\mathcal{S}$. Then the assumption that $\mathcal{S}_1$ is closed under inverse in $\mathcal{S}$ implies that $\epsilon^{-1}$ belongs to $\mathcal{S}_1$. So (i) implies (ii).

Conversely, assume (ii). Assume that $\epsilon$ is invertible in $\mathcal{S}$ and belongs to $\mathcal{S}_1$. Then $\epsilon$ is invertible in $\mathcal{C}$ too, so $\epsilon^{-1}$ belongs to $\mathcal{S}_1$, and $\mathcal{S}_1$ is closed under inverse in $\mathcal{S}$. So (ii) implies (i).

Assume (ii) with $\mathcal{S}_1$ is closed under identity and product in $\mathcal{S}$. Assume that $\epsilon$ is invertible in $\mathcal{C}$ and belongs to $\text{Sub}(\mathcal{S}_1)$. Then either $\epsilon$ is an identity-element, in which case $\epsilon^{-1}$ is equal to $\epsilon$ and therefore belongs to $\text{Sub}(\mathcal{S}_1)$, or there exist $p \geq 1$ and $\epsilon_1, \ldots, \epsilon_p$ in $\mathcal{S}_1$ satisfying $\epsilon = \epsilon_1 \cdots \epsilon_p$. As $\epsilon$ is invertible, so are $\epsilon_1, \ldots, \epsilon_p$. As $\mathcal{S}_1$ is closed under inverse in $\mathcal{C}$, the elements $\epsilon_1^{-1}, \ldots, \epsilon_p^{-1}$ belong to $\mathcal{S}_1$, and, therefore, $\epsilon^{-1}$, which is $\epsilon_p^{-1} \cdots \epsilon_1^{-1}$, belongs to $\text{Sub}(\mathcal{S}_1)$. So $\text{Sub}(\mathcal{S}_1)$ is closed under inverse in $\mathcal{C}$, and (iii) implies (ii).

Finally, assume (iii) with $\mathcal{S}_1$ closed under identity and product in $\mathcal{S}$ and $\mathcal{S}$ closed under left- or right-quotient in $\mathcal{C}$. Let $\epsilon$ be an element of $\mathcal{S}_1$ that is invertible in $\mathcal{S}$, that is, $\epsilon$ is invertible and $\epsilon^{-1}$ belongs to $\mathcal{S}$. As $\epsilon$ belongs to $\text{Sub}(\mathcal{S}_1)$ and $\text{Sub}(\mathcal{S}_1)$ is closed under inverse, $\epsilon^{-1}$ belongs to $\text{Sub}(\mathcal{S}_1)$, hence to $\text{Sub}(\mathcal{S}_1) \cap \mathcal{S}$, which is $\mathcal{S}_1$ by Lemma [3.2]. So $\mathcal{S}_1$ is closed under inverse in $\mathcal{S}$, and (iii) implies (i), hence (ii), in this case.

**Lemma 3.8.** Assume that $\mathcal{C}$ is a left-cancellative category, $\mathcal{S}$ is a subfamily of $\mathcal{C}$ that is closed under right-diamond. For $\mathcal{S}_1$ included in $\mathcal{S}$, consider

(i) The family $\mathcal{S}_1$ is closed under right-complement (resp. right-diamond) in $\mathcal{S}$;
(ii) The family $\mathcal{S}_1$ is closed under right-complement (resp. right-diamond) in $\mathcal{C}$.

Then (i) implies (ii) whenever $\mathcal{S}$ is closed under right-diamond in $\mathcal{C}$, and (ii) implies (i) whenever $\mathcal{S}$ is closed under right-quotient in $\mathcal{C}$.
Lemma 3.9. If $S_1$ is a subgerm of a Garside germ $S$ and $S_1$ is closed under inverse and right-complement (resp. right-diamond) in $S$, then $\text{Sub}(S_1)$ is closed under right-quotient and right-diamond in $\text{Cat}(S)$ and $S_1$ is closed under inverse and right-complement (resp. right-diamond) in $\text{Sub}(S_1)$ and in $\text{Cat}(S)$.

Proof. Assume that $S_1$ is closed under inverse and right-complement (resp. right-diamond) in $S$. First, $S$ is closed under inverse in $\text{Cat}(S)$ as it is solid, hence it is a fortiori closed under inverse in $\text{Sub}(S_1)$. Then, by Lemma 3.7, $\text{Sub}(S_1)$ must be closed under inverse in $S$, hence a fortiori in $\text{Sub}(S_1)$.

Next, as it is a solid Garside family, $S$ is closed under right-diamond in $\text{Cat}(S)$ by Proposition 1.2.3 (solid Garside). So, by Lemma 3.8 the assumption that $S_1$ is closed under right-complement (resp. right-diamond) in $S$ implies that $S_1$ is closed under right-complement (resp. right-diamond) in $\text{Cat}(S)$. Now, Corollary 1.1.7 (extension of closure) implies that $\text{Sub}(S_1)$ is also closed under right-complement in $\text{Cat}(S)$, hence under right-diamond as it is a subcategory of $\text{Cat}(S)$ and is therefore closed under product.

As for $S_1$, we already noted above that it is closed under inverse and right-complement (resp. right-diamond) in $\text{Cat}(S)$. So it remains to establish its closure in $\text{Sub}(S_1)$. The result is obvious for inverse as $\text{Sub}(S_1)$ is included in $\text{Cat}(S)$. On the other hand, Lemma 1.8 implies that $\text{Sub}(S_1)$, which is closed under right-complement and inverse in $\text{Cat}(S)$, is closed under right-quotient in $\text{Cat}(S)$. Then, by Lemma 3.8 applied with $\text{Sub}(S_1)$ in place.
of \( \mathcal{S} \), the fact that \( \mathcal{S}_1 \) is closed under right-complement (resp. right-diamond) in \( \text{Cat}(\mathcal{S}) \) implies that \( \mathcal{S}_1 \) is closed under right-complement (resp. right-diamond) in \( \text{Sub}(\mathcal{S}_1) \).

We refer to Exercise 88 for a partial converse of the implication of Lemma 3.9. If we are exclusively interested in the closure of \( \text{Sub}(\mathcal{S}_1) \) under right-quotient, it can be shown that \( \mathcal{S}_1 \) being closed under right-quotient in \( \mathcal{S} \) is a necessary condition, see Exercise 89.

### 3.3 Garside subgerms

When \( \mathcal{S}_1 \) is a subgerm of a Garside germ \( \mathcal{S} \)—that is, equivalently, when \( \mathcal{S} \) is a solid Garside family in a left-cancellative category and \( \mathcal{S}_1 \) is a subfamily of \( \mathcal{S} \) that is closed under identity and product—it is natural to wonder which global properties of the subcategory \( \text{Sub}(\mathcal{S}_1) \) can be characterized by local properties of \( \mathcal{S}_1 \) inside \( \mathcal{S} \). We shall now specifically consider three possible properties of \( \text{Sub}(\mathcal{S}_1) \):

1. (3.10) The subcategory \( \text{Sub}(\mathcal{S}_1) \) is isomorphic to \( \text{Cat}(\mathcal{S}_1) \);
2. (3.11) The family \( \mathcal{S}_1 \) is a Garside family in \( \text{Sub}(\mathcal{S}_1) \);
3. (3.12) The subcategory \( \text{Sub}(\mathcal{S}_1) \) is compatible with the Garside family \( \mathcal{S} \).

We recall that (3.12) means that an \( \mathcal{S}_1 \)-path is \( \mathcal{S} \)-normal in \( \text{Cat}(\mathcal{S}) \) if and only if it is \( \mathcal{S}_1 \)-normal in \( \text{Sub}(\mathcal{S}_1) \). Other properties might be considered, for instance \( \mathcal{S}_1 \) being a Garside family in \( \text{Cat}(\mathcal{S}_1) \), which differs from (3.11) if (3.10) fails. However, we shall concentrate on the case when (3.10) holds for, otherwise, \( \text{Cat}(\mathcal{S}_1) \) and \( \text{Cat}(\mathcal{S}) \) may be extremely different and the germ structure of \( \mathcal{S}_1 \) is of little help to investigate \( \text{Sub}(\mathcal{S}_1) \), see Example 3.4 or Exercise 90.

Our first observation is that the properties (3.10)--(3.12), which trivially hold for \( \mathcal{S}_1 = \mathcal{S} \), may fail even when \( \mathcal{S}_1 \) is closed under right-quotient in \( \mathcal{S} \) and that there exist implications between them.

**Lemma 3.13.** If \( \mathcal{S}_1 \) is a subgerm of a Garside germ \( \mathcal{S} \), the implications (3.12) \( \Rightarrow \) (3.11) \( \Rightarrow \) (3.10) hold, but each one of (3.10) \( \Rightarrow \) (3.11), and (3.11) \( \Rightarrow \) (3.12) may fail even for \( \mathcal{S}_1 \) closed under right-quotient in \( \mathcal{S} \).

**Proof.** First, assume (3.12). By definition, \( \text{Sub}(\mathcal{S}_1) \) being compatible with \( \mathcal{S} \) implies that \( \mathcal{S} \cap \text{Sub}(\mathcal{S}_1) \) is a Garside family in \( \text{Sub}(\mathcal{S}_1) \); now, as \( \mathcal{S}_1 \) is a subgerm of \( \mathcal{S} \), Proposition 3.3 implies \( \mathcal{S} \cap \text{Sub}(\mathcal{S}_1) = \mathcal{S}_1 \). So (3.12) implies (3.11).

Assume now (3.11). First, \( \mathcal{S}_1 \) is solid in \( \text{Sub}(\mathcal{S}_1) \). Indeed, the assumption that \( \mathcal{S}_1 \) is a subgerm of \( \mathcal{S} \) implies that \( \mathcal{S}_1 \) is closed under identity in \( \mathcal{S} \), so, for every \( s \) in \( \mathcal{S}_1(x, y) \), the elements \( L_x \) and \( L_y \) belong to \( \mathcal{S}_1 \). A straightforward induction then gives the same result for \( s \) in \( \text{Sub}(\mathcal{S}_1) \). On the other hand, assume that \( t \) belongs to \( \mathcal{S}_1 \) and \( t = rs \) holds in \( \text{Sub}(\mathcal{S}_1) \). Then \( s \) right-divides \( t \) in \( \text{Cat}(\mathcal{S}) \), so, as \( t \) belongs to \( \mathcal{S} \) and \( \mathcal{S} \) is solid, \( s \) belongs to \( \mathcal{S} \), hence to \( \text{Sub}(\mathcal{S}_1) \cap \mathcal{S} \), which is \( \mathcal{S}_1 \) by Proposition 3.3. So \( \mathcal{S}_1 \) is closed under right-divisor in \( \text{Sub}(\mathcal{S}_1) \). Hence \( \mathcal{S}_1 \) is a solid Garside family in \( \text{Sub}(\mathcal{S}_1) \). Now, by Proposition 3.3 (presentation, solid case), \( \text{Sub}(\mathcal{S}_1) \) admits the presentation \( (\mathcal{S}_1 | R_1)^\ast \), where \( R_1 \) consists of all relations \( rs = t \) with \( r, s, t \) in \( \mathcal{S}_1 \) that are valid in \( \text{Sub}(\mathcal{S}_1) \), hence...
in $\text{Cat}(S)$; by definition, the latter are the defining relations of $\text{Cat}(S_1)$. So $\text{Cat}(S_1)$ is isomorphic to $\text{Sub}(S_1)$, and (3.10) holds. So (3.11) implies (3.10).

We now construct counter-examples. As for (3.10), we saw in Example 3.4 a sub-germ $S_1$, such that $\text{Cat}(S_1)$ is not isomorphic to $\text{Sub}(S_1)$, but, in this case, $S_1$ is not closed under right-quotient in $S$, and we construct another one.

Let $S$ be the six-element Garside germ associated with the divisors of $\Delta_3$ in the braid monoid $B_3^+$, and let $S_1 = \{1, a, b\}$ with $a = \sigma_1\sigma_2$, and $b = \sigma_2\sigma_1$. Then $S_1$ contains 1, and it is closed under product in $S$: the induced partial product is trivial, that is, the only defined instances are those involving 1. Hence $\text{Mon}(S_1)$ is the free monoid based on $a$ and $b$. On the other hand, in $B_3^+$, the braids $a$ and $b$ satisfy $a^3 = b^3 = (\Delta_3^2)$. The submonoid $\text{Sub}(S_1)$ is cancellative and $\Delta_3^2$ is a right-lcm of $a$ and $b$ in $\text{Sub}(S_1)$. Hence $\text{Sub}(S_1)$ is the torus monoid $(a, b \mid a^3 = b^3)^r$, which is not isomorphic to $\text{Mon}(S_1)$. So, in this example, (3.10) fails.

Next, let $S$ be the Garside germ associated with the divisors of the Garside element $a^4$ in the Klein bottle monoid $K^+$ (Reference Structure 5, page 17)—hence the square of the minimal Garside element $a^2$—and let $S_1 = \{g \in K^+ \mid |g|_a \in \{0, 3\}\}$, where we recall $|g|_a$ is the number of letters $a$ in any expression of $g$ in terms of $a$ and $b$. Then $S_1$ is closed under product in $S$: the products of elements of $S_1$ that lie in $S$ all are of the form $f \cdot g$ with $|f|_a + |g|_a \leq 4$, whence $\{(f|_a, |g|_a) \in \{(0, 0), (0, 3), (3, 0)\}\}$, and these belong to $S_1$. Next, $\text{Sub}(S_1)$ is $\{g \in K^+ \mid |g|_a = 0 \pmod{3}\}$. The computation rules of $K^+$ show that $\text{Sub}(S_1)$ is closed under left- and right-quotient in $K^+$. Moreover, the map $a \mapsto a^3$, $b \mapsto b$ induces an isomorphism from $K^+$ onto $\text{Sub}(K^+)$. As seen in Example IV 2.23, $\{g \in K^+ \mid |g|_a \leq 1\}$ is not a Garside family in $K^+$, hence $S_1$ is not either a Garside family in $\text{Sub}(S_1)$. On the other hand, the defining relation of $\text{Sub}(S_1)$, namely $a^3 = b \cdot a^3 \cdot b$, holds in the germ $S_1$, so $\text{Mon}(S_1)$ is isomorphic to $\text{Sub}(S_1)$. So, in this example, (3.10) holds but (3.11) fails.

Finally, let $S$ be the four-element germ associated with the divisors of $a^2$ in the free monoid based on $\{a\}$, that is, $(N, +)$, and let $S_1 = \{1, a^2\}$. Then $S$ is a solid Garside family in $\text{Mon}(S)$, which identifies with $N$, whereas $\text{Sub}(S_1)$ identifies with $2N$. Next, $S_1$ is closed under right-quotient in $S$, and it is a solid Garside family in $\text{Sub}(S_1)$, so (3.11) holds. However, as observed in Example 2.7 $2N$ is not compatible with $S$: for instance, $a^2|a^2 = S_1$-normal in $\text{Sub}(S_1)$, but is not $S$-normal in $\text{Cat}(S)$, where the $S$-normal decomposition of $a^3$ is $a^3|a$. So, in this example, (3.11) holds but (3.12) fails.

What we shall do now is to show that each property (3.10), (3.11), (3.12) is implied by purely local conditions involving $S_1$ and $S$. We always consider subgerms that are closed under right-quotient in the initial germ.

**Proposition 3.14 (Garside subgerm I).** If $S_1$ is a subgerm of a Garside germ $S$ and $S_1$ is closed under right-quotient in $S$, a sufficient condition for (3.10), that is, for $\text{Sub}(S_1)$ to be isomorphic to $\text{Cat}(S_1)$, is

$$\text{(3.15)} \quad \text{The family } S_1 \text{ is closed under right-comultiple in } S.$$


Proof. Assume (3.15). As $S_1$ is assumed to be closed under right-quotient in $S$, (3.15) implies that $S_1$ is closed under right-diamond in $S$. On the other hand, as $S$ is a Garside germ, $S$ is closed under right-divisor (hence right-quotient) and right-diamond in $\text{Cat}(S)$. By Lemma 3.8 we deduce that $S_1$ is closed under right-diamond in $\text{Cat}(S)$. It then follows from the proof of Proposition IV.1.11 (germ from Garside), the germ $S$ where $s$ is the right-multiple of every element of the form $s_1 \cdots s_p = t_1 \cdots t_q$ holding in $C$ with $s_1, \ldots, s_p, t_1, \ldots, t_q$ in $S_1$ is the consequence of at most $2pq + p + q$ relations of the form $r = st$ with $r, s, t$ in $S_1$. By definition, these relations are defining relations of the category $\text{Cat}(S_1)$, and therefore the latter make a presentation of $\text{Sub}(S_1)$. Hence the functor $i$ of Proposition 3.3 is an isomorphism, and (3.10) is satisfied.

For (3.11), that is, the question whether $S_1$ is a Garside family in $\text{Sub}(S_1)$, which we know implies (3.10), the additional price to pay is small:

**Proposition 3.16 (Garside subgerm II).** If $S_1$ is a subgerm of a Garside germ $S$ and $S_1$ is closed under right-quotient and right-comultiple in $S$, a necessary and sufficient condition for (3.11), that is, for $S_1$ to be a Garside family in $\text{Sub}(S_1)$, is

\[(3.17) \quad \text{For every } s_1 | s_2 \text{ in } S_1^{[2]}, \text{ there exists a } \prec_{S_1}\text{-maximal element in } \delta_S(s_1, s_2) \cap S_1.\]

**Proof.** First, as above, the assumption that $S_1$ is closed under right-quotient and right-comultiple in $S$ implies that it is also closed under inverse and right-diamond in $S$. Hence, by Lemma 3.9, $S_1$ is closed under inverse and right-diamond in $\text{Sub}(S_1)$. As $S_1$ generates $\text{Sub}(S_1)$, Lemma IV.1.18 implies that $S_1$ is closed under right-divisor in $\text{Sub}(S_1)$ and, therefore, $S_1$ is a solid subfamily in $\text{Sub}(S_1)$.

Assume that $S_1$ is a Garside family, hence a solid Garside family, in $\text{Sub}(S_1)$. By Proposition IV.1.11 (germ from Garside), the germ $S_1'$ induced on $S_1$ by the product of $\text{Sub}(S_1)$, is a Garside germ. Now, by Proposition IV.2.24, $\text{Sub}(S_1)$ is isomorphic to $\text{Cat}(S_1)$, where $S_1'$ is the germ induced on $S_1'$ by the product of $\text{Cat}(S_1)$. So $S_1$ and $S_1'$ coincide, and $S_1$ is a Garside germ. By Proposition IV.2.29 (recognizing Garside germ II), for every $s_1 | s_2$ in $S_1^{[2]}$, the family $\delta_S(s_1, s_2)$, which is $\delta_S(s_1, s_2) \cap S_1$ by Lemma 3.6, admits a $\prec_{S_1}$-greatest element. The latter is a fortiori $\prec_{S_1}$-maximal, hence $\prec_{S_1}$-maximal by Lemma 3.6 again. So (3.17) holds.

Conversely, assume (3.17). We saw above that $S_1$ is closed under inverse and right-diamond in $\text{Sub}(S_1)$, of which it is a solid subfamily. Let $g$ belong to $S_1^{[2]}$ in $\text{Sub}(S_1)$, say $g = s_1 s_2$ with $s_1, s_2$ in $S_1$. By assumption, $\delta_S(s_1, s_2)$ has a $\prec_{S_1}$-maximal element, say $t$. By definition, $s_1 t$ is a left-divisor of $g$ that lies in $S_1$ and is $\prec_{S_1}$-maximal: no proper right-multiple of $s_1 t$ may belong to $S_1$ and left-divide $g$. So every element of $S_1^{[2]}$ admits a $\prec_{S_1}$-maximal left-divisor in $\text{Sub}(S_1)$. By Proposition IV.1.24 (recognizing Garside II), $S_1$ is a Garside family in $\text{Sub}(S_1)$.

---

**Corollary 3.18 (Garside subgerm, Noetherian case).** If $S_1$ is a right-Noetherian subgerm of a Garside germ $S$ and $S_1$ is closed under right-quotient and right-comultiple in $S$, then (3.10) and (3.11) hold, that is, $\text{Sub}(S_1)$ is isomorphic to $\text{Cat}(S_1)$ and $S_1$ is a Garside family in $\text{Sub}(S_1)$. 

$\square$
Proof. As $S_1$ is right-Noetherian, every bounded subfamily of $S_1$ admits a $\preceq_{S_1}$-maximal element, so, as $\mathcal{G}_{S_1}(s_1, s_2) \cap S_1$ is bounded by $s_2$, (3.17) is automatically satisfied. □

Corollary 3.13 shows that an example satisfying (3.10) but not (3.11), if any, must be non-Noetherian, thus making the construction in the proof of Lemma 3.13 natural.

Proposition 3.19 (Garside subgerm III). If $S_1$ is a subgerm of a Garside germ $S$ and $S_1$ is closed under right-quotient in $S$, then a necessary and sufficient condition for (3.12) that is, for $Sub(S_1)$ to be compatible with $S$, is

(3.20) For every $s_1|s_2$ in $S_1^{[2]}$, at least one $\preceq_S$-greatest element of $\mathcal{G}_{S_1}(s_1, s_2)$ lies in $S_1$.

In this case, $S_1$ is a Garside family in $Sub(S_1)$, and the latter is isomorphic to $Cat(S_1)$ and closed under right-quotient in $Cat(S)$.

Proof. Assume that $Sub(S_1)$ is compatible with $S$ in $Cat(S)$, that is, (3.12) holds. By Lemma 3.13 so does (3.10), and $S_1$ is a Garside family in $Sub(S_1)$. Let $s_1|s_2$ belong to $S_1^{[2]}$. Then there exists an $S_1$-normal decomposition of $s_1|s_2$ in $Sub(S_1)$, say $t_1|t_2$. By construction, we have $t_1 = s_1 s$ for some $s$ belonging to $\mathcal{G}_{S_1}(s_1, s_2)$. By assumption, $t_1|t_2$ is also $S$-normal in $Cat(S)$. By Lemma VI.2.4 this means that $s$ is a $\preceq_S$-greatest element of $\mathcal{G}_{S_1}(s_1, s_2)$. So (3.20) necessarily holds.

Conversely, assume that (3.20) is satisfied. First, as $S$ is a Garside germ, then, by Proposition VI.2.8 (recognizing Garside germ I), the germ $S$ is left-associative and left-cancellative, hence, by Lemma 3.5 so is $S_1$. Next, for every $s_1|s_2$ in $S_1^{[2]}$, the family $\mathcal{G}_{S_1}(s_1, s_2)$ admits a $\preceq_{S_1}$-greatest element. Then, by assumption, there exists such an element that belongs to $S_1$, then, by Lemma 3.6 it is a $\preceq_{S_1}$-greatest element in $\mathcal{G}_{S_1}(s_1, s_2)$. By Proposition VI.2.28 (recognizing Garside germ II), it follows that $S_1$ is a Garside germ.

Assume that $s_1|s_2$ lies in $S_1^{[2]}$ and is $S_1$-normal in $Cat(S_1)$. Then, by Lemma VI.2.4 which is eligible since $S_1$ is a Garside germ, every element of $\mathcal{G}_{S_1}(s_1, s_2)$ is invertible in $Cat(S_1)$. Owing to (3.20), this implies that every element of $\mathcal{G}_{S_1}(s_1, s_2)$ is invertible in $Cat(S)$: if there existed a non-invertible element in $\mathcal{G}_{S_1}(s_1, s_2)$, a $\preceq_{S_1}$-maximal element of this family would be non-invertible in $Cat(S)$, hence fortiorn in $Cat(S_1)$. Hence, by Lemma VI.2.4 again, $s_1|s_2$ is $S$-normal in $Cat(S)$. Conversely, assume that $s_1|s_2$ lies in $S_1^{[2]}$ and is $S$-normal in $C$. Then, always by Lemma VI.2.4 every element of $\mathcal{G}_{S_1}(s_1, s_2)$ is invertible in $C$. A fortiorn, every element of $\mathcal{G}_{S_1}(s_1, s_2)$, which by Lemma 3.5 is included in $\mathcal{G}_{S_1}(s_1, s_2)$, is invertible in $C$, hence, by the same lemma, in $S_1$. By Lemma VI.2.4, we conclude that $s_1|s_2$ is $S$-normal in $Cat(S_1)$. So it follows that an $S_1$-path is $S_1$-normal if and only if it is $S$-normal.

At this point, we know by Proposition 3.3 that $S_1$ is equal to $S \cap C_1$, and we have proved that (2.5) holds. But we are not yet ready to conclude, as we do not know whether $S_1$ is a Garside family in $Sub(S_1)$—and we did not assume that $S_1$ is closed under right-comultiple in $S$, so Proposition 3.14 does not apply. Now, assume that $f$ and $g$ belong to $Cat(S_1)$ and $\iota(f) = \iota(g)$ holds. As $S_1$ is a solid Garside family in $Cat(S_1)$, the elements $f$ and $g$ admit $S_1$-normal decompositions with entries in $S_1$, say $s_1 \cdots |s_p$ and $t_1 \cdots |t_q$. As seen above, the latter $S_1$-normal $S_1$-paths must be $S$-normal. Now, $s_1 \cdots |s_p$ is an $S$-normal decomposition of $\iota(f)$ in $C$, whereas $t_1 \cdots |t_q$ is an $S$-normal decomposition of $\iota(g)$. As $\iota(f) = \iota(g)$ holds, we deduce that $s_1 \cdots |s_p$ is a $C^\omega$-deformation of
Corollary 3.22

For every $S$, there exists a unique smallest $\approx_S$-closed subgerm of $\mathcal{S}$ including $X$ and satisfying (3.12), that is, the generated subcategory is compatible with the Garside family $S$.
The only point needed for the proof, already mentioned but not established, is the fact that (3.12) requires that \( S_1 \) be closed under right-quotient in \( S \) (Exercise 39).

We conclude this section with a fourth possible property of the subcategory \( \text{Sub}(S_1) \), always in the situation when \( S_1 \) is a subgerm of a (Garside) germ and \( S_1 \) is closed under right-quotient in \( S \), namely

\[
(3.25) \quad \text{The subcategory } \text{Sub}(S_1) \text{ is a head-subcategory of } \text{Cat}(S).
\]

**Definition 3.26 (head in a germ).** For \( S_1 \) included in a germ \( S \) and \( s \) in \( S \), and element \( s_1 \) of \( S_1 \) is called an \( S_1 \)-head of \( s \) in \( S \) if \( t \preceq_S s_1 \) holds for every \( t \) in \( S_1 \) satisfying \( t \preceq_S s \).

As can be expected, we obtain a criterion connecting (3.25) with the existence of a local \( S_1 \)-head for the elements of \( S \).

**Proposition 3.27 (head subgerm).** If \( S_1 \) is a subgerm of a right-associative Garside germ \( S \) that is closed under right-quotient, and \( S_1^\# \) is right-Noetherian or \( S^\# \) is closed under left-divisor, the second domino rule is valid for \( S \) in \( \text{Cat}(S) \) and (3.12) holds, a necessary and sufficient condition for \( \text{Sub}(S_1) \) to be a head-subcategory of \( \text{Cat}(S) \) is

\[
(3.28) \quad \text{Every element of } S \text{ admits an } S_1 \text{-head in } S.
\]

**Proof.** Assume \( \text{Sub}(S_1) \) to be a head-subcategory of \( \text{Cat}(S) \), and let \( s \) be an element of \( S \) with source in \( \text{Obj}(S_1) \). By assumption, \( s \) admits a \( \text{Sub}(S_1) \) -head, say \( s_1 \). By assumption, \( S_1 \) is right-associative, hence \( S \) is closed under left-divisor in \( \text{Cat}(S) \). Hence, \( s_1 \), which left-divides \( s \), must lie in \( S \). So \( s_1 \) lies in \( \text{Sub}(S_1) \cap S \), hence in \( S_1 \) since \( S \) is a subgerm of \( S_1 \). Now assume \( t \in S_1 \) and \( t \preceq_S s \). In \( \text{Cat}(S) \), we have \( t \preceq_S s \), whence \( t \preceq_S s_1 \) since \( s_1 \) is a \( \text{Sub}(S_1) \) -head of \( s \). As \( S_1 \) is closed under right-quotient in \( S \), this implies \( t \preceq_S s_1 \), and \( s_1 \) is an \( S_1 \) -head of \( s \). So (3.28) holds.

Conversely, assume that (3.28) holds. We first show that \( S_1 \) must be closed under right-complement in \( \text{Cat}(S) \). Indeed, by assumption, \( S \) is a solid Garside family in \( \text{Cat}(S) \), hence it is closed under right-diamond in \( \text{Cat}(S) \) by Proposition 1.22 (solid Garside). So, owing to Lemma 3.3 in order to show that \( S_1 \) is closed under right-complement in \( \text{Cat}(S) \), it is sufficient to show that \( S_1 \) is closed under right-complement in \( S \). Now, assume that \( s, t \) lie in \( S_1 \) and \( s \cdot g = t \cdot f \) holds in \( S \). Let \( r \) be an \( S_1 \) -head of \( s \cdot g \) in \( S \), which exists by assumption. Then we have \( s \preceq_S r \) and \( t \preceq_S r \), by definition of a head, so there exist \( s', t' \) in \( S \) satisfying \( s \cdot t' = t \cdot s' = r \). Moreover, as \( s, t \) and \( r \) lie in \( S_1 \) and \( S_1 \) is closed under right-quotient in \( S \), we must have \( t' \in S_1 \) and \( s' \in S_1 \). Then we have \( s \cdot t' \preceq_S r \preceq_S s \cdot g \), whence \( t' \preceq_S g \) and, similarly, \( s' \preceq_S f \) by Lemma 1.1.19 which is valid since, by assumption, \( S_1 \) is left-cancellative. So \( S_1 \) is closed under right-complement in \( \text{Cat}(S) \).

On the other hand, the assumption that \( S_1 \) is closed under right-quotient in \( S \) implies that it is closed under inverse in \( S \), hence in \( \text{Cat}(S) \) by Lemma 3.4. Then, by Lemma 3.9 we deduce that \( \text{Sub}(S_1) \) is closed under right-quotient in \( \text{Cat}(S) \). We are now in position for applying Proposition 1.25 and deduce that \( \text{Sub}(S_1) \) is a head-category whenever one of the assumptions is satisfied. \( \square \)
4 Subcategories associated with functors

We now consider special subcategories of another type, namely subcategories arising in connection with a functor, with the aim of establishing compatibility results with Garside families. Our main claim here is that the notion of a functor correct for right-comultiples (Definition 4.5) is the appropriate extension of the classical notion of an lcm-homomorphism, as defined in [67], which is relevant even when right-lcms need not exist.

The section contains two subsections. In Subsection 4.1 we consider the case of subcategories that consist of the fixed points of some automorphism. Then, in Subsection 4.2, we investigate subcategories that are the images of functors and wonder which conditions involving the functor imply closure or compatibility results for its image; this is where the above alluded notion of correctness appears.

4.1 Subcategories of fixed points

If $M$ is a braid monoid (Reference Structure 2, page 5) or, more generally, an Artin-Tits monoid of spherical type (see Chapter IX) and $\phi$ is an automorphism of $M$, the submonoid $M^{\phi}$ of $M$ made by all fixed points of $\phi$ is an Artin-Tits monoid of spherical type [67]. We may wonder whether a similar result holds for the fixed points of every automorphism $\phi$ in a left-cancellative category $C$. More precisely, we wonder whether the subcategory $C^{\phi}$ of all fixed points of $\phi$ is necessarily compatible with every Garside family of $C$. There exist situations where a positive answer holds, see for instance Exercise 85. However, the following example shows that the answer may also be negative, even when we assume that the considered Garside family is globally invariant under $\phi$.

Example 4.1 (not compatible). Let $M$ be the monoid $\langle a, e \mid e^2 = 1, ae = ea \rangle$, let $S = \{a, ea\}$, and let $\phi$ be defined by $\phi(a) = ea$ and $\phi(e) = e$. Then $M$ is the direct product of $\mathbb{N}$ and the cyclic group $\langle e \mid e^2 = 1 \rangle$. It is cancellative, $S$ is a Garside family of $M$, and $\phi$ is an automorphism of $M$ satisfying $\phi(S) = S$. Now the submonoid $M^{\phi}$ contains 1 and $a^2$, but $M^{\phi} \cap S$ is empty. Hence $M^{\phi}$ is not compatible with $S$.

The problem in Example 4.1 is that the considered Garside family contains distinct $=^\times$-equivalent elements. When we forbid this, the result is as can be expected:

Proposition 4.2 (fixed points). If $S$ is an $=^\times$-transverse Garside family in a left-cancellative category $C$ and $\phi$ is an automorphism of $C$ satisfying $\phi(S) = S$, then the subcategory $C^{\phi}$ is compatible with $S$; in particular, $S \cap C^{\phi}$ is a Garside family in $C^{\phi}$.

Proof. First, $C^{\phi}$ is closed under inverse: indeed, if $\epsilon$ lies in $C^\times(x, y) \cap C^{\phi}$, we must have $\phi(x) = x$, whence $\epsilon \epsilon^{-1} = 1_x = \phi(1_x) = \phi(\epsilon \epsilon^{-1}) = \phi(\epsilon) \phi(\epsilon^{-1}) = \phi(\epsilon^{-1})$, and $\epsilon^{-1} = \phi(\epsilon^{-1})$, that is, $\epsilon^{-1} \in C^{\phi}$.
Next, assume that $s$ belongs to $S^\circ \cap C^o$. If $s$ is invertible, then we saw above that $s$ belongs to $(C^o)^\circ$. Otherwise, there exist $t$ in $S$ and $\epsilon$ in $C^o$ satisfying $s = t\epsilon$. Then we have $t\epsilon = s = \phi(s) = \phi(t)\phi(\epsilon)$, whence $t = \epsilon\phi(t)$. As $S$ is assumed to be $\sim^\circ$-transverse, we deduce $t = \phi(t)$, and $\epsilon = \phi(\epsilon)$. This shows that $s$ lies in $(S \cap C^o)\cap (C^o)^\circ$. It follows that $C^o$ satisfies \eqref{eq:2.11}.

Finally, assume $g \in C^o \setminus C^e$. Let $s_1 \cdots s_p$ be a strict $S$-normal decomposition of $g$. One easily checks that $\phi(s_1) \cdots \phi(s_p)$ is an $S$-normal decomposition of $\phi(g)$, hence of $g$. Moreover, the assumption that $s_1 \cdots s_p$ is strict implies that $s_1, \ldots, s_{p-1}$ lies in $S$, hence so do $\phi(s_1), \ldots, \phi(s_{p-1})$, and that every element $s_i$ is non-invertible, hence so is every element $\phi(s_i)$. So $\phi(s_1) \cdots \phi(s_p)$ is a strict $S$-normal decomposition of $s$. By Corollary \ref{cor:III.1.28} (normal unique), the assumption that $S$ is $\sim^\circ$-transverse implies $\phi(s_i) = s_i$ for $i = 1, \ldots, p$, that is, every entry $s_i$ lies in $C^o$. For $s \in C^o \cap C^e$, the length one path $s$ is an $S$-normal decomposition of $s$ with entries in $C^o$, so, in every case, every element of $C^o$ admits an $S$-normal decomposition with entries in $C^o$. So $C^o$ satisfies \eqref{eq:2.12}. Hence, by Proposition \ref{prop:2.10}, $C^o$ is compatible with $S$.

When there is no nontrivial invertible element, every family is $\sim^\circ$-transverse, so Proposition \ref{prop:4.2} implies

**Corollary 4.3 (fixed points).** If $S$ is a Garside family in a left-cancellative category $C$ containing no nontrivial invertible element and $\phi$ is an automorphism of $C$ satisfying $\phi(S) = S$, the subcategory $C^o$ is compatible with $S$; in particular, $S \cap C^o$ is a Garside family in $C^o$.

Returning to germs, we consider the specific case of germs generated by atoms and describe the atoms in a fixed point subcategory.

**Proposition 4.4 (atoms for fixed points).** If $S$ is a left-Noetherian Garside germ and $\phi$ is an automorphism of $\text{Cat}(S)$, the germ $S^\circ$ is generated by its atoms, which are the right-lcms of $\phi$-orbits of atoms of $S$ that admit a common right-multiple and are not properly left-divisible by another such right-lcm.

**Proof.** Let $A$ consist of the right-lcms of orbits of atoms of $S$ that admit a common right-multiple and are left-divisible by no other such right-lcm. By definition, every element of $A$ lies in $S^\circ$, and it is an atom in this structure.

Now, let $s$ belong to $S^\circ$. We claim that $s$ is left-divisible by some element of $A$. Indeed, by assumption, some atom $t$ of $\text{Cat}(S)$ left-divides $s$. Then, for every $i$, the element $\phi^i(t)$, which is also an atom as $\phi$ is an automorphism, left-divides $s$. Hence $s$ is left-divisible by the right-lcm $r$ of the $\phi$-orbit of $t$, which is either an element of $A$, or a right-multiple of an element of $A$. If $r$ belongs to $A$, we are done. Otherwise, there exists an atom $t'$ such that the right-lcm $r'$ of the $\phi$-orbit of $t'$ is a proper left-divisor of $r$. If $r'$ belongs to $A$, we are done, otherwise we repeat the process. As $S$ is left-Noetherian, the process leads in finitely many steps to an element of $A$. 

4.2 Image subcategories

We now consider subcategories occurring as the image of a functor. A functor necessarily preserves invertibility in the sense that, if $C, C'$ are left-cancellative categories and $\phi$ is a functor from $C$ to $C'$, then the image of an invertible element of $C$ under $\phi$ is an invertible element of $C'$. Similarly, $\phi$ preserves right-multiples: if $g$ is a right-multiple of $f$ in $C$, then $\phi(g)$ is a right-multiple of $\phi(f)$ in $C'$. By contrast, no preservation is guaranteed when inverse images are considered (unless $\phi$ is bijective, hence it is an isomorphism). It turns out that several interesting properties can be established when convenient forms of such reversed preservation are satisfied.

**Definition 4.5 (correct).** Assume that $C, C'$ are left-cancellative categories.

(i) For $S \subseteq C$, a functor $\phi$ from $C$ to $C'$ is said to be **correct for invertibility on $S$** if, when $s$ lies in $S$ and $\phi(s)$ is invertible in $C'$, then $s$ is invertible in $C$ and $s^{-1}$ lies in $S$.

(ii) For $S \subseteq C$, a functor $\phi$ from $C$ to $C'$ is said to be **correct for right-comultiples** (resp. **right-complements**, resp. **right-diamonds**) on $S$ if, when $s, t$ lie to $S$ and $\phi(s)g = \phi(t)f$ holds in $C'$ for some $g, f$, there exists $s', t'$ in $C$ and $h$ in $C'$ satisfying $st' = ts'$, $f = \phi(s')h$, and $g = \phi(t')h$, plus $st' \in S$ (resp. plus $s', t' \in S$, resp. plus $s', t', st' \in S$).

Thus, roughly speaking, a functor $\phi$ is correct for invertibility on $S$ if every invertible element in $\phi(S)$ comes from an invertible element in $S$ (so, in particular, $\phi$ being correct for invertibility on the whole ambient category means that the image of a non-invertible element is non-invertible), and it is correct for right-comultiples on $S$ if every common right-multiple of elements of $\phi(S)$ comes from a common right-multiple in $S$, see Figure 2.

![Figure 2. Correctness for right-comultiples on $S_1$: for $s, t$ in $S_1$, every common right-multiple of $\phi(s)$ and $\phi(t)$ in $C'$ comes from a right-multiple in $C$; correctness with right-complements requires that $s'$ and $t'$ lie in $S_1$, correctness with right-comultiples requires that $st'$ lies in $S_1$, correctness with right-diamonds requires both simultaneously.](image)

Above we introduced three different notions of correctness on $S$ involving common right-multiples. We observe that, provided $S$ satisfies mild closure conditions in $C$, and, in particular, when $S$ is all of $C$, these notions actually coincide.

**Lemma 4.6.** Assume that $C, C'$ are left-cancellative categories and $S$ is included in $C$. 


whenever $S$ belong to $\mathcal{C}$, a functor from $\mathcal{C}$ to $\mathcal{C}'$ that is correct for right-complements on $S$ is correct for right-diamonds on $S$.

(iii) If $S$ is closed under product in $\mathcal{C}$, a functor from $\mathcal{C}$ to $\mathcal{C}'$ that is $\phi$ is correct for right-complements on $S$ is correct for right-diamonds on $S$.

Proof. Point (i) is obvious from the definition. For (ii), the assumption that $s$ and $st'$ belong to $S$ implies that $t'$ belongs to $S$ whenever $S$ is closed under right-quotient in $\mathcal{C}$. Finally, for (iii), the assumption that $s$ and $t'$ belong to $S$ implies that $st'$ belongs to $S$ whenever $S$ is closed under product in $\mathcal{C}$.

As a warm-up exercise, one can observe that correctness properties for an identity-functor just correspond to usual closure properties.

**Lemma 4.7.** If $S$ is any subfamily of a left-cancellative category $\mathcal{C}$, the identity-functor on $\mathcal{C}$ is correct for invertibility (resp. right-comultiples, resp. right-complements, resp. right-diamonds) on $S$ if and only if $S$ is closed under inverse (resp. right-comultiple, resp. right-complement, resp. right-diamond) in $\mathcal{C}$.

More generally, every correctness result implies a closure property for the associated image family. If $\phi$ is a functor defined on a category $\mathcal{C}$ and $S$ is a subfamily of $\mathcal{C}$, we naturally write $\phi(S)$ for $\{\phi(s) \mid s \in S\}$.

**Proposition 4.8 (correct implies closed).** If $\mathcal{C}, \mathcal{C}'$ are left-cancellative categories and $\phi$ is a functor from $\mathcal{C}$ to $\mathcal{C}'$ that is correct for invertibility (resp. right-comultiples, resp. right-complements, resp. right-diamonds) on a subfamily $S$ of $\mathcal{C}$, then $\phi(S)$ is closed under inverse (resp. right-comultiple, resp. right-complement, resp. right-diamond) in $\mathcal{C}'$.

Proof. Assume that $s'$ lies in $\phi(S)$ and $s'$ is invertible in $\mathcal{C}'$. Write $s' = \phi(s)$ with $s$ in $\mathcal{C}$. If $\phi$ is correct for invertibility, $s$ is invertible in $\mathcal{C}$ and $s^{-1}$ lies in $S$, applying $\phi$ gives $s'\phi(s^{-1}) \in \mathcal{L}_{\mathcal{C}'}$, whence $s'^{-1} = \phi(s^{-1}) \in \phi(S)$. So $\phi(S)$ is closed under inverse in $\mathcal{C}'$.

Assume now that $\phi$ is correct for right-comultiples on $\mathcal{S}$. Assume that $s, t$ lie in $\mathcal{S}$ and $h$ is a common right-multiple of $\phi(s)$ and $\phi(t)$. By definition, there exist $s', t'$ in $\mathcal{C}$ satisfying $st' = ts' \in \mathcal{S}$ and such that $h$ is a right-multiple of $\phi(st')$, an element of $\phi(S)$ that is a right-multiple of $\phi(s)$ and $\phi(t)$. So $\phi(S)$ is closed under right-comultiple. The argument is similar for right-complements and right-diamonds.

The implications of Proposition 4.8 are essentially equivalences when the considered functor is injective (see Exercise 93)—so that, in such a case, introducing a specific terminology would be useless. However, the correctness of $\phi$ on $S$ is stronger than the closure of $\phi(S)$ as, in general, there is no reason why an equality $\phi(st') = \phi(ts')$ in $\mathcal{C}'$ should come from an equality $st' = ts'$ in $\mathcal{C}$.

Let us immediately observe that, in the case of a category that admits right-lcms or, at least, right-mcms, correctness corresponds to preservation properties and makes the connection with lcm-homomorphisms (homomorphisms that preserve the right-lcm) explicit.
**Proposition 4.9 (lcm-homomorphism).** If $C, C'$ are left-cancellative categories, $S$ is a subfamily of $C$, and any two elements of $S$ admit a right-lcm that lies in $S$, then a functor $\phi$ from $C$ to $C'$ is correct for right-comultiples on $S$ if and only if, for all $r, s, t$ in $S$,

$$\tag{4.10}$$

If $r$ is a right-lcm of $s$ and $t$, then $\phi(r)$ is a right-lcm of $\phi(s)$ and $\phi(t)$.

**Proof.** Assume that $\phi$ is correct for right-comultiples on $S$, that $s, t$ lie in $S$, and that $r$ is a right-lcm of $s$ and $t$ that lies in $S$. As $\phi$ is a functor, $\phi(r)$ is a common right-multiple of $\phi(s)$ and $\phi(t)$. Assume that $h$ is a common right-multiple of $\phi(s)$ and $\phi(t)$. As $\phi$ is correct for right-comultiples on $S$, there exist $s', t'$ in $C$ satisfying $st' = ts' \in S$ and $\phi(st') \leq h$. As $st'$ is a common right-multiple of $s$ and $t$, we must have $r \leq st'$ in $C$, whence $\phi(r) \leq \phi(st') \leq h$ in $C'$. So $\phi(r)$ is a right-lcm of $\phi(s)$ and $\phi(t)$ in $C'$. Hence (4.10) is satisfied.

Conversely, assume that (4.10) holds for all $r, s, t$ in $S$. Assume that $s, t$ lie in $S$ and $h$ is a common right-multiple of $\phi(s)$ and $\phi(t)$. Let $r$ be a right-lcm of $s$ and $t$ that lies in $S$. Then $\phi(r)$ is a right-lcm of $\phi(s)$ and $\phi(t)$, so $\phi(r) \leq h$ holds. This shows that $\phi$ is correct for right-comultiples on $S$. \hfill $\square$

If we only assume that the source category $C$ admits conditional right-lcms, then the direct implication in Proposition 4.9 remains valid, that is, correctness implies (4.10), but the converse implication is not guaranteed, since it may happen that $\phi(s)$ and $\phi(t)$ admit a common right-multiple whereas $s$ and $t$ do not, and correctness for right-comultiples is a proper extension of lcm preservation. We refer to Exercise 92 for a formulation similar to that of Proposition 4.9 in the case when mcms exist.

On the other hand, if we specialize more and consider categories that admit unique right-lcms, a criterion similar to Proposition 4.9 characterizes correctness for right-complements. We recall that, in such a context, $f \setminus g$ denotes the (unique) element such that $f(f \setminus g)$ is the right-lcm of $f$ and $g$.

**Proposition 4.11 (complement-homomorphism).** (i) If $C, C'$ are left-cancellative categories that admit unique right-lcms and $S$ is a subfamily of $C$ that is closed under $\setminus$, then a functor $\phi$ from $C$ to $C'$ is correct for right-complements on $S$ if and only if, for all $s, t$ in $S$ with the same source, we have

$$\tag{4.12}$$

$$\phi(s) \setminus \phi(t) = \phi(s \setminus t).$$

(ii) If $A$ is a subfamily of $S$ that generates $S$, then (4.12) holds for all $s, t$ in $S$ if and only if it holds for all $s, t$ in $A$.

**Proof.** (i) Assume that $\phi$ is correct for right-complements on $S$. Let $s, t$ lie in $S$ and share the same source. We have $s(s \setminus t) = t(t \setminus s)$ in $C$, whence $\phi(s)(\phi(s) \setminus \phi(t)) = \phi(t)(\phi(t) \setminus \phi(s))$ in $C'$. By definition of the operation $\setminus$ in $C'$, this implies $\phi(s) \setminus \phi(t) \leq \phi(s \setminus t)$. On the other hand, as we have $\phi(s)(\phi(s) \setminus \phi(t)) = \phi(t)(\phi(t) \setminus \phi(s))$ in $C'$, and, as $\phi$ is correct for right-complements on $S$, there must exist $\hat{s}, \hat{t}$ in $S$ and $\hat{h}$ in $C'$ satisfying $st = \hat{s}t$ in $C$ and $\phi(t) \setminus \phi(s) = \phi(\hat{s})h'$, and $\phi(s) \setminus \phi(t) = \phi(\hat{t})h'$ in $C'$. The first equality implies $s \setminus t = \hat{t}$, and $\hat{s} \setminus s = s$, and we deduce $\phi(s \setminus t) \leq \phi(s \setminus t)$, whence $\phi(s \setminus t) = \phi(s \setminus t)$ since $C'$ has no nontrivial invertible element. So (4.12) holds for all $s, t$ in $S$, hence a fortiori in a subfamily of $S$. 


Conversely, assume first that (4.12) holds for all \( s, t \) in \( S \) and, in \( C' \), we have \( \phi(s)g = \phi(t)f \) with \( s, t \) in \( S \). By definition of \( \setminus \) in \( C' \), we must have \( f = (\phi(t) \setminus \phi(s))h' \) and \( g = (\phi(s) \setminus \phi(t))h' \) for some \( h' \) in \( C' \). Then we have \( \phi(s) \setminus \phi(t) = \phi(s) \setminus \phi(t) = \phi(t \setminus s) \), so \( s \setminus t \) and \( t \setminus s \), which belong to \( S \) by assumption, witness for the expected instance of correctness. Hence \( \phi \) is correct for right-complements on \( S \).

(ii) If (4.12) holds for all \( s, t \) in a subfamily \( A \) of \( S \) that generates it, it follows from the formulas of Corollary II.2.13 (iterated complement) and from the assumption that \( \phi \) is a functor, hence preserves products, that (4.12) holds for all finite products of elements of \( A \), hence for all elements of \( S \).

What we do now is to show how correctness can be used to establish nontrivial properties, typically injectivity (Corollary 4.17).

The technical interest of introducing several notions of correctness is that, whereas correctness for right-comultiples is more useful in applications, it does not easily extends from a family to the subcategory generated by that family, but its variants do:

**Lemma 4.13.** If \( C, C' \) are left-cancellative categories and \( S \) is a generating family in \( C \), then every functor from \( C \) to \( C' \) that is correct for invertibility (resp. right-complements, resp. right-diamonds) on \( S \) is correct for invertibility (resp. right-complements, resp. right-diamonds) on \( C \).

**Proof.** Assume that \( g \) lies in \( C \) and \( \phi(g) \) is invertible in \( C' \). Write \( g = s_1 \cdots s_p \) with \( s_1, \ldots, s_p \) in \( S \). Then we have \( \phi(g) = \phi(s_1) \cdots \phi(s_p) \), and the assumption that \( \phi(g) \) is invertible implies that \( \phi(s_1), \ldots, \phi(s_p) \) are invertible as well. As \( \phi \) is correct for invertibility on \( S \), the element \( s_i \) is invertible in \( C \) for each \( i \). Hence so is \( g \).

For right-complements and right-diamonds, the scheme is similar to that used in Chapter IV for Proposition IV.1.15 (grid) and consists in applying the assumption repeatedly to construct a rectangular grid with edges (and diagonals in the case of diamond) that lie in \( \phi(S) \) in order to factorize the initial equality, here of the form \( \phi(s_1) \cdots s_p)g = \phi(t_1 \cdots t_q)f \) with \( s_1, \ldots, t_q \) in \( S \). We skip details (In the case of unique lcms, the construction reduces to the equalities for an iterated complement used at the end of the proof of Proposition 4.1).

Thus, in order to establish correctness for invertibility and right-complements on the whole source category of a functor, it is enough to establish it on a generating family of that category. Merging the results, we obtain simple criteria for establishing properties of an image-subcategory.

**Proposition 4.14 (closure of the image).** If \( C, C' \) are left-cancellative categories and \( \phi \) is a functor from \( C \) to \( C' \) that is correct for invertibility and right-complements on a generating subfamily of \( C \), then \( \phi(C) \) is closed under right-quotient and right-diamond in \( C' \).

**Proof.** By Lemma 4.13, \( \phi \) is correct for invertibility and right-complements on \( C \). By Lemma 4.6 as \( C \) is closed under product in itself, \( \phi \) is correct for right-diamonds on \( C \). Then Proposition 4.13 implies that \( \phi(C) \) is closed under inverse and right-diamond in \( C' \). By Lemma 4.8 this implies in turn that \( \phi(C) \) is closed under right-quotient in \( C' \).
More importantly, it is easy to establish preservation properties of the functor.

**Proposition 4.15 (correct vs. divisibility).** If $C, C'$ are left-cancellative categories and $\phi$ is a functor from $C$ to $C'$ that is correct for invertibility and right-complements on a generating subfamily of $C$, then, for all $f, g$ in $C$, we have

\[(4.16) \quad f \leq g \iff \phi(f) \leq \phi(g) \quad \text{and} \quad f =^* g \iff \phi(f) =^* \phi(g).\]

**Proof.** First, by Lemma 4.13, $\phi$ is correct for invertibility and right-complements on $C$. As $\phi$ is a functor, $g = fg'$ implies $\phi(g) = \phi(f)\phi(g')$, so $f \leq g$ implies $\phi(f) \leq \phi(g)$.

Conversely, assume that $\phi(f) \leq \phi(g)$ holds in $C'$, say $\phi(f)g = \phi(g)$. As $\phi$ is correct for right-complements on $C$, there exist $f', g'$ in $C$ and $h'$ in $C'$ satisfying $g'g = g'f'$.

The result for $=^*$ follows as $f =^* g$ is equivalent to the conjunction of $f \leq g$ and $g \leq f$ in a left-cancellative context.

In particular, we obtain a simple injectivity criterion:

**Corollary 4.17 (correct vs. injectivity).** If $C, C'$ are left-cancellative categories and $\phi$ is a functor from $C$ to $C'$ that is correct for invertibility and right-complements on a generating subfamily of $C$, then $\phi$ is injective on $C$ if and only if it is injective on $C'$.

**Proof.** Assume that $\phi$ is injective on $C$ and $\phi(f) = \phi(g)$ holds with $f \in C(\cdot, x)$. Proposition 4.13 implies $f =^* g$, that is, $f \epsilon = g$ for some $\epsilon$ in $C'(x, \cdot)$. Applying $\phi$, we deduce $\phi(f)\phi(\epsilon) = \phi(g) = \phi(f)\phi(1_x)$; whence $\phi(\epsilon) = \phi(1_x)$, and $\epsilon = 1_x$ under the specific assumption on $\phi$.

Specializing more and merging with Proposition 4.11 we obtain

**Corollary 4.18 (complement vs. injectivity).** If $C, C'$ are left-cancellative categories admitting unique right-lcms and $\phi$ is a functor from $C$ to $C'$ that preserves \ on a generating subfamily $A$ of $C$, then $\phi$ is injective on $C$ if and only if $\phi(s) \in 1_{C'}$ holds for no $s$ in $A \setminus 1_C$. 

Proof. If \( s \) lies in \( A(x, \cdot) \setminus 1_c \), then \( \phi(s) \in 1_{c'} \) requires \( \phi(s) = \phi(1_x) \) and contradicts the injectivity of \( \phi \).

Conversely, if \( \phi(s) \in 1_{c'} \) holds for no \( s \) in \( A \setminus 1_c \), then \( \phi(g) \in 1_{c'} \) holds for no \( g \) in \( C \setminus 1_c \) since \( A \setminus 1_c \) generates \( C \). Therefore \( \phi \) is correct for invertibility. By Proposition 4.11 \( \phi \) is correct for right-complements on \( C \) since it preserves the operation \( \cdot \). Then, as every family \( C^e(x, \cdot) \) is a singleton, Corollary 4.17 implies that \( \phi \) is injective.

In Proposition 4.15 and Corollary 4.17 we assume a functor \( \phi \) satisfying correctness assumptions to be given. Before describing a concrete example, let us observe that, at least in the case of unique right-lcms, constructing functors of this kind is easy.

**Proposition 4.19 (complement preserving functor).** If \( C, C' \) are left-cancellative categories admitting unique right-lcms and \( C \) is Noetherian with atom family \( A \), then every map \( \phi : A \to C' \) satisfying, for all \( a, b \in A \) and \( c_1, \ldots, c_p \) an \( A \)-decomposition of \( a \setminus b \),

\[
(4.20) \quad \phi(a) \setminus \phi(b) = \phi(c_1) \cdots \phi(c_p)
\]

induces a \( \setminus \)-preserving functor from \( C \) to \( C' \). The latter is injective whenever \( \phi(a) \in 1_{c'} \) holds for no \( a \in A \).

**Proof.** By Proposition IV.3.21 (right-lcm witness), the category \( C \) admits a presentation by all relations of the form \( a\theta(a, b) = b\theta(b, a) \) with \( a, b \in A \) and \( \theta \) a right-lcm witness on \( A \), that is, a map from \( A \times A \) to the free category \( A^* \) choosing an \( A \)-decomposition of \( a \setminus b \) for all \( a, b \in A \). If (4.20) is satisfied, then the canonical extension \( \phi^* \) of \( \phi \) to \( A^* \) induces a well-defined functor on \( C \) since, by assumption, we have

\[
\phi^*(a\theta(a, b)) = \phi(a)\phi^*(\theta(a, b)) = \phi(a)(\phi(a) \setminus \phi(b)) = \phi(b)(\phi(b) \setminus \phi(a)) = \phi(b)\phi^*(\theta(b, a)) = \phi^*(b\theta(b, a)).
\]

Still denoted by \( \phi \), the induced functor preserves the operation \( \setminus \) on \( A \), hence on \( C \) owing to the laws for an iterated complement. Then Corollary 4.18 applies, and it says that \( \phi \) is injective if and only if no atom has a trivial image.

**Example 4.21 (Artin–Tits monoids).** Consider the \( 2n \)-strand braid monoid \( B_{2n}^+ \) (Reference Structure 2 page 5), let \( B^+ \) be the Artin–Tits monoid of type \( B_n \), that is, the monoid generated by \( \sigma_0, \ldots, \sigma_n \) where the elements \( \sigma_i \) with \( i > 0 \) satisfy the usual braid relations and \( \sigma_0 \) satisfies \( \sigma_0\sigma_1\sigma_0 = \sigma_1\sigma_0\sigma_1 \) and commutes with \( \sigma_2, \ldots, \sigma_n \) (see Chapter IX).

Let \( \phi \) be the mapping from \( \{\sigma_0, \ldots, \sigma_n\} \) into \( \{\sigma_1, \ldots, \sigma_{2n-1}\} \) defined by \( \phi(\sigma_0) = \sigma_n \) and \( \phi(\sigma_i) = \sigma_{n-i}\sigma_{n+i} \) for \( i \geq 1 \). We claim that (4.20) is satisfied, as shows an amusing verification: the only nontrivial case is the pair \( (\sigma_0, \sigma_1) \), which is illustrated in the reversing diagram on the right, on which we read the values of \( \phi(\sigma_0) \setminus \phi(\sigma_1) \) and \( \phi(\sigma_1) \setminus \phi(\sigma_0) \).

Then Proposition 4.19 says that \( \phi \) induces a well-defined homomorphism from \( B^+ \) to \( B_{2n}^+ \). Moreover, as \( \phi(\sigma_i) \) is trivial for no \( i \), this homomorphism is an embedding: the Artin–Tits monoid of type \( B_n \) embeds in the Artin–Tits monoid of type \( A_{2n-1} \).
We refer to Exercise 94 for other similar embeddings.
We conclude with the observation that, in the case of (left-) Ore categories, the injectivity result of Corollary 4.17 extends to the groupoids of fractions.

**Proposition 4.22** (correct vs. groupoid). If \( C, C' \) are left-Ore categories and \( \phi \) is a functor from \( C \) to \( C' \) that is correct for invertibility and right-complements on a generating family of \( C \) and injective on \( C^a \), then \( \phi \) extends into an injective functor \( \phi^\pm \) from \( \mathcal{Env}(C) \) to \( \mathcal{Env}(C') \), and we have then \( \phi(C) = \phi^\pm(\mathcal{Env}(C)) \cap C' \).

**Proof.** By Lemma 3.13 there is a unique way to extend \( \phi \) into a functor \( \phi^\pm \) from \( \mathcal{Env}(C) \) to \( \mathcal{Env}(C') \), namely putting \( \phi^\pm(f^{-1}g) = \phi(f)^{-1}\phi(g) \) for \( f, g \in C \). Now assume that \( \phi^\pm(f^{-1}g) \) is an identity-element. By definition, we deduce \( \phi(f) = \phi(g) \) in \( C \), whence \( f = g \) by Corollary 4.17. Hence \( \phi^\pm \) is injective on \( \mathcal{Env}(C) \).

Next, as \( C \) is included in \( \mathcal{Env}(C) \), we have \( \phi(C) \subseteq \phi^\pm(\mathcal{Env}(C)) \cap C' \). Conversely, assume \( \phi^\pm(f^{-1}g) = h \in C' \) with \( f, g \in C \). By definition, we have \( \phi(f)^{-1}\phi(g) = h \), whence \( \phi(g) = \phi(f)h \). By Corollary 4.17 again, \( \phi(C) \) is closed under right-quotient in \( C' \), so \( h \) must belong to \( \phi(C) \), that is, we have \( h = \phi(h_1) \) for some \( h_1 \in C \). Then we have \( \phi^\pm(f^{-1}g) = \phi^\pm(h_1) \), whence \( f^{-1}g = h_1 \) since \( \phi \) is injective. Hence \( \phi^\pm(\mathcal{Env}(C)) \cap C' \) is included in \( \phi(C) \).

Proposition 4.22 typically applies to the embedding of Artin–Tits monoids described in Example 4.21 (and its analogs of Exercise 94).

**Exercises**

**Exercise 72** (\( =^a \)-closed subcategory). (i) Show that a subcategory \( C_1 \) of a left-cancellative category \( C \) is \( =^a \)-closed if and only if, for each \( x \in \text{Obj}(C) \), the families \( C_1^a(x, \cdot) \) and \( C_1^a(\cdot, x) \) are included in \( C_1 \). (ii) Deduce that \( \mathcal{C}_1 \) is \( =^\lambda \)-closed if and only if \( \mathcal{C}_1^a \) is a union of connected components of \( C^a \).

**Exercise 73** (greedy paths). Assume that \( C \) is a cancellative category, \( S \) is included in \( C \), and \( C_1 \) is a subcategory of \( C \) that is closed under left-quotient. Put \( S_1 = S \cap C_1 \). Show that every \( C_1 \)-path that is \( S \)-greedy in \( C \) is \( S_1 \)-greedy in \( C_1 \).

**Exercise 74** (compatibility with \( C \)). Assume that \( C \) is a left-cancellative category. Show that every subcategory of \( C \) that is closed under inverse is compatible with \( C \) viewed as a Garside family in itself.

**Exercise 75** (not compatible). Let \( M \) be the free Abelian monoid generated by \( a \) and \( b \). and let \( N \) be the submonoid generated by \( a \) and \( ab \). (i) Show that \( N \) is not closed under right-quotient in \( M \). (ii) Let \( S = \{1, a, b, ab\} \). Show that \( N \) is not compatible with \( S \). (iii) Let \( S' = \{a^p b^i | p \geq 0, i \in \{0, 1\}\} \). Show that \( N \) is not compatible with \( S' \).
Exercise 76 (not closed under right-quotient). (i) Show that every submonoid \( m \mathbb{N} \) of the additive monoid \( \mathbb{N} \) is closed under right-quotient, but that \( 2 \mathbb{N} + 3 \mathbb{N} \) of \( \mathbb{N} \) is not. (ii) Let \( M \) be the monoid \( \mathbb{N} \times (\mathbb{Z}/2\mathbb{Z})^2 \), where the generator \( a \) of \( \mathbb{N} \) acts on the generators \( e, f \) of \((\mathbb{Z}/2\mathbb{Z})^2 \) by \( ae = fa \) and \( af = ef \), and let \( N \) be the submonoid of \( M \) generated by \( a \) and \( e \). Show that \( M \) is left-cancellative, and its elements admit a unique expression of the form \( a^p e^q f^r \) with \( p \geq 0 \) and \( i, j \in \{0, 1\} \), and that \( N \) is \( M \setminus \{f, ef\} \). (iii) Show that \( N \) is not closed under right-quotient in \( M \). (iv) Let \( S = \{a\} \). Show that \( S \) is a Garside family in \( M \) and determine \( S^2 \). Show that \( N \) is compatible with \( S \). [Hint: Show that \( S \cap N \), which is \( S \), is not a Garside family in \( N \).] (v) Shows that \( S^2 \cap N \) is a Garside family in \( N \) and \( N \) is compatible with \( S^2 \).

Exercise 77 (not closed under divisor). Let \( M = \langle a, b | ab = ba, a^2 = b^3 \rangle \), and let \( N \) be the submonoid of \( M \) generated by \( a^2 \) and \( ab \). Show that \( N \) is compatible with every Garside family \( S \) of \( M \), but that \( M \) is not closed under left- and right-divisor.

Exercise 78 (head implies closed). Assume that \( C \) is a left-cancellative category, \( S \) is a subfamily of \( C \) that is closed under right-comultiple in \( C \), and \( C_1 \) is a subcategory of \( C \). Put \( S_1 = S \cap C_1 \). (i) Show that, if every element of \( S \) admits a \( C_1 \)-head that lies in \( S_1 \), then \( S_1 \) is closed under right-comultiple in \( C \). (ii) Show that, if, moreover, \( S_1 \) is closed under right-quotient in \( C \), then \( S_1 \) is closed under right-diamond in \( C \).

Exercise 79 (head on generating family). Assume that \( C \) is a left-cancellative category that is right-Noetherian, \( C_1 \) is a subcategory of \( C \) that is closed under inverse, and \( S \) is a subfamily of \( C \) such that every element of \( S \) admits a \( C_1 \)-head that lies in \( S \). Assume moreover that \( S \) is closed under right-comultiple and that \( S \cap C_1 \) generates \( C_1 \) and is closed under right-quotient in \( C \). Show that \( C_1 \) is a head-subcategory of \( C \). [Hint: Apply Exercise 78.]

Exercise 80 (transitivity of compatibility). Assume that \( S \) is a Garside family in a left-cancellative category \( C \). \( C_1 \) is a subcategory of \( C \) that is compatible with \( S \), and \( C_2 \) is a subcategory of \( C_1 \) that is compatible with \( S_1 = S \cap C_1 \). Show that \( C_2 \) is compatible with \( S \).

Exercise 81 (transitivity of head-subcategory). Assume that \( C \) is a left-cancellative category, \( C_1 \) is a head-subcategory of \( C \), and \( C_2 \) is a subcategory of \( C_1 \). Show that \( C_2 \) is a head-subcategory of \( C \) if and only if it is a head-subcategory of \( C_1 \).

Exercise 82 (recognizing compatible IV). Assume that \( S \) is a Garside family in a left-cancellative category \( C \) and \( C_1 \) is a subcategory of \( C \) that is closed under right-quotient in \( C \). Show that \( C_1 \) is compatible with \( S \) if and only if, putting \( S_1 = S \cap C_1 \), (i) the family \( S_1 \) is a Garside family in \( C_1 \), and (ii) a \( C_1 \)-path is strictly \( S_1 \)-normal in \( C_1 \) if and only if it is strictly \( S \)-normal in \( C \).

Exercise 83 (inverse image). Assume that \( C, C' \) are left-cancellative categories, \( \phi \) is a functor from \( C \) to \( C' \), and \( C'_1 \) is a subcategory of \( C' \) that is closed under left- and right-divisor. Show that the subcategory \( \phi^{-1} C'_1 \) is compatible with every Garside family of \( C \). (ii) Let \( B^+ \) be the Artin–Tits monoid of type \( B \) as defined in Example 4.21. Show that the map \( \phi \) defined by \( \phi(\sigma_0) = 1 \) and \( \phi(\sigma_i) = 0 \) for \( i \geq 1 \) extends into a homomorphism...
of $B^+$ to $\mathbb{N}$, and that the submonoid $N = \{ g \in M \mid \phi(g) = 0 \}$ of $B^+$ is compatible with every Garside family of $B^+$.

**Exercise 84 (intersection).** Assume that $\mathcal{S}$ is a Garside family in a left-cancellative category $\mathcal{C}$. (i) Let $\mathcal{F}$ be the family of all subcategories of $\mathcal{C}$ that are closed under right-quotient, compatible with $\mathcal{S}$, and $=\sim$-closed. Show that every intersection of elements of $\mathcal{F}$ belongs to $\mathcal{F}$. (ii) Same question when $"=\sim"$-closed" is replaced with "including $C$". (iii) Idem when $C$ contains no nontrivial invertible element and "$=\sim"$-closed" is skipped.

**Exercise 85 (fixed points).** Assume that $\mathcal{C}$ is a left-cancellative category and $\phi : \mathcal{C} \to \mathcal{C}$ is a functor. Show that the fixed point subcategory $\mathcal{C}^\phi$ is compatible with $\mathcal{C}$ viewed as a Garside family in itself.

**Exercise 86 (connection between closure properties).** Assume that $\mathcal{S}$ is a subfamily in a left-cancellative category $\mathcal{C}$ and $\mathcal{S}_1$ is a subfamily of $\mathcal{S}$. (i) Show that, if $\mathcal{S}_1$ is closed under product, inverse, and right-complement in $\mathcal{S}$, then $\mathcal{S}_1$ is closed under right-quotient in $\mathcal{S}$. (ii) Assume that $\mathcal{S}_1$ is closed under product and right-complement in $\mathcal{S}$. Show that, if $\mathcal{S}$ is closed under left-divisor in $\mathcal{C}$, then $\mathcal{S}_1$ is closed under right-comultiple in $\mathcal{S}$. Show that, if $\mathcal{S}$ is closed under right-diamond in $\mathcal{C}$, then $\text{Sub}(\mathcal{S}_1)$ is closed under right-comultiple in $\mathcal{S}$. (iii) Show that, if $\mathcal{S}_1$ is closed under identity and product in $\mathcal{S}$, then $\mathcal{S}_1$ is closed under inverse and right-diamond in $\mathcal{S}$ if and only if $\mathcal{S}_1$ is closed under right-quotient and right-comultiple in $\mathcal{S}$.

**Exercise 87 (subgerm).** Assume that $\mathcal{S}$ is a left-cancellative germ and $\mathcal{S}_1$ is a subgerm of $\mathcal{S}$ such that the relation $\leq_{\mathcal{S}_1}$ is the restriction to $\mathcal{S}_1$ of the relation $\leq_{\mathcal{S}}$. Show that $\mathcal{S}_1$ is closed under right-quotient in $\mathcal{S}$.

**Exercise 88 (transitivity of closure).** Assume that $\mathcal{S}_1$ is a subgerm of a Garside germ $\mathcal{S}$, the subcategory $\text{Sub}(\mathcal{S}_1)$ is closed under right-quotient and right-diamond in $\text{Cat}(\mathcal{S})$, and $\mathcal{S}_1$ is closed under inverse and right-complement in $\text{Sub}(\mathcal{S}_1)$. Show that $\mathcal{S}_1$ is closed under inverse and right-complement in $\text{Sub}(\mathcal{S}_1)$.

**Exercise 89 (transfer of closure).** Assume that $\mathcal{C}$ is a left-cancellative category, $\mathcal{S}$ is a subfamily of $\mathcal{C}$, and $\mathcal{S}_1$ is a subfamily of $\mathcal{S}$ that is closed under identity and product. (i) Show that, if $\text{Sub}(\mathcal{S}_1)$ is closed under right-quotient in $\mathcal{C}$, then $\mathcal{S}_1$ is closed under right-quotient in $\mathcal{S}$. (ii) Show that, if, moreover, $\mathcal{S}$ is closed under right-quotient in $\mathcal{C}$, then $\mathcal{S}_1$ is closed under right-quotient in $\text{Sub}(\mathcal{S}_1)$.

**Exercise 90 (braid subgerm).** Let $\mathcal{S}$ be the six-element Garside germ associated with the divisors of $\Delta_3$ in the braid monoid $B_3^\times$. (i) Describe the subgerm $\mathcal{S}_1$ of $\mathcal{S}$ generated by $\sigma_1$ and $\sigma_2$. Compare $\text{Men}(\mathcal{S}_1)$ and $\text{Sub}(\mathcal{S}_1)$ (describe them explicitly). (ii) Same questions with $\sigma_1$ and $\sigma_2\sigma_1$. Is $\mathcal{S}_1$ closed under right-quotient in $\mathcal{S}$ in this case?

**Exercise 91 ($=\sim$-closed).** Show that, if $\mathcal{S}_1$ is a subgerm of an associative germ $\mathcal{S}$, then $\text{Sub}(\mathcal{S}_1)$ is $=\sim$-closed in $\text{Cat}(\mathcal{S})$ if and only if $\mathcal{S}_1$ is $=\sim$-closed in $\mathcal{S}$.

**Exercise 92 (correct vs. mcms).** Assume that $\mathcal{C}$ and $\mathcal{C}'$ are left-cancellative categories and $\mathcal{S}$ is included in $\mathcal{C}$. Assume moreover that $\mathcal{C}$ and $\mathcal{C}'$ admit right-mcms and $\mathcal{S}$ is closed under right-mcm. Show that a functor $\phi$ from $\mathcal{C}$ to $\mathcal{C}'$ is correct for right-comultiples on $\mathcal{S}$ if and only if, for all $s, t$ in $\mathcal{S}$, every right-mcm of $\phi(s)$ and $\phi(t)$ is $=\sim$-equivalent to the image under $\phi$ of a right-mcm of $s$ and $t$. 
Exercise 93 (correct vs. closed). Assume that $C, C'$ are left-cancellative categories, $S$ is included in $C$, and $\phi$ is a functor from $C$ to $C'$ that is injective on $S$. (i) Show that $\phi$ is correct for right-complements (resp. right-diamonds) on $S$ if and only if $\phi(S)$ is closed under right-complement (resp. right-diamond) in $C'$. (ii) Assuming in addition that $S$ is closed under right-quotient in $C$, show a similar result for right-comultiples.

Exercise 94 (embeddings of Artin–Tits monoids). (i) Show that the mapping $\phi$ defined by $\phi(\sigma_0) = \sigma_1^2$ and $\phi(\sigma_i) = \sigma_{i+1}$ for $i \geq 1$ induces an embedding of the Artin–Tits monoid of type $B_n$ (see Example 4.21) in the Artin–Tits monoid of type $A_{n+1}$. (ii) Same question for $\phi : \sigma_1 \mapsto \sigma_1 \sigma_3 \cdots \sigma_{2\lfloor n/2 \rfloor + 1}$ and $\sigma_2 \mapsto \sigma_2 \sigma_4 \cdots \sigma_{2\lfloor (n-1)/2 \rfloor}$ defining an embedding of the Artin–Tits of type $I_2(n)$ into the Artin–Tits monoid of type $A_{n-1}$.

Notes

Sources and comments. Most of the notions and results in this chapter have never appeared in print, at least in the current form, but they are pretty natural extensions of existing results involving submonoids of Garside monoids, in the vein of the results of Crisp [67] and Godelle [133, 137, 138]. The main interest of the current extension is probably to show that the context of Garside families and Garside germs is well suited and makes most arguments easy and natural. In particular, the notions of an $=^C$-closed subcategory and an $=^C_S$-closed subgerm provide a good solution for avoiding all problems arising from the possible existence of nontrivial invertible elements. Similarly, the notion of a head-category captures the main consequences of Noetherianity in earlier approaches and enables one to skip any such assumption.

The results of Section 2 show that Garside families behaves nicely with respect to subcategories in that weak assumptions are sufficient to guarantee a full compatibility between the associated normal decompositions.

Similarly, the results of Section 3 about subgerms of a Garside germ, which seem to be new, are rather satisfactory in that, in most cases, we obtain either a simple local criterion ensuring that some property or some implication is true, or a counter-example.

About Proposition 4.2 (fixed points), we should note that the fact that the fixed points under an automorphism in an Artin monoid is still an Artin monoid appears for the first time in [182, Corollary 4.4].

Finally, the correct functors of Section 4 are a mild extension of the lcm-homomorphisms considered by J. Crisp in [67] and E. Godelle in [136], but they enable one to skip any Noetherianity assumption and to cope with the possible existence of nontrivial invertible elements. The emphasis put on what we call correctness for right-complements and preservation of the operation \ and the injectivity criteria of Subsection 4.2 are directly reminiscent of the results of [78].

Further questions. A few natural questions directly inspired by the results of the chapter remain open.
Question 21. Does the result of Propositions 1.25 and 3.27 still hold when neither right-Noetherianity nor the validity of the second domino rule is assumed?

The question remains open, the problem being the eventual stabilization of the sequence $(\theta_i(g))_{i\geq 1}$ involved in the proof of Proposition 1.25. Let us observe that, in the case of the left-absorbing monoid $L_n$ with $n \geq 2$ (Reference Structure 8, page 111) and of the submonoid generated by $a$, the sequence does not stabilize after $\|g\|_S$ steps: for instance, for $n = 2$ and $g = \Delta_2^3$ (of length 2), we find $g = a^4 b^2$ and the sequence $(\theta_i(g))_{i\geq 1}$, here $a, a^2, a^3, a^4, ...$ stabilizes after 4 steps only. However, as the monoid $L_n$ is Noetherian, we know that the sequence $(\theta_i(g))_{i\geq 1}$ must stabilize for every $g$, and cannot expect more from this example.

Similarly, it is questionable whether some form of Noetherianity is needed to ensure the results about the intersection of head-subcategories or parabolic subcategories:

Question 22. Are the results of Propositions 1.28 and 1.35 and of Corollaries 1.29 and 1.36 still valid when the ambient category $C$ is not left-Noetherian?

About subgerms, we established in Subsection 3.3 sufficient conditions, in particular for the satisfaction of (3.10), that is, for the subcategory generated by a subgerm to be isomorphic to the category of the subgerm.

Question 23. Is there a converse to Proposition 3.14, that is, if $S_1$ is a subgerm of a Garside germ $S$ and $\text{Cat}(S_1)$ and $\text{Sub}(S_1)$ are isomorphic (and $S_1$ is closed under right-quotient in $S$), must $S_1$ must be closed under right-comultiple in $S$?

Always if $S_1$ is a subgerm of a (Garside) germ $S$ by Lemma 3.9, the assumption that $S_1$ is closed under inverse and right-complement in $S$ implies that $\text{Sub}(S_1)$ is closed under right-quotient in $S$ and, therefore, by the result of Exercise 89, $S_1$ must be closed under right-quotient in $S$. We do not know about a possible converse:

Question 24. If $S_1$ is a subgerm of a Garside germ $S$ and $S_1$ is closed under right-quotient in $S$, is the subcategory $\text{Sub}(S_1)$ necessarily closed under right-quotient in $\text{Cat}(S)$?

Beyond these technical questions, what remains an essentially open problem is to extend the results from the case of a group of fractions to the general case of an enveloping groupoid. In the case of Artin–Tits monoids and groups, a number of results involving submonoids and subgroups, in particular normalizers and centralizers, can be established in non-spherical cases, typically in what are called the FC and 2-dimensional cases, see Godelle [135, 134, 136]. The general results of the current chapter are weaker and, at the moment, extending the corpus established in the Artin–Tits case to the framework of an arbitrary left-cancellative category equipped with a Garside family or, more realistically, of a cancellative category equipped with a Garside map, remains out of reach—or, at least, has not yet been done. A real, deep question is whether the formalism of $S$-normal decompositions and Garside families will enable one to complete such a program, or whether it will be necessary to introduce radically new tools, for instance normal decompositions of a different type like those of Godelle–Paris [139].
Chapter VIII
Conjugacy

This chapter is devoted to conjugacy in the framework of a left-cancellative category equipped with a Garside family. The existence of distinguished decompositions for the elements of the category and, possibly, its enveloping groupoid leads to structural results, typically providing distinguished ways for transforming two conjugate elements into one another. Under convenient finiteness conditions, this leads to an effective solution for the Conjugacy Problem, that is, an algorithm that decides whether two elements are conjugate, in a continuation of Garside’s solution to the Conjugacy Problem of Artin’s braid groups from which the whole current approach emerged.

The chapter contains three sections. In Section I, we observe that conjugacy naturally gives rise to two related categories, one associated with the general form of conjugacy and one associated with cyclic conjugacy, which is the iteration of the transformation consisting in splitting an element in a product of two factors and exchanging these factors. We show that every Garside family in the base category induces a Garside family in the associated conjugacy categories (Corollary 1.14). We also specifically investigate the case when general and cyclic conjugacies coincide (Proposition 1.24) and, as an application, describe the ribbon category which arises in the study of parabolic submonoids of an Artin-Tits monoid, in particular by characterizing its atoms (Proposition 1.59), thus obtaining a complete description of the normalizer of a parabolic submonoid.

In Section II, we consider the specific case of a category equipped with a bounded Garside family, that is, equivalently, a Garside map. Then we investigate particular conjugacy transformations called cycling, decycling, and sliding, and we show how to use them to design efficient methods for solving the Conjugacy Problem (Algorithm 2.23 together with Proposition 2.24, Algorithm 2.42 together with Proposition 2.43).

Finally, always in the context of a category equipped with a Garside map, Section III is devoted to periodic elements, defined to be those elements that admit a power equal to a power of a Garside element. To this end, we develop geometric methods that extend and adapt to our context results of M. Bestvina. The main result, Proposition 3.34, states that, under suitable assumptions, conjugacy of periodic elements is always a cyclic conjugacy. These results will be used in Chapter X for studying Deligne-Lusztig varieties.

Main definitions and results (in abridged form)

**Definition 1.11 (conjugacy category).** For $\mathcal{C}$ a category, we denote by $\mathcal{C}^{cg}$ the subfamily of $\mathcal{C}$ consisting of all elements whose source and target coincide. For $e, e'$ in $\mathcal{C}^{cg}$, we say that an element $g$ of $\mathcal{C}$ conjugates $e$ to $e'$ if $eg = ge'$ holds. The conjugacy category $\text{Conj} \mathcal{C}$ of $\mathcal{C}$ is the category whose object family is $\mathcal{C}^{cg}$ and where $\text{Conj} \mathcal{C}(e, e')$ consists of all triples $(e, g, e')$ such that $g$ belongs to $\mathcal{C}$ and conjugates $e$ to $e'$, the source (resp. target)
of \((e, g, e')\) being \(e\) (resp. \(e'\)), and the product being defined by \((e, g, e')(e', g', e'') = (e, gg', e'')\). To emphasize the category structure on \(\text{Conj}_C\), we will write \(e \overset{g}{\to} e'\) for \((e, g, e')\), so that the product formula becomes \((e, g, e')(e', g', e'') = e \overset{gg'}{\to} e''\).

For \(e\) in \(C\), the family \(\text{Conj}_C(e, e)\) is called the centralizer of \(e\) in \(C\).

**Corollary** 2.14 (Garside in \(\text{Conj}_C\)). If \(S\) is a Garside family in a left-cancellative category \(C\), then \(\{e \overset{g}{\to} - \in \text{Conj}_C \mid g \in S\}\) is a Garside family in \(\text{Conj}_C\).

**Definition** 2.17 (cyclic conjugacy). For a left-cancellative category, we denote by \(\text{Cyc}_C\) the subfamily of \(\text{Conj}_C\) consisting of all elements \(e \overset{g}{\to} -\) satisfying \(g \preceq e\), and define the cyclic conjugacy category \(\text{Cyc}_C\) to be the subcategory of \(\text{Conj}_C\) generated by \(\text{Cyc}_C\). For \(e, e' \in C\), we say that an element \(g\) of \(C\) cyclically conjugates \(e\) to \(e'\) if \(e \overset{g}{\to} -\) lies in \(\text{Cyc}_C\) and \(e' = e^g\) holds.

**Proposition** 2.24 (every conjugate cyclic). Assume that \(C\) is a left-cancellative category that is right-Noetherian and admits conditional right-lcms, \(\Delta\) is a Garside map in \(C\), and \(e\) is an element of \(C(x, x)\) satisfying \(\Delta(x) \preceq e^n\) for \(n\) large enough. Then, for every \(e'\) in \(C^n\), one has \(\text{Cyc}_C(e, e') = \text{Conj}_C(e, e')\).

**Definition** 2.25 (cycling). For \(e\) in \(C^n\) satisfying \(\inf\Delta = i\), the initial factor \(\text{init}(e)\) of \(e\) is \(H(e\Delta^{-i})\), and the cycling \(\text{cyc}(e)\) of \(e\) is defined to be \(e\text{init}(e)\).

**Definition** 2.28 (decycling, final factor). For \(e\) in \(C^n\) admitting the strict \(\Delta\)-normal decomposition \(\Delta^n[s_1] \cdots [s_p]\), the final factor \(\text{fin}(e)\) of \(e\) is defined to be \(s_p\), and the decycling \(\text{dec}(e)\) of \(e\) is defined to be \(s_p\Delta^{-i}s_1 \cdots s_{p-1}\).

**Corollary** 2.13 (super-summit set). In Context 2.7, for every \(e\) in \(C^n\), the conjugacy class of \(e\) contains a well-defined subset \(\text{SSS}(e)\) on which each one of \(\inf\Delta\) and \(\sup\Delta\) takes a constant value and such that, for every \(e'\) in the conjugacy class of \(e\), we have \(\inf\Delta(e') \preceq \inf\Delta(\text{SSS}(e))\) and \(\sup\Delta(e') \succeq \sup\Delta(\text{SSS}(e))\). Furthermore \(\text{SSS}(e)\) belongs to the connected component of \(e\) in \(\text{Cyc}_G\).

**Proposition 2.24** (Conjugacy Problem I). If \(G\) is the groupoid of fractions of a Noetherian cancellative category that admits a Garside map and Condition 2.14 holds, then Algorithm 2.23 solves the Conjugacy Problem of \(G\).

**Definition** 2.29 (prefix, sliding). For \(e\) in \(C^n\), the prefix \(\text{pr}(e)\) of \(e\) is the head of a (any) left-gcd of \(\text{init}(e)\) and \(\text{init}^{-1}(e)\), and the sliding \(\text{sl}(e)\) of \(e\) is the conjugate \(e^{\text{pr}(e)}\) of \(e\).

**Proposition 2.30** (sliding circuits). In Context 2.7 and for every \(e\) in \(C^n\): (i) We have \(\inf\Delta(\text{sl}(e)) \geq \inf\Delta(e)\), and, if there exists \(e'\) in the conjugacy class of \(e\) satisfying \(\inf\Delta(e') > \inf\Delta(e)\), there exists \(i\) satisfying \(\inf\Delta(\text{sl}(e)) > \inf\Delta(e)\). (ii) We have \(\sup\Delta(\text{sl}(e)) \leq \sup\Delta(e)\), and, if there exists \(e'\) in the conjugacy class of \(e\) satisfying \(\sup\Delta(e') < \sup\Delta(e)\), there exists \(i\) satisfying \(\sup\Delta(\text{sl}(e)) < \sup\Delta(e)\). (iii) If \(S = S^n\) is finite, sliding is ultimately periodic up to invertible elements in the sense that, for every \(e\) in \(C^n\), there exists \(i > j > 0\) satisfying \(\text{sl}(e) = S^n \text{sl}(e)\).

**Proposition 2.43** (Conjugacy Problem II). If \(G\) is the groupoid of fractions of a right-Noetherian cancellative category \(C\) that admits a Garside map, and Condition 2.14 holds, and \(C^n\) is finite, then Algorithm 2.42 solves the Conjugacy Problem of \(G\).
**Definition 3.2 (periodic).** For \( p, q \geq 1 \), an element \( e \) of \( G \) is called \((p, q)\)-periodic if \( e^p = \Delta[q] \) holds.

**Proposition 3.5 ((p, 2)-periodic).** In Context 3.1, if \( e \) is an element of \( C \) satisfying \( e^p = \Delta[2] \) for some positive integer \( p \), and putting \( r = \lfloor p/2 \rfloor \):

(i) Some cyclic conjugate \( d \) of \( e \) satisfies \( d^p = \Delta[2] \) and \( d^r \in \text{Div}(\Delta) \).

(ii) Furthermore, if \( p \) is even, we have \( d^r = \Delta \), and, if \( p \) is odd, there exists \( s \) in \( \text{Div}(\Delta) \) satisfying \( d^r s = \Delta \) and \( d = s\phi(\Delta)(s) \), where \( \epsilon \) is the element of \( C^\times \) satisfying \( d^p = \Delta[2] \).

**Corollary 3.31 (SSS of periodic).** In Context 3.7 with \( C \) left-Noetherian, if \( e \) is an element of \( G \) that is conjugate to a periodic element, then the super-summ it set of \( e \) consists of elements of the form \( \Delta[m]h \) with \( m \) in \( \mathbb{Z} \) and \( h \) in \( \text{Div}(\Delta) \), and \( e \) is conjugate by cyclic conjugacy to such an element.

**Proposition 3.34 (periodic elements).** If \( C \) is a Noetherian cancellative category and \( \Delta \) is a Garside map in \( C \) such that the order of \( \phi(\Delta) \) is finite: (i) Every periodic element \( e \) of \( C \) is cyclically conjugate to some element \( d \) satisfying \( d^p = \Delta[m] \) with \( p \) and \( m \) positive and coprime and such that, for all positive integers \( p' \) and \( q' \) satisfying \( pq' - qp' = 1 \), we have \( d^{p'} \leq \Delta[q'] \); (ii) For \( d \) as in (i), the element \( g \) satisfying \( g^p q = \Delta[q'] \) is an element of \( \text{Div}(\Delta) \) whose \( =^\times \)-class is independent of the choice of \((p', q')\); moreover, \( g\Delta[q']^{-q'} \) is \((p, -q p')\)-periodic and \( d = (g\Delta[q']^{-q'})^p \Delta[q'] \) holds.

### 1 Conjugacy categories

We show how to attach with every left-cancellative category \( C \) two categories \( \text{Conj}C \) and \( \text{Cyc}C \) that describe conjugacy in \( C \), and we establish various properties of these categories, showing in particular that every Garside family of \( C \) gives rise to natural Garside families in \( \text{Conj}C \) and \( \text{Cyc}C \).

The section contains four subsections. We first consider the case of general conjugacy and introduce the category \( \text{Conj}C \) (Subsection 1.1). Next, we consider a more restricted form of conjugacy called cyclic conjugacy and introduce the category \( \text{Cyc}C \) (Subsection 1.2). Then, in Subsection 1.3 we consider twisted versions of conjugacy involving an additional automorphism of the base category. Finally, in Subsection 1.4 we describe the category of ribbons as an example of simultaneous conjugacy.

### 1.1 General conjugacy

We start with a very general framework, namely a category that does not even need to be left-cancellative. However, left-cancellativity will be needed quickly.
Definition 1.1 (conjugacy category, centralizer). For $\mathcal{C}$ a category, we denote by $\mathcal{C}^\circ$ the subfamily of $\mathcal{C}$ consisting of all elements whose source and target coincide. For $e, e'$ in $\mathcal{C}^\circ$, we say that an element $g$ of $\mathcal{C}$ conjugates $e$ to $e'$ if $eg = ge'$ holds. The conjugacy category $\text{Conj} \mathcal{C}$ of $\mathcal{C}$ is the category whose object family is $\mathcal{C}^\circ$ and where $\text{Conj} \mathcal{C}(e, e')$ consists of all triples $(e, g, e')$ such that $g$ belongs to $\mathcal{C}$ and conjugates $e$ to $e'$, the source (resp. target) of $(e, g, e')$ being $e$ (resp. $e'$), and the product being defined by $(e, g, e')(e', g', e'') = (e, gg', e'')$. To emphasize the category structure on $\text{Conj} \mathcal{C}$, we will write $e \xrightarrow{g} e'$ for $(e, g, e')$, so that the product formula becomes

$$
(1.2) \quad (e \xrightarrow{g} e')(e' \xrightarrow{g'} e'') = e \xrightarrow{gg'} e''.
$$

For $e$ in $\mathcal{C}^\circ$, the family $\text{Conj} \mathcal{C}(e, e)$ is called the centralizer of $e$ in $\mathcal{C}$.

Example 1.3 (conjugacy category). Let $M$ be an Abelian monoid (for instance a free Abelian monoid Reference Structure[1] page[3]). Then $M^\circ$ coincides with $M$ (as in the case of every monoid), and conjugacy is trivial on $M$: so the elements of $\text{Conj} M$ have the form $e \xrightarrow{g} e$, with $(e \xrightarrow{g} e)(e \xrightarrow{g'} e) = e \xrightarrow{gg'} e$. In this case, $\text{Conj} M$ consists of disjoint copies of $M$ indexed by $M$.

The elements of $\mathcal{C}^\circ$ are the endomorphisms of $\mathcal{C}$—whence the choice of $e$ as a preferred letter for elements of $\mathcal{C}^\circ$. Note that the existence of $g$ satisfying $eg = ge'$ implies that $e$ and $e'$ lie in $\mathcal{C}^\circ$, so the restriction on the objects of $\text{Conj} \mathcal{C}$ is inevitable.

Lemma 1.4. Definition (1.4) is legal, that is, $\text{Conj} \mathcal{C}$ is indeed a category. Moreover, the projection $\pi$ defined on $\text{Conj} \mathcal{C}$ by $\pi(e) = x$ for $e$ in $\mathcal{C}(x, x)$ and $\pi(e \xrightarrow{g} e') = g$ is a surjective functor from $\text{Conj} \mathcal{C}$ onto $\mathcal{C}$. For $e$ in $\mathcal{C}(x, x)$, we have

$$
(1.5) \quad \pi(\text{Conj} \mathcal{C}(e, -)) = \{g \in \mathcal{C}(x, -) \mid g \not\equiv eg\},
$$

$$
(1.6) \quad \pi(\text{Conj} \mathcal{C}(-, e')) = \{g \in \mathcal{C}(-, x) \mid ge' \not\equiv g\}.
$$

Proof. The product defined by (1.2) is associative, and, for every $e$ in $\mathcal{C}(x, x)$, the element $(e, 1_x, e)$ is an identity-element for $e$. That $\pi$ is a surjective functor directly follows from the definition.

By definition, $\text{Conj} \mathcal{C}(e, -)$ consists of all elements $e \xrightarrow{g} e'$ of $\text{Conj} \mathcal{C}$ whose source is $e$, hence of all triples $e \xrightarrow{g} e'$ satisfying $eg = ge'$. So $\pi(\text{Conj} \mathcal{C}(e, -))$ consists of all elements $g$ satisfying $\exists e' (eg = ge')$, hence of all elements $g$ satisfying $g \equiv eg$. The argument is symmetric for $\text{Conj} \mathcal{C}(-, e')$.

To shorten notation, we shall usually write $\pi S$ for $\pi(S)$. It should be kept in mind that $\pi$ is not injective in general, and that elements of $\text{Conj} \mathcal{C}$ cannot be identified with elements of $\mathcal{C}$ since an element of $\mathcal{C}$ contains no indication of a particular element of $\mathcal{C}^\circ$ it should acts on.
Remark 1.7. The category $\text{Conj}C$ corresponds to conjugating on the right, and it could be called a right-conjugacy category. The opposed category would then correspond to conjugating on the left (“left-conjugacy category”).

All subsequent developments involve categories that are (at least) left-cancellative. In such a framework, when an equality $eg = ge'$ holds, the data $e$ and $g$ determine $e'$, allowing for a simplified notation.

Notation 1.8. If $C$ is a left-cancellative category, then, for $e$ in $C\otimes$ and $g$ in $C$, the unique element $e'$ satisfying $eg = ge'$ is denoted by $e^g$ when it exists, and we write $e \xrightarrow{g} e''$ for $e \xrightarrow{d} e^g$ when there is no need to make $e^g$ explicit.

So, in a left-cancellative context, the elements of $\text{Conj}C$ can be seen as pairs rather than as triples, a pair $e \xrightarrow{d} -$ in $C\otimes \times C$ being an element of $\text{Conj}C$ if and only if there exists $e'$ satisfying $eg = ge'$, that is, if and only if $e^g$ exists. The product of $\text{Conj}C$ then takes the form

$$e \xrightarrow{g} e' \xrightarrow{d'} - = e \xrightarrow{gd'} - \text{ whenever } eg = ge' \text{ holds},$$

whereas the identity-element associated with an element $e$ of $C\otimes(x,x)$ is $e \xrightarrow{1} -$.

A number of properties and derived notions of $\text{Conj}C$ directly follow from those of $C$.

Lemma 1.10. Assume that $C$ is a left-cancellative category.

(i) The category $\text{Conj}C$ is left-cancellative. If $C$ is cancellative, then so is $\text{Conj}C$.

(ii) The invertible elements of $\text{Conj}C$ are the pairs $e \xrightarrow{d} -$ with $d$ invertible and $e$ defined in $C$.

(iii) For $e \xrightarrow{d} -$ and $d' \xrightarrow{h} -$ in $\text{Conj}C$, the relation $e \xrightarrow{d} - \preceq d \xrightarrow{h} -$ (resp. $\succeq$, $\prec$) holds in $\text{Conj}C$ if and only if $e = d$ and $g \preceq h$ (resp. $\succeq$, $\succ$) hold in $C$.

(iv) If $e \xrightarrow{d} -$ and $d \xrightarrow{h} -$ belong to $\text{Conj}C$ and $h$ is a right-lcm of $f$ and $g$ in $C$, then $e \xrightarrow{d} -$ belongs to $\text{Conj}C$ and it is a right-lcm of $e \xrightarrow{f} -$ and $e \xrightarrow{g} -$. If $C$ admits conditional right-lcms (resp. admits right-lcms), then so does $\text{Conj}C$.

(v) If $C$ is right-Noetherian (resp. left-Noetherian), then so is $\text{Conj}C$.

Proof. (i) Assume $e \xrightarrow{d} d \xrightarrow{h} - = e \xrightarrow{d' d' h} -$. By definition, $d = e^f = d'$ holds. Next, applying $\pi$, we obtain $fg = fg'$, whence $g = g'$. Hence $\text{Conj}C$ is left-cancellative. The argument for right-cancellativity is symmetric.

(ii) The image of an invertible element under the functor $\pi$ must be invertible, so an invertible element of $\text{Conj}C$ necessarily has the form $e \xrightarrow{d} -$ with $e$ in $C\otimes$ and $d$ defined. Conversely, assume $e \in C\otimes(x,x)$ and $e \in C'(x,-)$. Then $ee = (e^{-1}ee)$ holds, so $e \xrightarrow{d} -$ belongs to $\text{Conj}C$, and we have $e \xrightarrow{d} e' \xrightarrow{e^{-1}d} - = e \xrightarrow{h} -$, so $e \xrightarrow{d} -$ is invertible in $\text{Conj}C$.

(iii) If $e \xrightarrow{d} - \preceq d \xrightarrow{h} -$ holds in $\text{Conj}C$, then $e \xrightarrow{g} -$ and $d \xrightarrow{h} -$ must have the same source, so $e = d$ holds, and applying the projection $\pi$ to an equality $e \xrightarrow{g} e' \xrightarrow{h'} - = e \xrightarrow{h} -$ in $\text{Conj}C$ yields $gh' = h$ in $C$, whence $g \preceq h$ in $C$.

Conversely, assume that $g \preceq h$ holds in $C$, say $gh' = h$, and both $e \xrightarrow{g} -$ and $e \xrightarrow{h} -$ belong to $\text{Conj}C$. By assumption, we have $eg = ge^g$ and $eh = he^h$, whence $ge^g h' =...$
\[ egh' = eh = he^h = gh'\sqrt[3]{e}, \text{ and } e^g h' = h'\sqrt[3]{e} \] by left-cancelling \( g \). So, in \( \text{ConjC} \), we have \( e \xrightarrow{2} e \xrightarrow{g} h' \xrightarrow{\phi} - = e \xrightarrow{b} - \), whence \( e \xrightarrow{S} - \ll e \xrightarrow{b} - \).

Owing to (ii), the argument for \( \sim \) is similar, and the result for \( \prec \) then follows.

(iv) By Lemma \[ 1.4 \] the assumption that \( e \xrightarrow{f} - \) and \( e \xrightarrow{g} - \) belong to \( \text{ConjC} \) implies \( f \ll e f \) and \( g \ll e g \), hence a fortiori \( f \ll eh \) and \( g \ll eh \). As \( h \) is a right-lcm of \( f \) and \( g \), we deduce \( h \ll eh \), which, by Lemma \[ 1.4 \] again, implies that \( e \xrightarrow{h} - \) belongs to \( \text{ConjC} \).

By (iii), \( e \xrightarrow{h} - \) is a right-multiple of \( e \xrightarrow{f} - \) and \( e \xrightarrow{g} - \). Finally, if \( e \xrightarrow{f} - \) is a right-multiple of \( e \xrightarrow{f} - \) and \( e \xrightarrow{g} - \), then \( h' \) must be a right-multiple of \( f \) and \( g \), hence of \( h' \), so \( e \xrightarrow{h'} - \) is a right-multiple of \( e \xrightarrow{h} - \) in \( \text{ConjC} \).

Finally, assume that \( C \) admits conditional right-lcms. Two elements of \( \text{ConjC} \) with the same source must be of the form \( e \xrightarrow{f} - \) and \( e \xrightarrow{g} - \) with \( f, g \) sharing the same source in \( C \). If \( e \xrightarrow{f} - \) and \( e \xrightarrow{g} - \) admit a common right-multiple in \( \text{ConjC} \), then \( f \) and \( g \) admit a common right-multiple, hence a right-lcm, say \( h \), in \( C \). By the previous result, \( e \xrightarrow{h} - \) is a right-lcm of \( e \xrightarrow{f} - \) and \( e \xrightarrow{g} - \) in \( \text{ConjC} \). The argument for admitting right-lcms is similar.

(v) Assume that \( C \) is right-Noetherian and \( X \) is a nonempty subfamily of \( \text{ConjC} \). Then \( \pi X \) is a nonempty subfamily of \( C \), hence it admits a \( \prec \)-minimal element, say \( g \). Let \( e \) be such that \( e \xrightarrow{g} - \) belongs to \( X \). We claim that \( e \xrightarrow{f} - \) is a \( \prec \)-minimal element of \( X \). Indeed, assume that \( e \xrightarrow{f} - \ll d \xrightarrow{h} - \) holds. By applying \( \pi \), we deduce \( g \ll h \). So \( h \) cannot belong to \( \pi X \), and \( d \xrightarrow{h} - \) cannot belong to \( X \). The argument for left-Noetherianity is similar. \( \square \)

Lemma \[ 1.10 \] (iii) implies that the subfamily \( \pi \text{ConjC} \) of \( C \) and, for each \( e \in C^{O} \), the subfamily \( \pi \text{ConjC}(e, -) \) are closed under right-multiplication by an invertible element. Also, we have a sort of weak closure under right-quotient for \( \text{ConjC} \) in the sense that, if \( e \xrightarrow{f} - \) and \( e \xrightarrow{g} - \) belong to \( \text{ConjC} \) and \( gh' = h \) holds in \( C \), then \( e \xrightarrow{g} \xrightarrow{h'} - \) must belong to \( \text{ConjC} \)—this however is not closure under right-quotient since we say nothing for elements of \( \pi \text{ConjC} \) satisfying no assumption about the elements of \( C^{O} \) they act on.

We now turn to paths in a category \( \text{ConjC} \) and to the connection with Garside families.

**Notation 1.11 (family \( \tilde{S} \), \( \text{ConjC-path} \)).** (i) If \( C \) is a left-cancellative category and \( S \) is included in \( C \), we put \( \tilde{S} = \{ e \xrightarrow{\phi} - \in \text{ConjC} \mid s \in S \} \).

(ii) If \( C \) is a left-cancellative category and \( e_1 \xrightarrow{s_1} e_2 \xrightarrow{s_2} \cdots \xrightarrow{s_p} - \) is a \( \text{ConjC-path} \), we write \( e_1 \xrightarrow{s_1} \cdots \xrightarrow{s_p} - \) for this path.

The convention of Notation \[ 1.11 \] (ii) is legitimate since the data \( e_1 \) and \( s_1, \ldots, s_p \) determine the path completely: for \( i \geq 2 \), one must have \( e_i = e_1 \xrightarrow{s_1} \cdots \xrightarrow{s_{i-1}} - \).

**Lemma 1.12.** Assume that \( C \) is a left-cancellative category, \( S \) is included in \( C \), \( e \xrightarrow{g} - \) is an element of \( \text{ConjC} \), and \( g_1|g' \) is an \( S \)-greedy decomposition of \( g \).

(i) If \( v \xrightarrow{g_1|g'} - \) is a well defined path in \( \text{ConjC} \), that is, if \( e^{g_1} \) and \( e^{g_1|g'} \) are defined, then \( e \xrightarrow{g_1|g'} - \) is \( \tilde{S} \)-greedy.

(ii) If \( g_1 \) belongs to \( S^\perp \), then \( e^{g_1} \) is necessarily defined.
Proof. (i) Assume $d \overset{g}{\to} - \in \tilde{S}$ and $d \overset{g}{\to} - \not\preceq d \overset{g_1}{\to} e \overset{g_1}{\to} -$ in $\text{ConjC}$. By projecting using $\pi$, we deduce $s \preceq f g_1 g'$ in $C$, whence $s \preceq f g_1$ since $g_1 g'$ is $S$-greedy. By assumption, $d \overset{g}{\to} -$ and $d \overset{g_1}{\to} -$ belong to $\text{ConjC}$. By Lemma 1.10 (iii), $s \preceq f g_1$ implies $d \overset{g}{\to} - \not\preceq d \overset{g_1}{\to} e \overset{g_1}{\to} -$. That is, $d \overset{g}{\to} - \preceq d \overset{g_1}{\to} e \overset{g_1}{\to} -$. So $e \overset{g_1 g'}{\to} -$ is $S$-greedy.

(ii) Assume that $e \overset{g_1 g'}{\to} -$ belongs to $\text{ConjC}$ and $g_1$ belongs to $S^1$. Then we have $g_1 \preceq g_1 g' \preceq e g_1 g'$, the second relation by Lemma 1.4. As $g_1$ lies in $S^1$ and $g_1 g'$ is $S$-greedy, hence $S^1$-greedy by Lemma III.10 we deduce $g_1 \preceq e g_1$, which, by Lemma 1.4 again, implies that $g_1$ belongs to $\text{ConjC}(e, -)$, that is, $e \overset{g_1}{\to} -$ belongs to $\text{ConjC}$.

Although technically very easy, Lemma 1.12 (ii) is a (small) miracle: in general, the assumption that $e^g$ is defined does not imply that $e^{g_1}$ is defined when $g_1$ is a left-divisor of $g$. What Lemma 1.12 (ii) says is that $e^{g_1}$ is automatically defined whenever $g_1$ is an $S$-head of $g$, for any family $S$. This tiny observation is indeed crucial in the connection between conjugacy and Garside calculus. Observe that our current definition of greediness with an additional first factor ("s left-divides $f g_1 g'$ implies s left-divides $f g_1$ for every f") is specially relevant here.

Proposition 1.13 (normal in $\text{ConjC}$). If $S$ is a subfamily of a left-cancellative category $C$ and $e \overset{g}{\to} -$ belongs to $\text{ConjC}$, then, for every $S$-normal decomposition $s_1 | \cdots | s_p$ of $g$ (if any), the path $e \overset{s_1 | \cdots | s_p}{\to} -$ is well-defined and it is an $\tilde{S}$-normal decomposition of $e \overset{g}{\to} -$.

Proof. That $e \overset{s_1 | \cdots | s_p}{\to} -$ is well defined follows from Lemma 1.12 (ii) using an induction on $p \geq 2$: as $s_1 | s_2 | \cdots | s_p$ is greedy and $e \overset{s_1 | s_2 | \cdots | s_p}{\to} -$ is defined, $e \overset{s_1}{\to} -$ and $e \overset{s_1 | s_2}{\to} -$ is defined, and we repeat the argument. Then, by definition, $e \overset{s_1 | \cdots | s_p}{\to} -$ is a decomposition of $e \overset{g}{\to} -$ and, by Lemma 1.12 (i), it is $\tilde{S}$-greedy. Finally, each entry $s_i$ belongs to $S^2$, that is, to $\text{Div} (\Delta) \cup C^\circ$. Then, by Lemma III.10 the corresponding entry $e \overset{s_1 | \cdots | s_{i-1} s_i}{\to} -$ belongs to $\tilde{S} (\text{ConjC})^\circ \cup (\text{ConjC})^\circ$. Hence $e \overset{s_1 | \cdots | s_p}{\to} -$ is $\tilde{S}$-normal.

Corollary 1.14 (Garside in $\text{ConjC}$). If $S$ is a Garside family in a left-cancellative category $C$, then $\tilde{S}$ is a Garside family in $\text{ConjC}$.

Proof. Let $e \overset{g}{\to} -$ be an arbitrary element of $\text{ConjC}$. As $S$ is a Garside family in $C$, the element $g$ admits an $S$-normal decomposition $s_1 | \cdots | s_p$ in $C$. Then, by Proposition 1.13 $e \overset{s_1 | \cdots | s_p}{\to} -$ is an $\tilde{S}$-normal decomposition of $e \overset{g}{\to} -$ in $\text{ConjC}$. So every element of $\text{ConjC}$ admits an $\tilde{S}$-normal decomposition. Hence, by definition, $\tilde{S}$ is a Garside family in $\text{ConjC}$.

For special Garside families, we easily obtain similar statements.
Proposition 1.15 (bounded Garside in $\text{ConjC}$). Assume that $\hat{S}$ is a Garside family in a left-cancellative category $C$.

(i) If $S$ is right-bounded by a map $\Delta$, then $\hat{S}$ is right-bounded by the map $\hat{\Delta}$ defined by $\hat{\Delta}(e) = e \xrightarrow{\Delta(e)}$ for $e \in C^C(x, x)$. The associated functor $\hat{\phi}_e$ of $\text{ConjC}$ is defined by $\hat{\phi}_e(\Delta(e)) = \phi_e(\Delta(e))$ for $e \in C^C$ and $\hat{\phi}_e(e) = \phi_e(e) \xrightarrow{\phi_e(g)}$ for $e \in C^C$.

(ii) If $C$ is cancellative, $\Delta$ is target-injective (that is, $\phi_e$ is injective on $\text{Obj}(C)$), and $S$ is bounded by $\Delta$, then $\hat{S}$ is bounded by $\hat{\Delta}$.

Proof. (i) Let $e \xrightarrow{s} - $ belong to $\hat{S}$, with $e \in C^C(x, x)$. By definition, $s$ is an element of $\Delta(x)$ in $C$. Now $\phi_e(\Delta(x)) = \Delta(x) \phi_e(e)$ holds in $C$, which shows that $e \Delta(x)$ is defined. So $e \xrightarrow{\Delta(x)} - $ is an element of $\text{ConjC}$ and, by Lemma [1.10], $e \xrightarrow{\Delta(x)} - $ holds in $\text{ConjC}$. By definition, this is $e \xrightarrow{s} - \in \hat{\Delta}(e)$, which shows that $\hat{S}$ is right-bounded by $\hat{\Delta}$.

Next, the target of $\hat{\Delta}(e)$, that is, of $e \xrightarrow{\Delta(x)} - $, is $e \Delta(x)$, that is, $\phi_e(e)$. Moreover, the target of $e \xrightarrow{s} - $ is $e^s$, and, assuming $s \in C(-, y)$, hence $e^s \in C^C(y, y)$, we obtain

$$e \xrightarrow{s} - \hat{\Delta}(e^s) = e \xrightarrow{s} e^s \xrightarrow{\Delta(y)} - = e \xrightarrow{s \Delta(y)} -,$$

$$= e \xrightarrow{\Delta(x) \phi_e(s)} - = e \xrightarrow{\Delta(x)} e \xrightarrow{\Delta(x) \phi_e(s)} - = \hat{\Delta}(e) \phi_e(e) \xrightarrow{\phi_e(s)} -.$$

So, by definition, the functor $\hat{\phi}_e$ is defined on objects by $\hat{\phi}_e(e) = \phi_e(e)$ and on elements by $\hat{\phi}_e(e) = \phi_e(e) \xrightarrow{\phi_e(s)} -$.

(ii) By Lemma [1.2.7], $\phi_e$ is surjective both on $\text{Obj}(C)$ and on $C$. Assume $e \in C^C$. Then there exists $e'$ in $C$ satisfying $\phi_e(e') = e$. The assumption that $\Delta$ is target-injective implies that $e'$ belongs to $C^C$. Let $d \xrightarrow{s} - $ be an element of $\hat{S}^C(-, e)$. Then, by definition, we have $d^s = e$. As $\hat{S}$ is bounded by $\Delta$, there exists $r$ in $\hat{S}$ satisfying $rs = \Delta(x)$, whence $e^rs = e$. As $C$ is right-cancellative, the conjunction of $d^s = e$ and $(e^r)^s = e$ implies $e^rs = e$. Then we obtain $e' \xrightarrow{r} d \xrightarrow{s} - = e' \xrightarrow{\Delta(x)} - $, which is $e' \xrightarrow{r} d \xrightarrow{s} - = \hat{\Delta}(e')$. This shows that $\hat{S}$ is bounded by $\hat{\Delta}$.

$\square$

Remark 1.16. A straightforward generalization of the conjugacy category $\text{ConjC}$ is the simultaneous conjugacy category $\text{Conj}^+C$, in which objects are nonempty families $(e_i)_{i \in I}$ of elements of $C^C$ sharing the same source and target and elements are triples of the form $(e_i)_{i \in I} \xrightarrow{\Delta} \phi_{e_i}$, with $e_i = ge_i$ for every $i$ in $I$. See Exercise [1.2.4].

1.2 Cyclic conjugacy

A restricted form of conjugation called cyclic conjugation will be important in applications. As explained in the introduction, cyclic conjugacy is generated by the particular form of conjugacy consisting in repeatedly exchanging the two factors of a decomposition. Specially interesting is the case when any two conjugate elements can be assumed to be cyclically conjugate. For instance, it turns out that any two periodic braids that are conjugate are cyclically conjugate (see Proposition [1.2.4]), a key result for the investigation of braid conjugation.
Definition 1.17 (cyclic conjugacy). For $\mathcal{C}$ a left-cancellative category, we denote by $\mathcal{Cyc}_1 \mathcal{C}$ the subfamily of $\text{Conj}_1 \mathcal{C}$ consisting of all elements $e \xrightarrow{g} -$ satisfying $g \preceq e$, and define the cyclic conjugacy category $\mathcal{Cyc} \mathcal{C}$ to be the subcategory of $\text{Conj}_1 \mathcal{C}$ generated by $\mathcal{Cyc}_1 \mathcal{C}$. For $e, e'$ in $\mathcal{Cyc} \mathcal{C}$, we say that an element $g$ of $\mathcal{C}$ cyclically conjugates $e$ to $e'$ if $e \xrightarrow{g} -$ lies in $\mathcal{Cyc} \mathcal{C}$ and $e' = e^g$ holds.

Example 1.18 (cyclic conjugacy). Consider the braid monoid $B_n^+$ with $n \geq 3$ (Reference Structure 2 page 5). Then the elements $\sigma_1$ and $\sigma_2$ are conjugate in $B_n^+$, as we have $\sigma_1 \cdot \sigma_2 \sigma_1 = \sigma_2 \sigma_1 \cdot \sigma_2$. However, $\sigma_1$ and $\sigma_2$ are not cyclically conjugate, since the only left-divisors of $\sigma_1$ are 1 and 1, which both conjugate $\sigma_1$ to itself.

The category $\mathcal{Cyc} \mathcal{C}$ has the same objects as $\text{Conj}_1 \mathcal{C}$ but it contains only the products of elements of the form $e \xrightarrow{g} -$ with $g \preceq e$. Observe that, for all $e$ in $\mathcal{C}^\circ$ and $g$ satisfying $g \preceq e$, the existence of $e'$ satisfying $eg = ge'$ is guaranteed: $e = gg'$ implies $e = g(g'g)$; whenever $\mathcal{C}$ is left-cancellative (as will always be assumed), cyclically conjugating $e$ means expressing $e$ as $gg'$, switching the entries, and repeating the operation any finite number of times. When $\mathcal{C}$ is cancellative, cyclic conjugacy is a symmetric transformation in that, with obvious definitions, cyclic conjugation from the right coincides with cyclic conjugation from the left. More precisely, $fg = h$ in $\mathcal{C}$ implies $h^f = gh$.

Lemma 1.19. Assume that $\mathcal{C}$ is a left-cancellative category.

(i) The family $\mathcal{Cyc}_1 \mathcal{C}$ is closed under left- and right-divisor in $\text{Conj}_1 \mathcal{C}$.

(ii) If, moreover, $\mathcal{C}$ admits conditional right-lcms, then $\mathcal{Cyc}_1 \mathcal{C}$ is closed under right-diamond in $\text{Conj}_1 \mathcal{C}$.

Proof. (i) Assume that $e \xrightarrow{g} -$ belongs to $\mathcal{Cyc}_1 \mathcal{C}$ and $e \xrightarrow{h} - = e \xrightarrow{f} d \xrightarrow{h} -$ holds in $\text{Conj}_1 \mathcal{C}$.

By definition, we have $g = fh$, so the assumption $g \preceq e$ a fortiori implies $f \preceq e$. So $e \xrightarrow{f} -$ belongs to $\mathcal{Cyc}_1 \mathcal{C}$. Next, starting again from $g \preceq e$, that is, $fh \preceq e$, we have $fh \preceq ef$ a fortiori. Now, by assumption, $ef = fd$ holds, hence we obtain $fh \preceq fd$, whence $h \preceq d$ by left-cancelling $f$. So $d \xrightarrow{h} -$ belongs to $\mathcal{Cyc}_1 \mathcal{C}$ too.

(ii) Assume that $\mathcal{C}$ admits conditional right-lcms. Then, by Lemma 1.18, $\text{Conj}_1 \mathcal{C}$ also admits conditional right-lcms. We claim that $\mathcal{Cyc}_1 \mathcal{C}$ is closed under right-lcm. Indeed, assume that $e \xrightarrow{f} -$ and $e \xrightarrow{g} -$ belong to $\mathcal{Cyc}_1 \mathcal{C}$ and $e \xrightarrow{h} -$ is a common right-multiple of $e \xrightarrow{f} -$ and $e \xrightarrow{g} -$ in $\text{Conj}_1 \mathcal{C}$. Then, the assumption that $f$ and $g$ left-divide $e$ implies that $h$ left-divides $e$. So $e \xrightarrow{h} -$ belongs to $\mathcal{Cyc}_1 \mathcal{C}$. Hence $\mathcal{Cyc}_1 \mathcal{C}$ is closed under right-lcm in $\text{Conj}_1 \mathcal{C}$, hence under right-comultiple. As it is closed under right-divisor, it follows that it is also closed under right-diamond.

Proposition 1.20 (Cyc Garside I). Assume that $\mathcal{C}$ is a left-cancellative category that admits conditional right-lcms.

(i) The subcategory $\mathcal{Cyc} \mathcal{C}$ is closed under right-quotient in $\text{Conj}_1 \mathcal{C}$.
(ii) If, moreover, \( C \) is right-Noetherian, then \( \text{Gyc}_1 C \) is a Garside family in \( \text{Gyc} C \); it is bounded by the map \( \Delta \) defined by \( \Delta(e) = e \xrightarrow{\phi_\Delta} - \) for \( e \in C \); the latter is a Garside map in \( \text{Gyc} C \) and the associated functor \( \phi_\Delta \) is the identity.

**Proof.** (i) We apply Proposition VII.1.13 (generated subcategory, right-lcm case) to the subcategory of \( \text{Conj} C \) generated by \( \text{Gyc}_1 C \), which is \( \text{Gyc} C \) by definition. By Lemma 1.10 the category \( \text{Conj} C \) admits conditional right-lcms and, by Lemma 1.19, \( \text{Gyc}_1 C \) is closed under right-complement in \( \text{Conj} C \) and, moreover, it is closed under right-multiplication by an invertible element since it is closed under left-divisor (or, directly, because \( g \preceq e \) implies \( ge \preceq e \) whenever \( e \) is invertible). So we conclude that \( \text{Gyc} C \) is closed under right-quotient in \( \text{Conj} C \).

(ii) If \( C \) is right-Noetherian, then, by Lemma 1.10, so is \( \text{Conj} C \), and Proposition VII.1.13 says that \( \text{Gyc}_1 C \) is a Garside family in \( \text{Gyc} C \).

Next, it follows from the definition that \( \text{Gyc}_1 C \) is right-bounded by \( \Delta \) and, that \( g \preceq e \) implies \( \Delta(e)(g) = \Delta(e)g \xrightarrow{\phi_\Delta} - \), which shows that \( \phi_\Delta(e) = e \) holds for every object \( e \) and \( \phi_\Delta(e)(g) = e \xrightarrow{\phi_\Delta} g \) - holds for every element \( e \) of \( \text{Gyc} C \). So \( \phi_\Delta \) is the identity-functor. By Proposition VII.2.17(i) (automorphism), we deduce that \( \text{Gyc}_1 C \) is bounded by \( \Delta \) and \( \Delta \) is target-injective. Moreover, \( \text{Gyc}_1 C \) is closed under left-divisor, so Proposition VII.2.25(i) (Garside map) implies that \( \Delta \) is a Garside map in \( \text{Gyc} C \).

\[ \square \]

Besides \( \text{Gyc}_1 C \), and under the same hypotheses, another distinguished Garside family arises in \( \text{Gyc} C \) whenever a Garside family is given in \( C \). This Garside family is in general smaller than \( \text{Gyc}_1 C \).

**Proposition 1.21 (Gyc C Garside II).** Assume that \( C \) is a left-cancellative category that is right-Noetherian and admits conditional lcms, and \( \hat{S} \) is a Garside family in \( C \). Then the family \( \{ e \xrightarrow{\phi_\hat{S}} - \in \text{Conj} C \mid s \in \hat{S} \text{ and } s \preceq e \} \) is a Garside family in \( \text{Gyc} C \).

**Proof.** Put \( \hat{S}_1 = \{ e \xrightarrow{\phi_\hat{S}} - \in \hat{S} \mid s \preceq e \} \) where \( \hat{S} \) is as in Notation 1.11(i). By Lemma 1.10 the invertible elements of \( \text{Conj} C \) are the elements \( e \xrightarrow{\phi_\hat{S}} - \) with \( e \in C^\circ \), whence \( \hat{S}_1^\circ = \{ e \xrightarrow{\phi_\hat{S}} - \in \text{Conj} C \mid s \in S \} \). Moreover, all above invertible elements belong to \( \text{Gyc} C \) and \( s \preceq e \) is equivalent to \( se \preceq e \) for \( e \) invertible, so we deduce \( \hat{S}_1^\circ = \{ e \xrightarrow{\phi_\hat{S}} - \in \hat{S}^\circ \mid s \preceq e \} \).

The assumption that \( \hat{S}_1^\circ \) generates \( C \) implies that \( \hat{S}_1^\circ \) generates \( \text{Gyc} C \).

The argument is then similar to that for Proposition 1.20, replacing \( \text{Gyc}_1 C \) with its subfamily \( \hat{S}_1^\circ \). Assume first that \( e \xrightarrow{\phi_\hat{S}} - \) belongs to \( \hat{S}_1^\circ \) and \( d \xrightarrow{\phi_\hat{S}} - \) is a right-divisor of \( e \xrightarrow{\phi_\hat{S}} - \) in \( \text{Conj} C \). As \( \hat{S} \) is a Garside family in \( \text{Conj} C \), by Proposition VII.1.23 (recognizing Garside II), \( \hat{S}_1^\circ \) is closed under right-divisor, and \( d \xrightarrow{\phi_\hat{S}} - \) belongs to \( \hat{S}_1^\circ \). On the other hand, \( e \xrightarrow{\phi_\hat{S}} - \) belongs to \( \text{Gyc}_1 C \), hence its right-divisor \( d \xrightarrow{\phi_\hat{S}} - \) also does. Hence \( d \xrightarrow{\phi_\hat{S}} - \) belongs to \( \hat{S}_1^\circ \). So \( \hat{S}_1^\circ \) is closed under right-quotient in \( \text{Conj} C \).

Next, assume that \( e \xrightarrow{\phi_\hat{S}} - \) and \( e \xrightarrow{\phi_\hat{S}} - \) belong to \( \hat{S}_1^\circ \) and \( e \xrightarrow{\phi_\hat{S}} - \) is a common right-multiple of \( e \xrightarrow{\phi_\hat{S}} - \) and \( e \xrightarrow{\phi_\hat{S}} - \) in \( \text{Conj} C \). By Corollary VII.2.29 (recognizing Garside, right-lcm case), \( r \) must belong to \( \hat{S}_1^\circ \). Moreover, the assumption that \( s \) and \( t \) left-divide \( e \) implies that \( r \) left-divides \( e \). So \( e \xrightarrow{\phi_\hat{S}} - \) belongs to \( \hat{S}_1^\circ \). So \( \hat{S}_1^\circ \) is closed under right-lcm in \( \text{Conj} C \), hence under right-comultiple, and under right-complement since it is closed under right-quotient.
As above, the category $\text{Conj} \mathcal{C}$ is right-Noetherian and admits conditional right-lcms. By applying Proposition [VII.1.13] (generated subcategory, right-lcm case), we deduce that $\mathcal{S}_l$ is a Garside family in the subcategory of $\text{Conj} \mathcal{S}$ generated by $\mathcal{S}_l^1$, which is $\text{Cyc} \mathcal{C}$. □

**Remark 1.22.** The assumption that the ambient category admits conditional right-lcms can be (slightly) weakened in the above proofs of Propositions [1.20] and [1.21] what is needed in order to obtain a closure under right-comultiple for $\text{Cyc} \mathcal{C}$ or $\mathcal{S}_l$. If $r$ is a common right-multiple of $s$ and $t$ and $s$, $t$ left-divide $e$, then $r$ is a right-multiple of some common right-multiple $r'$ of $s$ and $t$ left-divides $e$. If $s$ and $t$ admits a right-lcm, the latter has the expected property, but the property, which simply says that $\text{Div}(e)$ is closed under right-comultiple, can be true although right-lcms do not exist, see Exercise [196]. However, in a category that admits right-mcms, hence in particular in every left-Noetherian category, the property that every family $\text{Div}(s)$ is closed under right-comultiple is equivalent to the existence of conditional right-lcms.

**Proposition 1.23 (Cyc$\mathcal{C}$ closed under left-gcd).** If $\mathcal{C}$ is a left-cancellative category that is right-Noetherian and admits conditional right-lcms, then Cyc$\mathcal{C}$ is closed under left-gcd in $\text{Conj} \mathcal{C}$ (that is, every left-gcd of two elements of Cyc$\mathcal{C}$ belongs to Cyc$\mathcal{C}$).

**Proof.** First, by Lemma [1.10] $\text{Conj} \mathcal{C}$ is right-Noetherian and admits conditional right-lcms, hence it admits left-gcds. Let $e \xrightarrow{f_1} \ldots \xrightarrow{f_p}$. Then $e \xrightarrow{f_1 \cdot \cdots \cdot f_p}$ and $e \xrightarrow{g_1 \cdot \cdots \cdot g_q}$ be Cyc$\mathcal{C}$-normal decompositions of $e \xrightarrow{f_1}$ and $e \xrightarrow{g_1}$.

We first prove that, if every common left-divisor of $f_1$ and $g_1$ is invertible, then so is every common left-divisor of $f$ and $g$ using induction on $\inf(p, q)$. For $\inf(p, q) = 0$, that is, if one decomposition is empty, then $f$ or $g$ is invertible and the result is clear. Otherwise, assume that $h$ left-divides $f$ and $g$. The assumption that $e \xrightarrow{f_1}$ belongs to Cyc$\mathcal{C}$ and $e \xrightarrow{f_1 \cdot \cdots \cdot f_p}$ is a Cyc$\mathcal{C}$- decomposition of $e \xrightarrow{f_1}$ implies that $f_p$ left-divides $e f_1 \cdot \cdots \cdot f_{p-1}$ in $\mathcal{C}$, and we find

$$h \equiv f_1 \ldots f_p = f_1 \ldots f_{p-1}e f_1 \cdot \cdots \cdot f_{p-1} = e f_1 \ldots f_{p-1}.$$

Let $eh'$ be a right-lcm of $e$ and $h$. Then $h \equiv e f_1 \ldots f_{p-1}$ implies $h' \equiv f_1 \ldots f_{p-1}$. By a similar argument, we obtain $h' \equiv g_1 \ldots g_{q-1}$. Applying the induction hypothesis to $f' = f_1 \ldots f_{p-1}$ and $g' = g_1 \ldots g_{q-1}$, we deduce that $h'$ is invertible, hence that $h$ left-divides $e$ and, therefore, that $e \xrightarrow{h} \cdot$ belongs to Cyc$\mathcal{C}$. Now, as, by assumption, $e \xrightarrow{f_1 \cdot \cdots \cdot f_p}$ is Cyc$\mathcal{C}$-normal, the assumption that $e \xrightarrow{h} \cdot$ left-divides $e \xrightarrow{f_1}$ implies that it left-divides $e \xrightarrow{f_1}$, and, similarly, $e \xrightarrow{f_p}$ is invertible. So, finally, $h$ must be invertible.

We now prove the result. If every common left-divisor of $f_1$ and $g_1$ is invertible, then every left-gcd of $e \xrightarrow{f_1}$ and $e \xrightarrow{g_1}$ in $\text{Conj} \mathcal{C}$ is invertible, hence it lies in Cyc$\mathcal{C}$. Otherwise, let $h_1$ be a left-gcd of $f_1$ and $g_1$, and $f^{(1)}$, $g^{(1)}$ be defined by $f = h_1 f^{(1)}$, $g = h_1 g^{(1)}$. Similarly let $h_2$ be a left-gcd of the first entries in a Cyc$\mathcal{C}$-normal decomposition of $e \xrightarrow{f^{(1)}}$ and $e \xrightarrow{g^{(1)}}$ and $f^{(2)}$, $g^{(2)}$ be the remainders, etc. Since $\mathcal{C}$ is right-Noetherian, the sequence $h_1$, $h_1 h_2$, ... of increasing left-divisors of $f$ stabilizes at some stage $k$, meaning that every common left-divisor of the entries Cyc$\mathcal{C}$-normal decompositions of $f^{(k)}$
and \(g^{(k)}\) is invertible. By the first part, every common left-divisor of \(f^{(k)}\) and \(g^{(k)}\) is invertible, so \(h_1\cdots h_k\) is a left-gcd of \(f\) and \(g\) in \(C\), and \(e \xrightarrow{h_1\cdots h_k} \cdot \) - which belongs to \(\text{Cyc}\ C\) by construction, is a left-gcd of \(e \xrightarrow{f} \cdot\) and \(e \xrightarrow{g} \cdot\) in \(\text{Conj}\ C\), hence in \(\text{Cyc}\ C\). □

Finally, we give a quite general context where cyclic conjugacy coincides with conjugacy. Note that, by Proposition V.2.35(ii), if \(C\) is left cancellative, Noetherian, and admits a Garside map, then the assumptions of the next proposition are satisfied.

**Proposition 1.24 (every conjugate cyclic).** Assume that \(C\) is a left-cancellative category that is right-Noetherian and admits conditional right-lcm’s, \(\Delta\) is a Garside map in \(C\), and \(e\) is an element of \(\text{Cyc}(x, x)\) satisfying \(\Delta(x) \not\approx e^n\) for \(n\) large enough. Then, for every \(e'\) in \(\text{Cyc}\), one has \(\text{Cyc}(e, e') = \text{Conj}(e, e')\).

**Proof.** We first note that the property \(\exists n \in \mathbb{N} : (\Delta(x) \not\approx e^n)\) is preserved under conjugacy. Indeed, assume that \(\Delta(x) \not\approx e^n\) and \(e^g \not\approx e\), where \(g\) is in \(C(x, y)\). Write \(e^n = \Delta(x)\). Then we deduce \(e^{2n} = \Delta(x)\Delta(x)d = \Delta(x)\Delta(x)\Delta(x)d\) as \(d\) must lie in \(C(\phi(x), x)\). So we have \(\Delta(x) \not\approx e^{2n}\) and, using an easy induction, \(\Delta^{(k+1)}(x) \not\approx e^{n(k+1)}\) for every \(k\).

Now, there exists \(n\) such that \(g\) left-divides \(\Delta(x)\), say \(gg' = \Delta(x)\). Then we have \(\Delta^{(k+1)}(x) \not\approx e^{n(k+1)}\), whence \(gg' \Delta(x) \not\approx e^{n(k+1)}\). Then, since \(\Delta(y) \not\approx g' \Delta(x)\), we deduce \(g\Delta(y) \not\approx e^{n(k+1)}\). This implies \(\Delta(y) \not\approx (e^{n(k+1)})g\), which is also \(\Delta(y) \not\approx (e^n)\).

We use this to prove by induction on the right-height of \(g\) that \(g \in \text{Conj}(e, e')\) implies \(g \in \text{Cyc}(e, e')\). This is true if \(g\) is invertible. Assume \(g\) non-invertible. Let \(h\) be a left-gcd of \(g\) and \(e\), which exists since \(C\) admits left-gcds by Lemma II.2.37. Write \(g = hg_1\). Then, since \(e \xrightarrow{h} \cdot\) belongs to \(\text{Cyc}(e, e')\), it is sufficient to prove that \(e^h \xrightarrow{g} \cdot\), which a priori belongs to \(\text{Conj}(e, e')\), is actually in \(\text{Cyc}(e, e')\). If \(h\) is not invertible, we are done by induction since \(C\) is right-Noetherian and \(e^h\) satisfies the same condition. Hence it is sufficient to prove that, if \(g\) is not invertible, then \(g\) and \(e\) admit a non-invertible common left-divisor.

We observed above that every element \(g\) of \(\text{Conj}(e, -)\) left-divides some power of \(e\), namely \(e^{n_k}\) if \(g\) left-divides \(\Delta^{(k)}(x)\). Hence, it is enough to prove that, if \(g\) is a non-invertible element of \(\text{Conj}(e, -)\) satisfying \(g \not\approx e^n\), then \(g\) and \(e\) admit a non-invertible common left-divisor. We do this by induction on \(n\). Now \(g\) in \(\text{Conj}(e, -)\) implies \(g \not\approx e^g\). So, from \(g \not\approx e^n\) we deduce \(g \not\approx e^g\) for every left-gcd \(g_1\) of \(g\) and \(e^{n-1}\). If \(g_1\) is invertible, we deduce \(g \not\approx e\), and \(g\) is a non-invertible common left-divisor if \(g\) and \(e\). Otherwise, \(g_1\not\approx e\) holds, \(g_1\) is not invertible, and \(g_1\) left-divides \(e^{n-1}\). Then the induction hypothesis implies that \(g_1\) and \(e\), hence a fortiori \(g\) and \(e\), admits a non-invertible common left-divisor. □
1.3 Twisted Conjugacy

We now consider a twisted version of conjugation involving an automorphism of the ambient category. This will be used in Chapter X for applications to Deligne-Lusztig varieties, but also latter in the current chapter for the automorphism \( \phi_\Delta \) associated with a Garside map \( \Delta \). We recall that an automorphism of a category \( C \) is a functor of \( C \) into itself that admits an inverse. Note that, if \( C \) is a left-Ore category, every automorphism of \( C \) naturally extends into an automorphism of the enveloping groupoid \( \text{Conv}(C) \).

**Definition 1.25 (\( \phi \)-conjugacy).** For \( C \) a category and \( \phi \) an automorphism of \( C \), we put \( C_\phi = \bigcup_{x \in \text{Ob}(C)} C(x, \phi(x)) \). For \( e, e' \in C_\phi \), we say that an element \( g \) of \( C \) \( \phi \)-conjugates \( e \) to \( e' \) if \( e\phi(g) = ge' \) holds. The \( \phi \)-conjugacy category \( \text{Conj}_\phi C \) of \( C \) is the category whose object family is \( C_\phi \) and where \( \text{Conj}_\phi C(e, e') \) consists of all triples \( e \xrightarrow{g} e' \) such that \( g \phi \)-conjugates \( e \) to \( e' \), the source (resp. target) of \( e \xrightarrow{g} e' \) being \( e \) (resp. \( e' \)), and the product being defined by

\[
(e \xrightarrow{g} e')(e' \xrightarrow{g'} e'') = e \xrightarrow{gg'} e''.
\]

For \( e \in C_\phi \), the family \( \text{Conj}_\phi C(e, e) \) is called the \( \phi \)-centralizer of \( e \) in \( C \).

Of course \( \phi \)-conjugacy is just conjugacy when \( \phi \) is the identity. Note that the definition of \( \text{Conj}_\phi C(e, e') \) forces the objects of \( \text{Conj}_\phi C \) to belong to some family \( C(x, \phi(x)) \). Lemma 1.4 then extends into

**Lemma 1.27.** Definition 1.25 is legal, that is, \( \text{Conj}_\phi C \) is indeed a category. Moreover, the map \( \pi \) defined by \( \pi(e) = x \) for \( e \in C(x, \phi(x)) \) and by \( \pi(e \xrightarrow{g} e') = g \) on \( \text{Conj}_\phi C \) is a surjective functor of \( \text{Conj}_\phi C \) onto \( C \). For \( e \in C(x, \phi(x)) \), we have

\[
\pi(\text{Conj}_\phi C(e, \cdot)) = \{ g \in C(x, \cdot) \mid g \leq \phi(g) \},
\]

\[
\pi(\text{Conj}_\phi C(\cdot, e')) = \{ g \in C(\cdot, x) \mid ge' \cong \phi(g) \}.
\]

**Proof.** Adapting the arguments is easy. For (1.26), the point is that the conjunction of \( e\phi(g) = ge' \) and \( e\phi(g') = g'e'' \) implies \( e\phi(gg') = gg'e'' \). □

As in the case of ordinary conjugacy, if the ambient category \( C \) is left-cancellative, the data \( e \) and \( g \) determine \( e' \) when \( e\phi(g) = ge' \) holds and, therefore, we can use the simplified notation \( e \xrightarrow{g} \cdot \) for the corresponding element \( e \xrightarrow{g} \cdot \) of \( \text{Conj}_\phi C \).

It turns out that twisted conjugacy in a category \( C \) can be expressed as an ordinary, non-twisted conjugacy in an extended category reminiscent of a semi-direct product of \( C \) by the cyclic group generated by the considered automorphism.

**Definition 1.30 (semi-direct product).** For \( C \) a category and \( \phi \) an automorphism of \( C \), the semi-direct product \( C \rtimes \langle \phi \rangle \) is the category \( C' \) defined by \( \text{Obj}(C') = \text{Obj}(C) \) and \( C' = C \times \mathbb{Z} \), the source of \( (g, m) \) being that of \( g \), its target being that of \( \phi^{-m}(g) \), and the product being given by

\[
(g, m)(h, n) = (g\phi^m(h), m + n).
\]
In practice, the element \((g, m)\) of \(C \times \langle \phi \rangle\) will be denoted by \(g\phi^m\); then the formula for the product in \(C \times \langle \phi \rangle\) takes the natural form

\[(1.32)\quad g\phi^m \cdot h\phi^n = g\phi^m(h)\phi^{m+n}.\]

Definition [1.35] is legal: for \(g\) in \(C(-, y)\) and \(h\) in \(C(z, -)\), the product \(g\phi^m(h)\) is defined if and only if the target \(y\) of \(g\) coincides with the source \(\phi^m(z)\) of \(\phi^m(h)\), that is, if the target \(\phi^{-m}(y)\) of \(g\phi^m\) coincides with the source \(z\) of \(h\phi^n\). Note that the elements 1_\phi actually act like \(\phi^{-1}\) as every element \(g\) of \(C(x, y)\) gives a commutative diagram as on the right.

Together with identity on \(\text{Obj}(C)\), mapping \(g\) to \(g\phi^0\) provides an injective functor of \(C\) into \(C \times \langle \phi \rangle\): building on this, we shall hereafter consider \(C\) as included in \(C \times \langle \phi \rangle\) and identify \(g\phi^0\) (that is, \((g, 0)\)) with \(g\).

**Lemma 1.33.** If \(C\) is a left-cancellative category and \(\phi\) is an automorphism of \(C\):

(i) The category \(C \times \langle \phi \rangle\) is left-cancellative.

(ii) The identity-elements of \(C \times \langle \phi \rangle\) are those of \(C\), whereas its invertible elements are the elements of the form \(\phi e^m\) with \(e\) in \(C^e\), the inverse of \(e\phi^m\) being \(\phi^{-m}(e^{-1})\phi^{-m}\).

(iii) For all \(g, h\) in \(C\) and \(m, n\) in \(\mathbb{Z}\), the relation \(g\phi^m \ll h\phi^n\) holds in \(C \times \langle \phi \rangle\) if and only if \(g \ll h\) holds in \(C\).

We skip the straightforward verifications.

**Lemma 1.34.** Assume that \(C\) is a left-cancellative category, \(\phi\) is an automorphism of \(C\), and \(S\) is a Garside family of \(C\) that is preserved by \(\phi\).

(i) For all \(g_1, g_2\) in \(C\) and \(m, n\) in \(\mathbb{Z}\), the path \(g_1|\langle g_2\phi^m\rangle\) is \(S\)-greedy (resp. \(S\)-normal) in \(C \times \langle \phi \rangle\) if and only if \(g_1|g_2\) is \(S\)-greedy (resp. \(S\)-normal) in \(C\).

(ii) The family \(S\) is a Garside family in \(C \times \langle \phi \rangle\). If \(s_1\cdots s_p\) is an \(S\)-normal decomposition of \(s\) in \(C\), then \(s_1\cdots s_p|\langle s_p\phi^m\rangle\) is an \(S\)-normal decomposition of \(s\phi^m\) in \(C \times \langle \phi \rangle\).

**Proof.** (i) Assume that \(g_1|g_2\) is \(S\)-greedy, \(h\) belongs to \(S\) and, in \(C \times \langle \phi \rangle\), we have \(h \ll f\phi^n\cdot g_1\cdot g_2\phi^m\). The latter relation implies \(h \ll f\phi^n(g_1)\phi^n(g_2)\) in \(C\), whence \(\phi^{-n}(h) \ll \phi^{-n}(f)g_1g_2\). By assumption, \(\phi^{-n}(h)\) lies in \(S\) and \(g_1|g_2\) is \(S\)-greedy, so we deduce \(\phi^{-n}(h) \ll \phi^{-n}(f)g_1\), whence \(h \ll f\phi^n(g_1)\) and \(h \ll f\phi^n \cdot g_1\) in \(C \times \langle \phi \rangle\). So \(g_1|\langle g_2\phi^m\rangle\) is \(S\)-greedy in \(C \times \langle \phi \rangle\). If, moreover, \(g_1\) and \(g_2\) belong to \(S^e\) (in the sense of \(C\)), then \(g_1\) and \(g_2\phi^m\) belong to \(S^e\) (in the sense of \(C \times \langle \phi \rangle\)) and \(g_1|\langle g_2\phi^m\rangle\) is \(S\)-normal in \(C \times \langle \phi \rangle\).

The converse implications are similarly easy. Point (ii) then directly follows.

Here is the new expected connection between twisted conjugacy in a category and ordinary conjugacy in a semi-direct extension of that category.

**Notation 1.35 (family \(S\phi\)).** For \(C\) a category, \(S\) included in \(C\), and \(\phi\) an automorphism of \(C\), we denote by \(S\phi\) the subfamily \(\{g\phi \mid g \in S\}\) of \(C \times \langle \phi \rangle\).
Proposition 1.36 (twisted conjugacy). Assume that \( \mathcal{C} \) is a category and \( \phi \) is an automorphism of \( \mathcal{C} \). For \( e \in C^{\phi}_{\mathcal{C}} \), put \( \iota(e) = e \phi \) and, for \( e \xrightarrow{g} e' \) in \( \text{Conj}_\phi \mathcal{C} \), put \( \iota(e \xrightarrow{g} e') = e \phi \xrightarrow{g} e' \phi \). Then \( \iota \) is an injective functor from \( \text{Conj}_\phi \mathcal{C} \) to \( \text{Conj}(\mathcal{C} \rtimes \langle \phi \rangle) \). The image of \( \text{Obj}(\text{Conj}_\phi \mathcal{C}) \) under \( \iota \) is \( C^{\phi}_{\mathcal{C}} \phi \), whereas the image of \( \text{Conj}_\phi \mathcal{C} \) is the intersection of \( \text{Conj}(\mathcal{C} \rtimes \langle \phi \rangle) \) with \( C^{\phi}_{\mathcal{C}} \phi \times \mathcal{C} \times C^{\phi}_{\mathcal{C}} \).

Proof. Assume that \( e \) belongs to \( \mathcal{C}(x, \phi(x)) \) and \( e \xrightarrow{g} e' \) belongs to \( \text{Conj}_\phi \mathcal{C} \), that is, we have \( e \phi(g) = ge' \). By definition, the source (resp. target) of \( e \xrightarrow{g} e' \) is \( e \) (resp. \( e' \)), whose image under \( \iota \) is \( e \phi \) (resp. \( e' \phi \)). On the other hand, the image of \( e \xrightarrow{g} e' \) under \( \iota \) is \( e \phi \xrightarrow{g} e' \phi \), whose source (resp. target) is \( e \phi \) (resp. \( e' \phi \)). Next, by definition, the equalities

\[
\iota(e) \cdot g = e \phi \cdot g = e \phi(g) \phi = g \cdot e' \phi = g \cdot \iota(e')
\]

hold in \( \mathcal{C} \rtimes \langle \phi \rangle \), which means that \( e \phi \xrightarrow{g} e' \phi \) belongs to \( \text{Conj}(\mathcal{C} \rtimes \langle \phi \rangle) \). Finally, if \( e \xrightarrow{g} e' \) and \( e' \xrightarrow{g'} e'' \) are elements of \( \text{Conj}_\phi \mathcal{C} \), we find

\[
\iota(e \xrightarrow{g} e')(e' \xrightarrow{g'} e'') = (e \phi \xrightarrow{g} e' \phi)(e' \phi \xrightarrow{g'} e'' \phi) = e \phi \xrightarrow{g} e'' \phi = \iota((e \xrightarrow{g} e')(e' \xrightarrow{g'} e'')).
\]

So \( \iota \) is indeed a functor from \( \text{Conj}_\phi \mathcal{C} \) to \( \text{Conj}(\mathcal{C} \rtimes \langle \phi \rangle) \).

By construction, the image of \( \text{Obj}(\text{Conj}_\phi \mathcal{C}) \) under \( \iota \) consists of all pairs \( e \phi \) with \( e \) in \( C^{\phi}_{\mathcal{C}} \) —note that all such pairs belong to \( (\mathcal{C} \rtimes \langle \phi \rangle)^G \) —and the image of \( \text{Conj}_\phi \mathcal{C} \) consists of all triples \( e \phi \xrightarrow{g} e' \phi \) with \( e \phi(g) = ge' \), hence of all elements of \( \text{Conj}(\mathcal{C} \rtimes \langle \phi \rangle) \) that lie in \( C^{\phi}_{\mathcal{C}} \phi \times \mathcal{C} \times C^{\phi}_{\mathcal{C}} \phi \).

Let us denote by \( \text{Conj}(\mathcal{C} \rtimes \langle \phi \rangle) \) the full subcategory of \( \text{Conj}(\mathcal{C} \rtimes \langle \phi \rangle) \) obtained by restricting objects to \( \mathcal{C} \phi \). By definition, an element of the category \( \text{Conj}(\mathcal{C} \rtimes \langle \phi \rangle) \) is a triple of the form \( e \phi^m \xrightarrow{g \phi^m} e' \phi^{m'} \) satisfying \( e \phi^m \cdot g \phi^m = g \phi^{m'} \cdot e' \phi^{m'} \), hence in particular \( m = m' \). It follows that \( \text{Conj}(\mathcal{C} \rtimes \langle \phi \rangle) \) is a union of connected components of \( \text{Conj}(\mathcal{C} \rtimes \langle \phi \rangle) \) and, therefore, many properties transfer from \( \text{Conj}(\mathcal{C} \rtimes \langle \phi \rangle) \) to \( \text{Conj}(\mathcal{C} \phi) \). In particular, we obtain

Proposition 1.37 (Garside in twisted). Assume that \( \mathcal{C} \) is a left-cancellative category, \( S \) is a Garside family in \( \mathcal{C} \), and \( \phi \) is an automorphism of \( \mathcal{C} \) that preserves \( S \). Then the family of all elements \( e \xrightarrow{\phi} \) of \( \text{Conj}_\phi \mathcal{C} \) with \( s \) in \( S \) is a Garside family in \( \text{Conj}_\phi \mathcal{C} \).

Proof. By Lemma I.4.3, \( S \) is a Garside family in \( \mathcal{C} \rtimes \langle \phi \rangle \). By Corollary I.14, we deduce that the family of all elements \( e \phi^m \xrightarrow{g \phi^m} \) of \( \text{Conj}(\mathcal{C} \rtimes \langle \phi \rangle) \) with \( s \) in \( S \) is a Garside family in \( \text{Conj}(\mathcal{C} \rtimes \langle \phi \rangle) \) and, therefore, that the family \( \tilde{S} \) of all elements \( e \phi^s \xrightarrow{g \phi^s} \) of \( \text{Conj}(\mathcal{C} \phi) \) with \( s \) in \( S \) is a Garside family in \( \text{Conj}(\mathcal{C} \phi) \). Next, \( C \) is closed under right-quotient in \( C \phi \), hence \( \iota(\text{Conj}_\phi \mathcal{C}) \) is closed under right-quotient in \( \text{Conj}(\mathcal{C} \phi) \), and it includes \( \tilde{S} \). By Corollary VII.2.13 (closed under right-quotient), we deduce that \( \tilde{S} \) is a Garside family in \( \iota(\text{Conj}_\phi \mathcal{C}) \). Applying \( \iota^{-1} \), we deduce that \( \iota^{-1}(\tilde{S}) \), which consists of all \( e \xrightarrow{\phi} \) in \( \text{Conj}_\phi \mathcal{C} \) with \( s \) in \( S \), is a Garside family in \( \text{Conj}_\phi \mathcal{C} \).
The functor $\iota$ need not be full in general. However, we have:

**Proposition 1.38 (functor $\iota$ full).** If $\phi$ is an automorphism of a category $C$ and $C$ is a groupoid, or $\phi$ has finite order, then the functor $\iota$ of Proposition 1.36 is full.

**Proof.** We have to prove that, for $e \in C$, the conjugation of $e\phi$ by a power of $\phi$ can be done by an element of $C$. Since we have $(e\phi)^{\phi^{-1}} = (e\phi)^e$, the property is true for negative powers of $\phi$, which gives the result when the order of $\phi$ is finite. If $C$ is a groupoid, we obtain the result using $(e\phi)^{\phi^0} = (e\phi)^{\phi^{-1}(e^{-1})}$.

To conclude this section, we now consider a twisted version of cyclic conjugacy. Here we just mention a few results without formal statements and proofs. So assume that $C$ is a left-cancellative category, and $\phi$ is a finite order automorphism of the category $C$. Then, we define $\mathcal{Cyc}_C\phi$ as the subcategory of $\text{Conj}_C\phi$ generated by the elements $e \xrightarrow{\phi} \text{Conj}_C\phi$ satisfying $g < e$, or equivalently, if $C$ is cancellative, by the elements $- \xrightarrow{\phi} e'$ of $\text{Conj}_C\phi(e, e')$ satisfying $e' \succcurlyeq \phi(g)$. By Proposition 1.38 the functor $\iota$ of Proposition 1.36 identifies $\mathcal{Cyc}_C\phi$ with the family of elements of $\mathcal{Cyc}(\mathcal{C} \rtimes \langle \phi \rangle)(e\phi, e'\phi)$ that lie in $C$. To simplify notation, we will denote by $\mathcal{Cyc}_\phi C(e\phi, e'\phi)$ the latter family. If $C$ is right-Noetherian and admits conditional right-lcms, then the same holds for $C \rtimes \langle \phi \rangle$. If $S$ is a Garside family in $C$ that is preserved by $\phi$, translating Proposition 1.21 to the image of $\iota$ and then to $\mathcal{Cyc}_C\phi$, we obtain that the family $\{ e \xrightarrow{\phi} \cdot \in \text{Conj}_C\phi \mid g \preceq e \text{ and } g \in S \}$ is a Garside family in $\mathcal{Cyc}_C\phi$.

Similarly, Proposition 1.20 says in this context that the family $\{ e \xrightarrow{\phi} \cdot \in \text{Conj}_C\phi \mid g \preceq e \}$ is a Garside family in $\mathcal{Cyc}_C\phi$, which is bounded by the Garside map $\Delta$ that maps the object $e$ to the element $e \xrightarrow{\phi} \cdot$ of $\mathcal{Cyc}_C\phi(e, \phi(e))$; the associated functor $\phi_\Delta$ is $\phi$.

Then Proposition 1.23 says that, under the assumptions of Proposition 1.21, the subcategory $\mathcal{Cyc}_C\phi$ of $\text{Conj}_C\phi$ is closed under left-gcd.

Finally, Proposition 1.24 says that, if $C$ is left-cancellative, right-Noetherian, if $\Delta$ is a Garside map in $C$ and $\phi$ is an automorphism that preserves the family $\text{Div}(\Delta)$, then, for all $e, e' \preceq C$ satisfying $\Delta \preceq (\phi)^{\Delta}$ for some $n$, the equality $\mathcal{Cyc}_C\phi(e, e') = \text{Conj}_\phi C(e, e')$ holds.

For an example, we refer to Figure 1 which represents the connected component of the braid $\beta = \sigma_2\sigma_1\sigma_2\sigma_1 \sigma_2 \sigma_1$ in the category of twisted cyclic conjugation in the 6-strand braid monoid $B_6^6$ when $\phi$ is the flip automorphism that maps $\sigma_i$ to $\sigma_{i-1}$ for every $i$. The braid $\beta$, hence also all its conjugates, is a twisted cubic root of $\Delta_6$. By Proposition 1.24 (twisted), cyclic conjugation is the same as (twisted) conjugation for such elements, that is, the equality $\mathcal{Cyc}_C\phi(e, e') = \text{Conj}_\phi C(e, e')$ holds. Note that $\phi$ is equal to the automorphism $\phi_\Delta$ that stems from the Garside element $\Delta_6$. Then, at the expense of considering that $\beta$ in the figure represents $\beta\Delta_6$, which is a cubic root of $\Delta_6^6$, we can also see the figure as depicting (non-twisted) conjugacy (equal to cyclic conjugacy) of these elements. With the same notation as above we have $\mathcal{Cyc}_C(e\Delta, e'\Delta) = \text{Conj}_\phi C(e\Delta, e'\Delta)$.
1.4 An example: ribbon categories

Our aim is to study the simultaneous conjugacy of those submonoids of a reference monoid \( M \) that are generated by sets of atoms (in a context where this makes sense). A natural conjugacy category arises, whose objects are the conjugates of some fixed submonoid generated by a set of atoms, and we call it a ribbon category. The seminal example is a monoid of positive braids \( B^+_n \), in which case the geometric notion of a ribbon as explained in Reference Structure 7, page 20 arises.

Our current development takes place in a general context that we describe now.

**Context 1.39.** \( M \) is a (left- and right-) cancellative monoid that is right-Noetherian, generated by its atoms and its invertible elements, and admits conditional right-lcms;
- \( S \) is a Garside family in \( M \);
- \( A \) is the set of atoms of \( M \);
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• \( \mathcal{P}(A) \) is the powerset of \( A \), that is, the collection of all sets of atoms of \( M \);
• for \( I \) a set of atoms, \( M_I \) is the submonoid of \( M \) generated by \( I \).
• \( J \) is a subset of \( \mathcal{P}(A) \) stable by conjugacy.

By Proposition 1.2.58 (atoms generate), if \( M \) is Noetherian, then \( M \) is automatically generated by its atoms and \( M^n \). Note that, as \( M_I \) is generated by a set of atoms, it contains no nontrivial invertible element and \( I \) is the complete atoms set of \( M \).

Stable by conjugacy in the above means that whenever \( I \) in \( \mathcal{J} \) and \( g \) in \( M \) are such that, for every \( s \) in \( I \), there exists \( t \) in \( M \) satisfying \( sg = gt \), the set \( \{ s^g \mid s \in I \} \), written \( I^g \), is again in \( \mathcal{J} \). Note that it is not true in general that the conjugate of an atom is an atom. However, this is true if \( M \) has a presentation with generating set \( A \) and homogeneous relations, or, equivalently, it admits an additive length function—that is, \( \lambda(gh) = \lambda(g) + \lambda(h) \) always holds—with atoms of length 1. An example where this assumption holds is the case of classical or dual Artin-Tits monoids (Reference Structure 2, page 5 and Reference Structure 3, page 10). Then a conjugate of a subset of \( A \) is a subset of \( A \).

Example 1.40 (Coxeter system). Assume that \( (W,S) \) is a Coxeter system (see Chapter IX). Let \( B^+ \) be the corresponding Artin-Tits monoid and let \( A \) be its set of atoms. Then \( B^+ \) is cancellative, Noetherian, admits conditional right- and left-lcms and it has a distinguished Garside family, namely the canonical lift \( W \) of \( W \) in \( B^+ \), which consists of the elements whose length with respect to \( A \) is equal to the length of their image in \( W \) with respect to \( S \) (see Chapter IX). Then taking \( B^+ \) for \( M \) and \( \mathcal{P}(A) \) for \( \mathcal{J} \) provides a typical example for Context 1.39. The corresponding ribbon category, as defined below, will be used in Chapter IX where parabolic Deligne-Lusztig varieties will be associated to elements of the ribbon category and morphisms between these varieties will be associated to the cyclic conjugacy category of the ribbon category.

Definition 1.41 (category \( \text{Conj}(M, \mathcal{P}(A)) \)). In Context 1.39 for \( I, J \) in \( \mathcal{J} \), we denote by \( \text{Conj}(M, \mathcal{J})(I, J) \) the family of all pairs \( I \to J \) satisfying \( I^g = J \), and by \( \text{Conj}(M, \mathcal{J}) \) the category whose objects are the elements of \( \mathcal{J} \) and whose elements are in some family \( \text{Conj}(M, \mathcal{J})(I, J) \), the source (resp. target) of \( I \to J \) being defined to be \( I \) (resp. \( J \)).

Thus \( \text{Conj}(M, \mathcal{J}) \) is the family of all connected components of the simultaneous conjugacy category in \( M \) of \( \mathcal{J} \). Note that, if \( I \to g \) - lies in \( \text{Conj}(M, \mathcal{J}) \), the map \( s \mapsto s^g \) is a bijection from \( I \) onto \( I^g \), being injective thanks to the right-cancellativity of \( M \). It is easy to extend Corollary 1.1.13 to our situation to show that the set \( \widehat{S} = \{ I \to g \mid g \in S \} \) is a Garside family in \( \text{Conj}(M, \mathcal{J}) \) (see Exercise 95).

More conditions will have to be assumed to hold in the sequel. For \( I \) included in \( \mathcal{J} \), we shall consider the following conditions:

Condition 1.42 (\( M_I \) closed under right-lcm). The submonoid \( M_I \) is weakly closed under right-lcm and closed under right-quotient.

Remark 1.43. In the case of an Artin–Tits monoid, Condition 1.42 is always satisfied, as can be proved using Corollary IX.1.12 and Proposition IX.1.13. In general, by contrast, Condition 1.42 is true only for some \( I \) as shows the following example: consider the dual braid monoid \( B_4^+ \) (Reference Structure 3, page 10) in the braid group on four strands,
and take for \( I \) the set \( \{a_{1,3}, a_{2,4}\} \); these two atoms generate a free monoid, and it does not contain the right-lcm \( \Delta^*_M \) of \( a_{1,3} \) and \( a_{2,4} \).

When Condition 1.42 is satisfied for a subfamily \( I \) of \( A \), then every element \( g \) of \( M \) has a unique maximal left-divisor in \( M_I \), which we denote by \( H_I(g) \). Existence is given by Proposition VII.1.21 (head-subcategory) since \( M_I \), being weakly closed under right-lcm, is closed under right-comultiple, whereas uniqueness comes from the fact that two such maximal left-divisors differ by right-multiplication by an invertible element which has to be in \( M_I \) since \( M_I \) is closed under right-quotient, so is trivial. We denote by \( T_I(g) \) the element defined by \( g = H_I(g)T_I(g) \).

**Definition 1.44 (\( I \)-reduced).** An element \( g \) of \( M \) is called \( I \)-reduced if it is left-divisible by no nontrivial element of \( M_I \), or, equivalently, if \( H_I(g) = 1 \) holds.

**Definition 1.45 (ribbon category).** The ribbon category \( \text{Rib}(M, J) \) is the subcategory of \( \text{Conj}(M, J) \) generated by the elements \( I \xrightarrow{g} - \) such that \( g \) is \( I \)-reduced.

**Example 1.46 (ribbon category).** In the \( n \)-strand braid monoid \( B_n^+ \) (Reference Structure [2], page 5) with \( J = \{\{\sigma_i\} \mid i < n\} \), an \((i, j)\)-ribbon as defined in Reference Structure [2], page 20 is an element of \( \text{Rib}(B_n^+, J) \) provided it is not left-divisible by \( \sigma_i \).

That the above class of elements is closed under composition and right-lcm is the object of (ii) and (iii) in the next proposition; (i) is a motivation for restricting to \( I \)-reduced elements by showing that we lose nothing in doing so.

**Proposition 1.47 (composition in \( \text{Rib}(M, J) \)).** In Context 1.39 assume that Condition 1.42 is satisfied for every \( I \) in \( J \).

(i) Given \( I \) in \( J \) and \( g \) in \( M \), the pair \( I \xrightarrow{g} - \) lies in \( \text{Conj}(M, J) \) if and only if \( H_I(g) \) conjugates \( I \) to a subset \( I^{H_I(g)} \) of \( I \) and \( T_I(g) \) conjugates \( I^{H_I(g)} \) to a subset \( I^g \) of \( A \).

(ii) If \( I \xrightarrow{g} J \) belongs to \( \text{Rib}(M, J) \), then \( H_I(gh)^g = H_J(h) \) holds for every \( h \) in \( M \). In particular, for \( I \xrightarrow{g} - \) in \( \text{Rib}(M, J) \) and \( I^g \xrightarrow{g} - \) in \( \text{Conj}(M, J) \), the pair \( I \xrightarrow{gh} - \) belongs to \( \text{Rib}(M, J) \) if and only if \( I^g \xrightarrow{gh} - \) belongs to \( \text{Rib}(M, J) \).

(iii) If two elements \( I \xrightarrow{g} - \) and \( I \xrightarrow{g'} - \) of \( \text{Conj}(M, J) \) are \( I \)-reduced and admit a right-lcm, then this right-lcm is \( I \)-reduced as well.

Note that, if the right-lcm involved in (iii) above is \( I \xrightarrow{h} - \) then, by Lemma 1.10, \( h \) must be a right-lcm of \( g \) and \( g' \) in \( M \).

**Proof.** (i) We first prove that, if \( s \) lies in \( I \) and \( k \) in \( J \), then \( s^{M_I(g)} \) lies in \( I \). This will prove the result in one direction. The converse is obvious. Now, by assumption, we have \( sg = gs' \) for some \( s' \) belonging to \( J \). If \( s \ll g \) holds, let \( k \) be the largest integer such that \( s^k \) left-divides \( g \), which exists since \( M \) is right-Noetherian. We write \( g = s^kg' \), whence \( sg' = g's' \) by left-cancellation. We have \( H_I(g) = s^kH_I(g') \) and we are left with the case when \( s \) does not left-divide \( g \).

In that case, since \( M_I \) is weakly closed under right-lcm, the elements \( s \) and \( H_I(g) \) have a right-lcm in \( M_I \) that divides \( sg \) hence \( g's' \), and can be written \( sh = H_I(g)f \), with \( f \) non-invertible and \( h \) in \( M_I \). Left-cancelling \( s \) in \( sh \ll sg \), we obtain that...
h divides g, so divides \( H_I(g) \). Let us write \( H_I(g) = hh' \) with \( h' \) in \( M_I \); we have \( sh = H_I(g)f = hh'f \). By the fifth item of Context 1.39, \( h'f \) is an atom, thus \( h' \) is invertible, hence equal to 1, and \( f \) is an atom. We thus obtain \( sH_I(g) = sh = H_I(g)f \), which is the expected result since \( f \) is an atom of \( M_I \) so it is in \( I \).

(ii) We prove by induction on \( k \) that, for \( s_1, \ldots, s_k \) in \( I \), we have \( s_1 \cdots s_k \preceq gh \) if and only if we have \( (s_1 \cdots s_k)^\theta \preceq h \). This will prove (ii) since, the conjugation by \( g \) being surjective from \( I \) onto \( J \), we can write \( H_I(h) \) as \( (s_1 s_2 \cdots s_k)^\theta \) with \( s_i \) in \( I \) for all \( i \). To start the induction, consider a pair \( (s, s') \) with \( s' = s^\theta \) in \( I \times J \). Then \( s \not\in g \) together with \( gs' = sg \) imply that \( sg \) is a common multiple of \( s \) and \( g \) which has to be a right-lcm since \( s' \) is an atom. So \( s \equiv gh \) is equivalent to \( gs' \equiv gh \), that is, \( s^\theta \equiv h \), whence the result in the case \( k = 1 \). For a general \( k \), if \( s_1 \cdots s_k \preceq gh \) holds, we use the induction hypothesis to obtain \( (s_1 \cdots s_{k-1})^\theta \preceq h \). This can be written \( gh = s_1 \cdots s_{k-1}gh_1 \) for some \( h_1 \) in \( M \). We then have \( s_k \not\subseteq gh_1 \). By the result for \( k = 1 \) we deduce \( s_k^\theta \not\subseteq h_1 \), whence the result.

(iii) We claim that a stronger statement is actually true, namely that, if we have \( g \preceq h \) for some \( g \in Conj(M, J)(I, \cdot) \) and \( h \in M \), then \( T_I(g) \) left-divides \( T_I(h) \). Then, in the situation of (iii), we obtain that \( T_I(h) \) is a common multiple of \( g \) and \( g' \), which implies \( h \preceq T_I(h) \), whence \( H_I(h) = 1 \).

Let us prove our claim. Dividing \( g \) and \( h \) by \( H_I(g) \) and replacing \( I \) by \( I^{H_I(g)} \), we may as well assume \( H_I(g) = 1 \) since \( (I^{H_I(g)})^{T_I(g)} = I^g \) always holds. We write \( h = gg_1 \) and \( J = I^g \). By (ii), we have \( H_I(h)^\theta = H_J(g_1)^\theta \), whence

\[ H_I(h)g = gH_J(g_1) \preceq gg_1 = h = H_I(h)T_I(h). \]

Left-cancelling \( H_I(h) \), we obtain \( g \preceq T_I(h) \), which is what we want since \( g = T_I(g) \) is true. \( \square \)

The next result shows that \( (\widehat{S} \cap Rib(M, J)) \cup Rib(M, J)^\times \) generates \( Rib(M, J) \).

**Proposition 1.48 (Normal decomposition in \( Rib(M, J) \)).** In Context 1.39 and provided Condition 1.42 is satisfied for every \( I \) in \( J \), all entries in a normal decomposition of an element of \( Rib(M, J) \) in \( Conj(M, J) \) belong to \( Rib(M, J) \).

**Proof.** Let \( I \not\rightarrow \) belong to \( Rib(M, J) \) and let \( I \xrightarrow{g_1 \cdots g_q} \) be a normal decomposition of this element in \( Conj(M, J) \). By Corollary 1.47, \( g_1 \cdots g_q \) is a normal decomposition in \( M \). Applying Proposition 1.47(ii) with \( g_1 \cdots g_{i-1} \) for \( g \) and \( g_1 \cdots g_q \) for \( h \), we obtain \( H_{I^{g_1 \cdots g_{i-1}}} (g_1 \cdots g_q) = H_I(g)^{g_1 \cdots g_{i-1}} = 1 \), whence the result. \( \square \)

By Proposition 1.47(ii), the subcategory \( Rib(M, J) \) of \( Conj(M, J) \) is closed under right-quotient. Proposition 1.48(2) (recognizing compatible \( I \)), whose other assumptions are satisfied by Proposition 1.48 then implies

**Corollary 1.49 (Garside in \( Rib(M, J) \)).** In Context 1.39 and provided Condition 1.42 is satisfied for every \( I \) in \( J \), the set \( \widehat{S} \cap Rib(M, J) \), that is,

\[ \{ I \not\rightarrow, g \in Conj(M, J) \mid g \in \widehat{S} \text{ and } H_I(g) = 1 \} \]

is a Garside family in \( Rib(M, J) \).
We now show that, under some additional assumptions, the above Garside family in \( \text{Rib}(M, I) \) is bounded by a Garside map when the Garside family \( S \) is bounded.

If we do not assume that \( M \) contains no nontrivial invertible elements, we lose the unicity of \( H_I \) but not its existence. In this case, for \( g \in M \) we denote by \( H_I(g) \) some chosen maximal left-divisor of \( g \) lying in \( M_I \).

If \( S \) is bounded by a Garside map \( \Delta \), we put \( \Delta_I = H_I(\Delta) \).

**Lemma 1.50.** In Context 1.39 and assuming that Condition 1.42 is satisfied for every \( I \) in \( \mathcal{I} \), the monoid \( M \) is left-Noetherian (thus Noetherian), and \( S \) is bounded by a Garside map \( \Delta \), then, for every \( I \) in \( \mathcal{I} \), the element \( \Delta_I \) is a right-Garside element in \( M_I \).

**Proof.** The set \( S \cap M_I \) generates \( M_I \), hence also does \( \text{Div}(\Delta) \cap M_I \). As \( M \) is left-Noetherian, Proposition V.2.35 (bounded implies gcd) implies that \( M \) admits right-lcms. The set \( \text{Div}(\Delta) \cap M_I \) is weakly closed under right-lcm in \( M \) since \( M_I \) is, and it is closed under right-quotient since \( M_I \) and \( \text{Div}(\Delta) \) are both closed under right-quotient. This implies that \( \text{Div}(\Delta) \cap M_I \) is closed under right-complement in \( M_I \) and Corollary IV.2.29 (recognizing Garside, right-lcm case) implies that \( \text{Div}(\Delta) \cap M_I \) is a Garside family in \( M_I \) (here we use the fact that \( M_I \) has no nontrivial invertible elements).

Now the divisors of \( \Delta \) which are in \( M_I \) are by definition of \( H_I \) the divisors of \( \Delta_I \) in \( M_I \). Hence \( \text{Div}(\Delta) \cap M_I \) is closed under left-divisor in \( M_I \) and we obtain the result by Proposition V.1.20 (right-Garside map) applied in \( M_I \) (here again we use that \( M_I^\times \) is trivial).

If \( M \) is Noetherian and \( S \) is bounded by a Garside map \( \Delta \), we denote by \( \phi_I \) the functor \( \phi_\Delta \) associated to \( \Delta_I \) as in Proposition V.1.28 (functor \( \phi_\Delta \)). We are now interested in the case where \( \phi_I \) is surjective, hence bijective (it is injective since \( M \) is right-cancellative). This is equivalent to \( \Delta_I \) being a Garside element by Proposition V.2.17 (automorphism). We introduce one more property.

**Condition 1.51 (\( \phi_I \) bijective).** We assume that \( M \) is Noetherian, the Garside family \( S \) is bounded by a Garside element \( \Delta \), and, for every \( I \) in \( \mathcal{I} \), the functor \( \phi_I \) is bijective on \( M_I \).

By the fifth item of Context 1.39, \( \phi_I \) maps an atom to an atom. Hence its surjectivity on the set \( I \) of atoms of \( M_I \) is equivalent to its surjectivity on \( M_I \). Since \( \phi_I \) is injective, the above assumption is then equivalent to \( \phi_I \) being bijective on \( I \). Condition 1.51 is satisfied in particular when \( I \) is finite. This is the case for example if \( M \) is a classical or dual Artin-Tits monoid of spherical type, or the semi-direct product of an Artin-Tits monoid of spherical type by an automorphism.

**Proposition 1.52 (Garside map in \( \text{Rib}(M, I) \)).** In Context 1.39 and provided Conditions 1.32 and 1.51 are satisfied for every \( I \) in \( \mathcal{I} \), the map \( \Delta \) defined for \( I \) included in \( \mathcal{A} \) by \( \Delta(I) = I \xrightarrow{\Delta_I^{-1}} \phi_\Delta(I) \) is a Garside map in the category \( \text{Rib}(M, I) \).
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Proof. The bijectivity of \( \phi_I \) and Proposition 1.47(i) show that the conjugation by \( T_1(\Delta) = \Delta^{-1}I \Delta \) is defined on \( I \). Hence \( \Delta^{-1}I \) is an element of \( \hat{S} \cap \text{Rib}(M, J) \). We first show that every pair \( I \xrightarrow{f} J \in \hat{S} \cap \text{Rib}(M, J) \) left-divides \( I \xrightarrow{\Delta^{-1}I} J \), which is equivalent to \( \Delta f \) left-divides \( \Delta J \). Since \( \Delta f \) divide \( \Delta J \), their right-lcm \( \delta \) left-divides \( \Delta J \). We claim that \( \delta \) is equal to \( \Delta f \). Let us write \( \delta = fg \). We have \( fg \preceq \Delta f \Delta J \text{ whence } g \preceq \Delta J \). By definition of \( \delta = fg \), we have \( \Delta f \preceq fg \); from this and \( fg \preceq \Delta J \), we deduce \( H_1(fg) = \Delta J \).

From Proposition 1.47 applied to the product \( fg \), we obtain \( \Delta f = H_1(fg) = H_2(g) \).

Putting things together, we deduce \( g = H_2(g) = \Delta J \), whence \( \delta = fg = f\Delta J = \Delta f \), which is our claim. We have proved that the collection of elements of the proposition defines a right-Garside map in \( \text{Rib}(M, J) \). Note for future reference that, since \( g \) right-divides \( \Delta J \), it also left-divides \( \Delta J \), as \( g \) lies in \( M, J \), we conclude that \( g \), which is \( \Delta J \), left-divides \( \Delta J \).

To see that \( \Delta (I) \) is a Garside map, it remains to show that every element \( I \xrightarrow{f} J \in \hat{S} \cap \text{Rib}(M, J) \) right-divides \( \Delta^{-1}J \phi_{\Delta}(f) \Delta \), which is equivalent to \( f \Delta J \) right-dividing \( \Delta \) since \( \phi_{\Delta} \) is an automorphism, hence maps \( \Delta^{-1}_{\phi_{\Delta}}(J) \) to \( \Delta J \). This in turn is equivalent to \( f \Delta J \) left-dividing \( \Delta \) since \( \Delta \) is a Garside element. The result is then a consequence of the following lemma and of the fact that \( \Delta J \) divides \( \Delta \) as we have seen in the first part of the proof.

Lemma 1.53. In Context 1.39 and provided Conditions 1.42 and 1.51 are satisfied for every \( I \in \mathcal{J} \), for every pair \( I \xrightarrow{f} J \) in \( \text{Rib}(M, J) \), we have \( \Delta J = \Delta f \), that is, equivalently, \( f \Delta J = \Delta f \).

Proof. It is sufficient to prove the property for \( I \xrightarrow{f} J \) in \( \hat{S} \cap \text{Rib}(M, J) \). Since \( \Delta J \) left-divides \( \Delta \), we can write \( \Delta = \Delta f \Delta f_1 \) for some \( f_1 \). Since \( \Delta \) conjugates \( I \) to \( \phi_{\Delta}(I) \) and \( \Delta J \) conjugates \( I \) surjectively to itself which is in turn conjugated by \( f \) surjectively to \( J \), we obtain that \( f_1 \) conjugates \( J \) surjectively to \( \phi_{\Delta}(I) \). In other words, \( f_1 \) defines an element \( J \xrightarrow{f_1} \phi_{\Delta}(I) \) of \( \text{Conj}(M, J) \). This element actually belongs to \( \text{Rib}(M, J) \); by Proposition 1.47(ii), we have \( H_2(f_1) = H_1(f f_1)^{-1} = 1 \), the last equality by \( H_1(\Delta) = H_1(\Delta f f_1) = \Delta J \). By the first part of the proof of the proposition applied with \( J \) and \( f_1 \) respectively instead of \( I \) and \( f \), we obtain \( \Delta J \preceq \Delta_{\phi_{\Delta}}(I) \). Assume for a contradiction the strict left-divisibility relation \( \Delta J \prec \Delta \). Putting things together, we obtain \( \Delta J \prec \Delta_{\phi_{\Delta}}(I) \). But we have \( \Delta J f_1 \Delta J = \Delta_{\phi_{\Delta}}(I) \), hence we obtain the strict divisibility relation \( \Delta_{\phi_{\Delta}}(I) \prec \Delta_{\phi_{\Delta}}(I) \), a contradiction.

We now want to describe the atoms of the ribbon category \( \text{Rib}(M, J) \). We will do it under the following assumption, which makes sense in context 1.39.

Condition 1.54. For every \( I \in \mathcal{J} \) and every atom \( s \) in \( M \), there exists a set \( J \) of representatives of the \( =^\ast \) -class of atoms of \( M \) that left-divide the right-lcm of \( s \) and \( \Delta J \) satisfying:

(i) The monoid \( M_J \) is weakly closed under right-lcm and closed under right-quotient,

(ii) The family \( \text{Div}(\Delta J) \) is included in \( \text{Div}(\Delta J) \) and \( \Phi_J \) is bijective,

(iii) The element \( \Delta J \) left-divides the right-lcm of \( s \) and \( \Delta J \).
Note that, by Proposition VII.1.21 (head-subcategory), when condition (i) is satisfied, \( \Delta \) exists as explained below in Remark 1.43. The inclusion condition in (ii) is satisfied in particular if \( M \) is Noetherian by Lemma 1.50, which can be applied in context 1.39, and asserts that then \( \Delta \) is a right-Garside element.

Note also that Condition 1.54 is satisfied in all Artin-Tits monoids of spherical type (see Chapter IX): we have already seen that Conditions 1.42 and 1.51 hold for every subset \( J \) of the atoms. As for Condition 1.54(iii), it is satisfied in Artin-Tits monoids of spherical type since, in such a monoid, the set \( J \) is equal to \( I \cup \{ s \} \).

Condition 1.54 is also true in all quasi-Garside dual braid monoids. To show this we first prove two lemmas.

**Lemma 1.55.** Assume that \( M \) is a quasi-Garside monoid with Garside element \( \Delta \) such that, for every \( f \) in \( \text{Div}(\Delta) \), the left- and right-divisors of \( f \) coincide and such that the square of any atom does not divide \( \Delta \).

(i) For every \( f \) in \( \text{Div}(\Delta) \) and every decomposition of \( f \) as a product \( a_1 \cdots a_k \) of atoms, \( f \) is a right-lcm of the family \( \{a_1, \ldots, a_k\} \). In particular, \( f \) is the right-lcm of the family of all atoms dividing it.

(ii) For \( f \) and \( g \) in \( \text{Div}(\Delta) \), if \( fg \) lies in \( \text{Div}(\Delta) \), then \( fg \) is the right-lcm of \( f \) and \( g \).

(iii) For \( f \) and \( g \) in \( \text{Div}(\Delta) \), if \( fg \) and \( gf \) lie in \( \text{Div}(\Delta) \), then we have \( fg = gf \).

**Proof.** Points (ii) and (iii) are immediate consequences of (i). We prove (i) using induction on \( k \). We do not have to distinguish between left- and right-divisibility for elements of \( \text{Div}(\Delta) \). Since \( a_k^2 \) does not divide \( \Delta \), it does not divide the product \( a_1 \cdots a_k \). Hence \( a_k \) does not divide \( a_1 \cdots a_{k-1} \). Hence every right-lcm of \( a_k \) and \( a_1 \cdots a_{k-1} \) is a strict right-multiple of \( a_1 \cdots a_{k-1} \) that has to divide \( a_1 \cdots a_k \), hence is equal to \( a_1 \cdots a_k \) up to an invertible element since \( a_k \) is an atom. We deduce the result since, by induction, \( a_1 \cdots a_{k-1} \) is a right-lcm of \( \{a_1, \ldots, a_{k-1}\} \).

**Lemma 1.56.** Under the assumptions of Lemma 1.55, for every \( \delta \) in \( \text{Div}(\Delta) \), the monoid generated by the divisors of \( \delta \) is closed under left- and right-quotient and left- and right-lcm. It is a quasi-Garside monoid with Garside element \( \delta \).

**Proof.** By definition, the family \( \text{Div}(\delta) \) of all divisors of \( \delta \) is closed under left- and right-quotient and left- and right-lcm in \( M \). Hence \( \text{Div}(\delta) \) is closed under right-diamond in \( \text{Div}(\Delta) \). By assumption, the ambient monoid \( M \) admits conditional right-lcms, it is Noetherian, and it contains no nontrivial invertible element. By Proposition VII.1.13 (generated subcategory, right-lcm case), the submonoid \( M_1 \) generated by \( \text{Div}(\delta) \) is closed under right-diamond, hence under right-lcm, and under left-lcm as well since we are in a context where left- and right-divisibility coincide. Then \( \text{Div}(\delta) \) is a Garside family in \( M_1 \).

In the following result, the notion of dual braid monoids refers to Definitions IX.2.2 and IX.3.11 below. The family of dual braid monoids that are Garside or quasi-Garside monoids contains the dual braid monoids of complex reflection groups (hence in particular of finite Coxeter groups) and of Coxeter groups of type \( \tilde{A}_n \) and \( \tilde{C}_n \).

**Proposition 1.57 (dual braid monoids).** Assume that \( M \) is a dual braid monoid that is a Garside or quasi-Garside monoid. Then Condition 1.54 is satisfied in Context 1.39 if
Condition $[1.42]$ is satisfied for every $I$ in $\mathcal{J}$. Moreover, with the notation as in Condition $[1.54]$ one has $\Delta_J = \text{lcm}(I, s)$.

Proof. In a dual braid monoid, there is no non-trivial invertible element and right- and left-divisibility coincide. Hence the monoids considered here satisfy the assumptions of Lemma $[1.55]$. Let $I$ belong to $\mathcal{J}$, let $s$ be an atom, and let $J$ be the set of atoms dividing the right-lcm $\delta$ of $\Delta_J$ and $s$. By Lemma $[1.55]$, $\delta$ is the lcm of $J$. By Lemma $[1.56]$, $M_J$ is a quasi-Garside monoid with Garside element $\delta$ and it is closed under divisor and lcm. Thus Condition $[1.54]$(i) is satisfied. Condition $[1.54]$(ii) is satisfied as well since the right- and left-divisors of $\Delta_J$ coincide. Hence the monoids considered here satisfy the assumptions of Proposition 1.59 ($s$ satisfied for every $I$, $\Delta_J$ the conjugation of $v$ in $\mathcal{J}$, and $\Delta_J$ is a quasi-Garside monoid with Garside element $\delta$.

Notation 1.58. Under Condition $[1.54]$, when $\Delta_J$ is different from $\Delta_I$ (that is, when $s$ does not divide $\Delta_J$) the element $\Delta_J^{-1}\Delta_I$ is denoted by $v(J, I)$.

Since $\Delta_J^{-1}$ conjugates $I$ to itself and $\Delta_J$ conjugates $M_J$ to itself, the element $v(J, I)$ conjugates $I$ into $M_J$, hence into $J$ by the fifth item in Context $[1.39]$. Moreover, we have $H_I(v(J, I)) = 1$ since $\Delta_J$ left-divides $\Delta_J$. Hence $I \xrightarrow{v(J, I)} \phi_J(I)$ is an element of $\text{Rib}(M, J)$.
i = p, taking for t an atom dividing g since then we have \( t \leq g \leq \Delta^0 g \). Such an atom t, which exists since M is generated by its atoms and its invertible elements does not lie in \( M_I \) since \( H_I(g) = 1 \). Similarly, every atom \( t' \) satisfying \( t' \leq v(J, I) \) does not lie in \( M_I \), hence the induction can go on as long as \( i - 1 \) is positive.

We deduce (ii) from the proof of (i): every element \( I \xrightarrow{\phi} I^g \) in \( \text{Rib}(M, \mathcal{J}) \) satisfies the assumption of (i) for \( p = \|g\|_S \), whence the result since, in the proof of (i), we have seen that \( g \) is a product of some elements \( v(J, K) \).

In this way, we obtained a complete description of the normalizer of a submonoid \( M_I \) in a monoid \( M \). Indeed, Proposition 1.59 immediately implies:

**Corollary 1.60 (normalizer).** Under the assumptions of Proposition 1.59 the normalizer of \( M_I \) in \( M \) identifies with the family \( \text{Rib}(M, \mathcal{J})(I, I) \) in the ribbon category \( \text{Rib}(M, \mathcal{J}) \).

**Twisted conjugacy.** We sketch how ribbons work in the context of twisted conjugacy.

Assume that \( N \) is a monoid and \( \mathcal{J} \) is a family of subsets of the atom set of \( N \) such that \( N \) and \( \mathcal{J} \) satisfy the assumptions of Context 1.39. Let \( \phi \) be an automorphism of \( N \) and let \( M = N \rtimes \langle \phi \rangle \). Assume that \( \mathcal{J} \) is stable under the action of \( \phi \) (or, equivalently, that \( \mathcal{J} \) is stable under conjugacy in \( M \)).

Then, if Conditions 1.42 for every \( I \) and 1.54 hold in \( N \), they still hold in \( M \). If we consider just the ribbons thus constructed of the form \( I \xrightarrow{g} - \) with \( g \) in \( N \), we can consider them as “ribbons for \( \phi \)-twisted conjugacy” in \( N \). For instance, if \( N \) is an Artin–Tits monoid with atom set \( A \), we may take \( \mathcal{J} = \Psi(A) \).

### 2 Cycling, sliding, summit sets

In this section, we show how the Conjugacy Problem can be solved in (most of) categories that admit a bounded Garside family, using an approach based on the notions of cycling, decycling, and sliding.

The main result is that there exists a characteristic subset of a conjugacy class called the *super-summit set*, and an algorithm (repeated application of *cycling* and *decycling*) that maps every element of the conjugacy class to this characteristic subset, resulting (in good cases) in a solution of the Conjugacy Problem (Subsection 2.1). Then we show how to construct a smaller characteristic subset, the set of sliding circuits, obtained by repeated application of another operation called *sliding* (Subsection 2.2).

Throughout this section and the next one, we apply Convention V.3.7 (omitting source), thus writing \( \Delta \) instead of \( \Delta(x) \) when there is no need to specify \( x \) explicitly.
2.1 Cycling and decycling

As above, we first fix a common context of all developments in this section.

**Context 2.1.** • \( C \) is a cancellative category that is right-Noetherian;
• \( \Delta \) is a Garside map in \( C \); the associated automorphism is \( \phi_\Delta \);
• \( G \) is the groupoid of fractions of \( C \);
• \( H \) is a sharp head function for \( \text{Div}(\Delta) \); for \( g \) in \( C \), we denote by \( T(g) \) the element satisfying \( g = H(g)T(g) \).

We will write \( \Delta \) for \( \Delta(x) \) when there is no ambiguity on the source \( x \). Since the category is assumed to be cancellative, the functor \( \phi_\Delta \) is an automorphism.

Below, we shall consider the categories \( \text{Conj}C \) and \( \text{Cyc}C \) of Section 2.1 together with their extensions to the enveloping groupoid \( \mathcal{G} \). In order to simplify notation, we put

**Convention 2.2 (\text{Conj}C).** Hereafter, for \( e, e' \in \mathcal{G}^\mathcal{G} \) and \( g \) in \( C \) satisfying \( eg = ge' \), that is, \( e \xrightarrow{g} e' \) belonging to \( \text{Conj}C(e, e') \), we will simply say that \( g \) belongs to \( \text{Conj}C(e, e') \).

We will use the same convention for \( \text{Cyc}C \).

We will describe conjugacy in the enveloping groupoid \( \mathcal{G} \) and deduce results on the conjugacy in \( C \) as a particular case. For \( e \in \mathcal{G}^\mathcal{G} \) and \( g \) in \( \text{Conj}C(e, \cdot) \), we may write \( g^{-1}eg \) for the conjugate \( e^g \). We call **conjugacy class** of \( e \) the objects of the connected component of \( \text{Conj} \mathcal{G} \) containing \( e \) viewed as an object of \( \text{Conj} \mathcal{G} \).

If the automorphism \( \phi_\Delta \) has finite order \( n \) (which is necessarily true if \( S \) is finite), every conjugating map in \( \text{Conj} \mathcal{G}(e, \cdot) \) with \( e \in C \) gives rise to a map in \( \text{Conj}C(e, \cdot) \). Indeed, for \( g \) in \( \text{Conj} \mathcal{G}(e, \cdot) \), there exists \( n \) such that \( \phi_\Delta^n \) is trivial and \( g\Delta^n \) lies in \( C \), so that we have \( e^g = \phi_\Delta^n(e^g) = (g\Delta^n)^{-1}e(g\Delta^n) = e\Delta^n \).

We recall that left-divisibility is extended to \( \mathcal{G} \) by setting \( g \preceq h \) for \( g^{-1}h \in C \). We use this to define the subcategory \( \text{Cyc} \mathcal{G} \) of \( \text{Conj} \mathcal{G} \) in the same way as for \( C \); it is the subcategory generated by \( \{ g \in \text{Conj} \mathcal{G}(e, e') \mid g \preceq e \} \). Then \( \text{Cyc}C \) is the full subcategory of \( \text{Cyc} \mathcal{G} \) whose objects are in \( C \).

We also recall from Proposition V.3.12 (delta-normal) that every element \( g \) of \( \mathcal{G} \) admits a delta-normal decomposition \( \Delta^m || s_1 \cdots | s_t \), meaning that \( g = \Delta^m s_1 \cdots s_t \) holds and \( s_1 \cdots | s_t \) is a \( \text{Div}(\Delta) \)-normal decomposition of \( \Delta^m g \) satisfying \( \Delta \not\preceq s_1 \). We then have

\[
m = \inf_\Delta(g) = \max \{ i \mid \Delta^{-i} g \in C \} = \max \{ i \mid \Delta^{|i|} \not\preceq g \}.
\]

A delta-normal decomposition \( \Delta^m || s_1 \cdots | s_t \) is **strict** if none of \( s_1, \ldots, s_t \) is invertible.

**Definition 2.3 (cycling).** For \( e \in \mathcal{G}^\mathcal{G} \) satisfying \( \inf_\Delta(e) = i \), the **initial factor** \( \text{init}(e) \) of \( e \) is defined to be \( H(e\Delta^{-i}) \), and the **cycling** \( \text{cyc}(e) \) of \( e \) is defined to be \( e^{\text{init}(e)} \).

The initial factor \( \text{init}(e) \) is a left-gcd of \( e\Delta^{-i} \) and \( \Delta \), and \( \inf_\Delta(\text{cyc}(e)) \geq \inf_\Delta(e) \) holds. Note that \( \text{init}(e) \) lies in \( \text{Conj} \mathcal{G}(e, \cdot) \). More precisely
Lemma 2.4. In Context 2.7, \(\mathsf{init}(e)^{-1}e\) belongs to \(\mathsf{Cyc}(\mathsf{cyc}(e), e)\) for every \(e\) in \(\mathcal{G}\). Moreover, if \(e\) lies in \(\mathcal{C}\), then \(\mathsf{init}(e)\) belongs to \(\mathsf{Cyc}(e, \mathsf{cyc}(e))\).

By Lemma 1.2.41, the assumption that \(\mathcal{C}\) is right-Noetherian implies that every element \(g\) has admits a right-height \(\mathsf{ht}_n(g)\), which is a (finite or infinite) ordinal. When the latter is finite, every \(\prec\)-increasing sequence of left-divisors of \(g\) has length \(\mathsf{ht}_n(g)\) at most. Note that \(g \preceq \Delta(x)\) implies \(\mathsf{ht}_n(g) \leq \mathsf{ht}_n(\Delta(x))\), so the possible finiteness of the right-height for elements \(\Delta(x)\) is sufficient to imply its finiteness on \(\mathsf{Div}(\Delta)\).

Proposition 2.5 (cycling and \(\mathsf{inf}_\Delta\)). In Context 2.7, assume that \(e\) belongs to \(\mathcal{G}\) and has a conjugate \(e'\) in \(\mathcal{G}\) satisfying \(\mathsf{inf}_\Delta(e') > \mathsf{inf}_\Delta(e)\). Then

\[
\text{(2.6) } \mathsf{inf}_\Delta(\mathsf{cyc}(e')) > \mathsf{inf}_\Delta(e)
\]

holds for \(n\) sufficiently large; (2.6) holds for \(n = \mathsf{ht}_n(\Delta(x))\) if the latter is finite.

In particular, under the above assumptions, \(e\) has a conjugate \(e'\) in the same connected component of \(\mathsf{Cyc}\) satisfying \(\mathsf{inf}_\Delta(e') > \mathsf{inf}_\Delta(e)\).

Proof. We first show that we can reduce to the case \(\mathsf{inf}_\Delta(e) = 0\). Write \(e = g \Delta^{[i]}\) with \(i = \mathsf{inf}_\Delta(e)\), and consider the translation functor from \(\mathsf{Conj}\mathcal{G}\) to \(\mathsf{Conj}\mathcal{G} \rtimes \mathcal{G}\) which maps the object \(e\) to \(e \Delta^{-[i]}\) and is the identity on elements. Composing with the functor \(e\) of Proposition 1.36, we map \(e\) to \(g \phi_\Delta^{-i}\) in the semi-direct product category \(\mathcal{G} \rtimes \langle \phi_\Delta^{-i} \rangle\), seen as an object of \(\mathsf{Conj}(\mathcal{G} \rtimes \langle \phi_\Delta^{-i} \rangle)\). This composition is again the identity on elements. Note that the function \(g \phi_\Delta^{-i} \mapsto H(g)\) is a sharp head function in the semi-direct product category. We will still denote it by \(H\). Our identification of \(e\) with \(g \phi_\Delta^{-i}\) is compatible with cycling, since, by definition, we have \(\mathsf{cyc}(e) = e^{H(g)}\) and, in \(\mathcal{G} \rtimes \langle \phi_\Delta^{-i} \rangle\), we have \(H(g \phi_\Delta^{-i}) = H(g)\) and \(\mathsf{inf}_\Delta(g \phi_\Delta^{-i}) = 0\), so that the cycling of \(g \phi_\Delta^{-i}\) is also equal to the conjugation by \(H(g)\). We thus see that it is sufficient to prove the result for elements with infimum equal to 0.

We assume now \(\mathsf{inf}_\Delta(e) = 0\), that is, \(e \in \mathcal{C}\) and \(\Delta \nparallel e\). Let \(\Delta \mathcal{C}\) denote the set of elements of \(\mathcal{C}\) that are divisible by \(\Delta\). The assumption of the proposition is equivalent to the existence of \(g\) in \(\mathcal{C}\) satisfying \(g e g^{-1} \in \Delta \mathcal{C}\), since, if there exists such a \(g\) in \(\mathcal{C}\), we obtain one in \(\mathcal{C}\) by multiplying by a suitable power of \(\Delta\), using that \(\phi_\Delta\) maps \(\Delta \mathcal{C}\) onto itself. Since this condition can be rewritten \(ge \succeq \Delta \mathcal{C}\), an easy computation shows that the set of such elements is closed under right-gcd. We may thus assume that \(g\) is a minimal such element for right-divisibility; note that \(\Delta \nparallel e\) implies that \(g\) is not invertible.

It will be more convenient to study the composition \(\mathsf{cyc}_\Delta\) of \(\phi_\Delta^{-1}\) with \(\mathsf{cyc}\) rather than \(\mathsf{cyc}\) itself. We have \(\mathsf{cyc}_\Delta(e) = \phi_\Delta^{-1}(\mathsf{cyc}(e)) = \tilde{\partial}(H(e)) e \tilde{\partial}(H(e))^{-1}\), where we recall \(\tilde{\partial}(H(e))\) is defined by \(\tilde{\partial}(H(e))H(e) = \Delta\). It is clear that \(\mathsf{cyc}_\Delta(e)\) has the same infimum as \(\mathsf{cyc}(e)\), since \(\mathsf{cyc}_\Delta(e) = \phi_\Delta^{-1}(\mathsf{cyc}(e))\) holds.

Proposition 2.5 is then an immediate consequence of the following result, by induction on a chain of left-divisors of \(H(g)\). \(\square\)

Lemma 2.7. With the above notation, define \(g'\) in \(\mathcal{G}\) by \(g = g' \tilde{\partial}(H(e))\). Then

(i) The element \(g'\) lies in \(\mathcal{C}\);
(ii) The element \(g' \mathsf{cyc}_\Delta(e)g^{-1}\) lies in \(\Delta \mathcal{C}\);
(iii) No strict right-divisor of \( g' \) may satisfy (ii);
(iv) If \( g \neq 1 \) holds, we have \( H(g') \prec H(g) \).

**Proof.** (i) By assumption, we have \( \Delta \leq g \), whence \( \Delta \not\leq e \), then \( \Delta = \partial(H(f))H(e) \), and finally, \( g \leq \partial(H(f)) \).

(ii)–(iii). For \( h' \in H \) satisfying \( h = h' \partial(H(f)) \), the condition \( h \equiv h^{-1} \in \Delta C \) is equivalent to \( h' \partial(H(f))e \partial(H(f))^{-1}h'^{-1} \in \Delta C \), hence to \( h' \cyc_{\Delta}(e)h'^{-1} \in \Delta C \). Applying this with \( h' = g' \), we obtain (ii) and applying this with \( h' \) a proper right-divisor of \( g' \), we obtain (iii) as \( h \) would then be a proper right-divisor of \( g \).

(iv). Since \( g' \) left-divides \( g \), we have \( H(g') \leq H(g) \) by (IV.1.46), so it is sufficient to prove that \( g \not\in \Delta C \) implies \( H(g') \neq H(g) \).

If \( H(g) \) is equal to \( H(g') \), left-dividing by \( H(g) \) the equality \( g = g' \partial(H(f)) \) yields \( T(g) = T(g') \partial(H(e)) \), whence \( T(g)H(e) = T(g') \Delta \), from which we obtain \( \Delta \not\leq T(g)H(e) \leq T(g)e \).

Now, by assumption, there exists \( f \in C \) satisfying \( g = \Delta f g \), which may be written \( T(g)e = (H(g)^{-1} \Delta)fg \); thus \( \Delta \not\leq T(g)e \) implies \( \Delta \not\leq (H(g)^{-1} \Delta)fg \), which, by the \( H \)-law and (IV.1.46), implies \( \Delta \not\leq (H(g)^{-1} \Delta)fH(g) = T(g)eT(g)^{-1} \), contradicting the minimality of \( g \) since \( g \not\in \Delta C \) implies \( g \triangleright T(g) \).

Another way of viewing cycling is to choose the strict \( \Delta \)-normal decomposition of \( e \) of the form \( \Delta^m[s_1] \cdots [s_p] \) with \( s_j = H(s_j \cdots s_p) \) for \( j < p \); we will call this the \( H \)-normal decomposition of \( e \); then we have \( \init(e) = H(\phi^\Delta^{-1}(g_1)) \) (equal to \( \phi^\Delta^{-1}(g_1) \) if \( H \) commutes with \( \phi_\Delta \), which is automatic if \( C \) has no nontrivial invertible element).

**Definition 2.8 (deecycling, final factor).** For \( e \) in \( G \) admitting the strict \( \Delta \)-normal decomposition \( \Delta^m[s_1] \cdots [s_p] \), the final factor \( \init(e) \) of \( e \) is defined to be \( s_p \), and the decycling \( \dec(e) \) of \( e \) is defined to be \( s_p \Delta^m[s_1] \cdots [s_{p-1}] \).

With the notation of Definition 2.8, we find
\[
\dec(e) = \Delta^m[s_1] \cdots [s_{p-1}] = \init(e)e,
\]
where \( \phi^\Delta(e) \) denotes the left-conjugation of \( e \) by \( g \). So decycling \( e \) means left-conjugating \( e \) by \( \init(e) \) or, equivalently, right-conjugating it by \( \Delta^m[s_1] \cdots [s_{p-1}] \). More precisely, we have

**Lemma 2.9.** With the above notation, \( \Delta^m[s_1] \cdots [s_{p-1}] \) belongs to \( \Cyc G(e, \dec(e)) \), and, if \( e \) lies in \( C^\circ \), then \( \dec(e) \) belongs to \( \Cyc C(e, \dec(e)) \).

Decycling is related to cycling: \( \phi^\Delta(\dec(e)) \) is a conjugate of \( \cyc(e^{-1})^{-1} \) by an invertible element. Indeed, for \( e \in G \), if \( \Delta^m[s_1] \cdots [s_p] \) is a strict \( \Delta \)-normal decomposition of \( e \), we have \( \sup_\Delta e = i + p = \inf_\Delta e + p = -\inf_\Delta (e^{-1}) \). Hence we have \( \init(e) = h^{-1}e \) for some left-gcd \( h \) of \( \Delta^m[s_1] \cdots [s_{p-1}] \) and \( e \), hence, by Proposition 2.26 (inverse), \( \init(e)^{-1} \Delta \) is a left-gcd of \( e^{-1} \Delta^m[s_1] \cdots [s_{p-1}] \) and \( e \), finally, we obtain \( \init(e)^{-1} \Delta = \init(e^{-1}) \).

We recall that, in Context 2.4, \( C \) is right-Noetherian. It follows that Proposition 2.8 is then valid. From the considerations of the previous two paragraphs we deduce:
Corollary 2.10 (decycling and $\sup_{\Delta}$). In Context 2.1 assume that $e$ lies in $G^\circ(x,x)$ and has a conjugate $e'$ satisfying $\sup_{\Delta}(e') < \sup_{\Delta}(e)$. Then

$$\sup_{\Delta}(\mathrm{dec}(e)) < \sup_{\Delta}(e)$$

holds for $n$ sufficiently large; (2.11) holds for $n = \text{ht}_{R}(\Delta(\phi^{-1}(x)))$ if the latter is finite.

As cycling does not increase the supremum and decycling does not decrease the infimum, and owing to Proposition 2.5 and Corollary 2.10 an iterated application of cycling and decycling leads to:

Corollary 2.12 (super-summit set). In Context 2.1, for every $e$ in $G^\circ$, the conjugacy class of $e$ contains a well-defined subset $\text{SSS}(e)$ on which each one of $\inf_{\Delta}$ and $\sup_{\Delta}$ takes a constant value and such that, for every $e'$ in the conjugacy class of $e$, we have

$$\inf_{\Delta}(e') \leq \inf_{\Delta}(\text{SSS}(e)) \quad \text{and} \quad \sup_{\Delta}(e') \geq \sup_{\Delta}(\text{SSS}(e)).$$

Furthermore $\text{SSS}(e)$ belongs to the connected component of $e$ in $\text{Cyc}G$.

Definition 2.13 (super-summit set). The subset $\text{SSS}(e)$ involved in Corollary 2.12 is called the super-summit set of $e$. The constant values of $\inf_{\Delta}$ and $\sup_{\Delta}$ on $\text{SSS}(e)$ are denoted by $\inf_{\Delta}(\text{SSS}(e))$ and $\sup_{\Delta}(\text{SSS}(e))$, respectively.

Note that, by definition, if $e$ belongs to $C^\circ$, then $\text{SSS}(e)$ is included in $C^\circ$.

The interest of considering super-summit sets is that, under convenient assumptions, they lead to a solution of the Conjugacy Problem, that is, the question of algorithmically deciding whether two elements of the considered groupoid are conjugate. We now give algorithms providing such a solution. We will have to consider the following conditions involving invertible elements.

Condition 2.14. (i) The Garside family $\mathcal{S}$ is finite up to right-multiplication by $C^\circ$, that is, the number of $=^\circ$-classes in $\mathcal{S}$ is finite.

(ii) Distinct $=^\circ$-equivalent elements of $\mathcal{G}$ are not conjugate.

Note that Condition 2.14(ii) is satisfied if $C$ is a semi-direct product of a category without nontrivial invertible elements by an automorphism as considered in Subsection 1.3 (that condition will be used in the proof of Lemma 2.35).

Owing to Proposition V.2.40 (right-Noetherian) and its symmetric counterpart, Condition 2.14(i) implies that $C$ is Noetherian and, by Proposition II.2.58 (atom generate), that it is generated by its atoms (which are in $\text{Div}(\Delta)$) and $C^\circ$.

Algorithm 2.15 (element of the super-summit set).

Context: A groupoid $\mathcal{G}$ that is the groupoid of fractions of a cancellative category that is Noetherian and admits a Garside map, an algorithm for cycling, and an algorithm for decycling.
Input: An element $e$ of $G^\odot$

Output: An element of the super-summit set of $e$

1: put $L := \{ e \}$
2: while cyc$(e) \notin L$ do
3: put $e := \text{cyc}(e)$
4: put $L := L \cup \{ e \}$
5: while dec$(e) \notin L$ do
6: put $e := \text{dec}(e)$
7: put $L := L \cup \{ e \}$
8: return $e$

Proposition 2.16 (element of the super-summit set). If $\mathcal{G}$ is the groupoid of fractions of a cancellative category that is Noetherian and admits a Garside map, then Algorithm 2.15 running on an element $e$ of $\mathcal{G}^\odot$ returns an element of the super-summit set of $e$.

Proof. This is a consequence of Proposition 2.5 and Corollary 2.10.

Example 2.17 (element of the super-summit set). In the 5-strand braid group $B_5$ (Reference Structure page 5), consider

$$
\beta = (\sigma_1^2 \sigma_1 \sigma_3 \sigma_2 \sigma_4 \sigma_3 \sigma_4)(\sigma_2 \sigma_3 \sigma_4)(\sigma_3)(\sigma_4)(\sigma_5).$

The given factorization is the delta-normal decomposition of $\beta$ associated with $\Delta_5$. Repeatedly cycling $\beta$ gives the following elements, given in delta-normal form:

$$
\beta_1 = (\sigma_1 \sigma_2 \sigma_1 \sigma_3 \sigma_2 \sigma_4 \sigma_3)(\sigma_3)(\sigma_4)(\sigma_5), \\
\beta_2 = (\sigma_1 \sigma_2 \sigma_1 \sigma_3 \sigma_2 \sigma_4 \sigma_3)(\sigma_1)(\sigma_4)(\sigma_5), \\
\beta_3 = \Delta(\sigma_4)(\sigma_5)(\sigma_4), \\
\beta_4 = \Delta(\sigma_1 \sigma_4)(\sigma_4)(\sigma_5).
$$

Cycling becomes constant at the fifth iteration. Decycling $\beta_4$ gives $\beta_5 = \Delta(\sigma_1 \sigma_4)(\sigma_4)$ and then decycling and cycling of $\beta_5$ remain constant. We conclude that $\beta_5$ belongs to the super-summit set of (the conjugacy class of) $\beta$.

On the other hand decycling $\beta$ iteratively gives the following elements

$$
\beta'_1 = (\sigma_1 \sigma_2 \sigma_1 \sigma_3 \sigma_2 \sigma_4 \sigma_3)(\sigma_2 \sigma_3 \sigma_4)(\sigma_4)(\sigma_5), \\
\beta'_2 = (\sigma_1 \sigma_2 \sigma_1 \sigma_3 \sigma_2 \sigma_4 \sigma_3)(\sigma_1 \sigma_2 \sigma_3 \sigma_4 \sigma_3 \sigma_4 \sigma_3 \sigma_4)(\sigma_4)(\sigma_5), \\
\beta'_3 = (\sigma_1 \sigma_2 \sigma_1 \sigma_3 \sigma_4 \sigma_3)(\sigma_1 \sigma_2 \sigma_3 \sigma_4 \sigma_3)(\sigma_2 \sigma_4)(\sigma_4), \\
\beta'_4 = (\sigma_1 \sigma_2 \sigma_1 \sigma_4)(\sigma_1 \sigma_2 \sigma_1 \sigma_3 \sigma_2 \sigma_3 \sigma_2 \sigma_4)(\sigma_2 \sigma_4).
$$

Decycling becomes constant at the fifth iteration. Cycling $\beta'_4$ gives $\beta_5$. Note that, in order to obtain an element of the super-summit set of $\beta$, neither cycling alone nor decycling alone is sufficient.
Algorithm 2.18 (super-summit set).

**Context:** A groupoid $G$ that is the groupoid of fractions of a cancellative category that is Noetherian, admits a Garside map, and satisfies Condition 2.14

**Input:** An element $e$ of $G^\circ$

**Output:** The super-summit set of $e$

1: compute an element $f$ of the super-summit set of $e$ using Algorithm 2.15
2: put $S := \{f\}$
3: put $S' := \{e' \mid \exists e \in S \exists s \in \Div(D) (e' = e^s \text{ and } e' \in \SSS(e'))\}$
4: while $S' \neq S$ do
5: \hspace{1em} put $S := S'$
6: \hspace{1em} put $S' := \{e' \mid \exists e \in S \exists s \in \Div(D) (e' = e^s \text{ and } e' \in \SSS(e'))\}$
7: return $S$

To prove the correctness of Algorithm 2.18, we begin with an auxiliary result.

**Lemma 2.19.** Under the assumptions of Algorithm 2.18 if $e$ is an element of $G$ lying in its super-summit set and if $e'$ lies in this super-summit set, with $f$ in $C \cap \Conj(G(e,-))$, then, for every head $s$ of $f$, the element $e^s$ also lies in its super-summit set.

**Proof.** Let $i$ be $\inf_{\Delta}(e) = \inf_{\Delta}(e^r)$. Let us write $f = sh$ and $e = \Delta^{|e|}e'$. The relation $\Delta^{|e|} \leq e'$ can be written $s\Delta^{|e|} \leq \Delta^{|e|}e'sh$. This implies $\phi^i_{\Delta}(s) \leq e'sh$. Since $s$ is a head of $sh$ this implies $\phi^i_{\Delta}(s) \leq e's$ which, using $\Delta^{|e|}e' = e$, can be written $s\Delta^{|e|} \leq es$, which is in turn equivalent to $\Delta^{|e|} \leq e^s$. Since $i$ is the maximum of $\inf_{\Delta}$ in the conjugacy class, we have $\inf_{\Delta}(e^s) = i = \inf_{\Delta}(e)$. Note that, if $e$ lies in its super-summit set, then $e^{-1}$ also lies in its super-summit set. Using then the relations between $\inf_{\Delta}$ and $\sup_{\Delta}$ given in Corollary 2.12 (inverse), we obtain $\sup_{\Delta}(e^s) = \sup_{\Delta}(e)$, whence the result. \qed

**Proposition 2.20 (computation of super-summit set).** If $G$ is the groupoid of fractions of a cancellative category that is Noetherian, admits a Garside map, and satisfies Condition 2.14 then Algorithm 2.18 running on an element $e$ of $G^\circ$ returns the super-summit set of $e$.

**Proof.** First, we claim that, under Condition 2.14, the super-summit set of every element is finite. Indeed, let us choose a set $S'$ of representatives of the $\equiv^c$-classes in $D$. By Condition 2.14 (i), the set $S'$ is finite. Let $m$ and $m + \ell$ be the respective constant values of $\inf_{\Delta}$ and $\sup_{\Delta}$ on some super-summit set. Then every element lying in this super-summit set can be written $\Delta^{[m]}t_1 \cdots t_\ell$ with $t_i$ in $S'$ for each $i$ and $e$ in $C$. By Condition 2.14 (ii), there is no other element in the conjugacy class $\equiv^c$-equivalent to $\Delta^{[m]}t_1 \cdots t_\ell$, whence our claim.

As every super-summit set is finite, Algorithm 2.18 terminates.

By Corollary 2.12 a super-summit set is connected in the conjugacy category. Since $\phi_{\Delta}$ maps a super-summit set onto itself, a super-summit set is connected under conjugation by elements of $C$. Moreover, Lemma 2.19 shows that conjugating by elements of $\Div(D)$ as in steps 3 and 6 of Algorithm 2.18 is sufficient to obtain the whole super-summit set. \qed
Example 2.21 (computation of super-summit set). In the braid group $B_5$, the super-summit set of $(\sigma_1\sigma_2\sigma_1\sigma_3)(\sigma_1)$ (here written in normal form) has 10 elements, namely

\[(\sigma_1\sigma_2\sigma_1\sigma_4)(\sigma_4), (\sigma_2\sigma_1\sigma_4)(\sigma_1\sigma_3), (\sigma_1\sigma_2\sigma_1\sigma_4)(\sigma_1), (\sigma_1\sigma_4)(\sigma_1\sigma_4), (\sigma_1\sigma_4)(\sigma_4), (\sigma_1\sigma_3\sigma_4)(\sigma_4), (\sigma_1\sigma_3\sigma_3)(\sigma_1\sigma_4), (\sigma_1\sigma_3\sigma_4)(\sigma_1\sigma_4), (\sigma_1\sigma_3\sigma_3)(\sigma_1\sigma_4).\]

Remark 2.22. Algorithm 2.18 is very rough. It can be improved in particular by making some choice of the conjugating elements in steps 3 and 6. We do not enter into details here since we will give a better method in Subsection 2.2 using sliding.

Using Algorithm 2.18, we easily obtain a (first) solution to the Conjugacy Problem.

Algorithm 2.23 (Conjugacy Problem I).

**Context:** A groupoid $G$ that is the groupoid of fractions of a cancellative category that is Noetherian, admits a Garside map, and satisfies Condition 2.14

**Input:** Two elements $d, e$ of $G^\circ$

**Output:** YES if $d$ and $e$ are conjugate in $G$, NO otherwise

1: compute the super-summit set $S$ of $e$ using Algorithm 2.18
2: compute an element $d'$ of the super-summit set of $d$ using Algorithm 2.15
3: if $d' \in S$ then
4: return YES
5: else
6: return NO

As the super-summit set characterizes a conjugacy class, the following result is clear.

**Proposition 2.24 (Conjugacy Problem I).** If $G$ is the groupoid of fractions of a Noetherian cancellative category that admits a Garside map and Condition 2.14 holds, then Algorithm 2.23 solves the Conjugacy Problem of $G$.

**Corollary 2.25 (decidability of Conjugacy Problem).** If $G$ is a groupoid satisfying the assumptions of Proposition 2.24 and, in addition, the involved family $\text{Div}(\Delta)$ is finite, the Conjugacy Problem of $G$ is decidable.

**Proof.** The assumption that the Garside family $\text{Div}(\Delta)$ is finite guarantees that delta-normal decompositions are algorithmically computable, hence so are cycling and decycling, so all underlying procedures used in Algorithm 2.23 are effective.

We complete the section with two technical results describing the behavior of cycling and decycling with respect to powers and to invertible elements.

**Proposition 2.26 (cycling a power).** In Context 2.7 for every $e$ in $G^\circ$ and $n$ in $\mathbb{N}$, the cycling of $e^n$ belongs to $\text{Cyc}_G(e, -)$ and the decycling of $e^n$ belongs to $\text{Cyc}_G(-, e)$, by which we mean that init($e^n$) lies in $\text{Cyc}_G(e, -)$ (resp. fin($e^n$) lies in $\text{Cyc}_G(-, e)$).
Proof (beginning). By the same considerations as in the beginning of the proof of Proposition 2.23, namely identifying \( e \) with the element \( e^{Δ^{-1}}\phi_\Delta^{-1} \) of \( C \times \phi_\Delta^{-1} \) with \( i = \inf(Δ(e)) \), we may assume \( \inf(Δ(e)) = 0 \). Let \( s_1 \cdots | s_\ell \) be the \( H \)-normal decomposition of \( e^n \), that is, \( s_i = H(s_{i+1} \cdots s_\ell) \) holds for \( i < \ell \).

We first prove using induction on \( j \) that \( e^{s_i \cdots s_j} \) lies in \( C \) and \( s_j \) in \( C_{gc}(e^{s_1 \cdots s_j-1}, -) \). The starting point of the induction is the following technical result.

Lemma 2.27. For all \( e \in C^\cup \) and \( n \in \mathbb{N} \), the element \( H(e^n) \) belongs to \( C_{gc}(e, -) \).

Proof. For every \( i > 0 \), we have \( e^{i-1} \trianglelefteq e^i \). Hence, by Lemma 2.26, we have \( H(e^{i-1}) \trianglelefteq H(e^i) \).

Define \( t_i \) by \( H(e^i) = \inf(\Delta) \leq \inf(\Delta) \leq H(e^i) \). We have

\[
H(e^{i-1})t_i = H(e^{i-1}) \leq eH(e^{i-1}),
\]

the last divisibility relation by the \( H \)-law, whence \( H(e^{i-1})^{-1}eH(e^{i-1}) \in C \) and \( t_i \leq H(e^{i-1})^{-1}eH(e^{i-1}) \), so \( t_i \) lies in \( C_{gc}(H(e^{i-1})^{-1}eH(e^{i-1}), H(e^{i-1})^{-1}eH(e^i)) \), whence the result using \( H(e^n) = t_1 \cdots t_n \).

Proof of Proposition 2.26 (end). We now do the general step of the induction, assuming that \( s_1 \cdots s_l \) lies in \( C_{gc}(e, -) \). From \( e^n = s_1 \cdots s_\ell \in C_{gc}(e, -) \), using that \( C_{gc}(e, -) \) is closed under right-quotient (see remark after 1.21), we obtain that \( s_{j+1} \cdots s_\ell \) lies in \( C_{gc}(e^{s_1 \cdots s_j}, -) \).

By Lemma 2.27 applied to \( e^{s_1 \cdots s_j} \), we deduce \( H(s_{j+1} \cdots s_\ell) = H(s_{j+1} \cdots s_\ell) \in C_{gc}(e^{s_1 \cdots s_j}, -) \), since \( s_{j+1} \cdots s_\ell \) is equal to \( (e^{s_1 \cdots s_j})^n \).

Using that \( C_{gc}(e, -) \) is closed under left-gcd and that \( s_{j+1} \cdots s_\ell \) is a left-gcd of \( s_{j+1} \cdots s_\ell \) and \( s_{j+1} \cdots s_\ell \), we deduce that \( s_{j+1} \cdots s_\ell \) lies in \( C_{gc}(e^{s_1 \cdots s_j}, -) \).

In particular, \( s_\ell \) lies in \( C_{gc}(e^{s_1 \cdots s_{\ell-1}}, e) \), which gives the statement of the proposition about decycling. For \( i = \inf(Δ(e^n)) \), we have \( s_1 = \cdots = s_i = Δ \) and, since \( \inf(e^n) = \phi_Δ^{-1}(s_{i+1}) \) holds, the \( (i+1) \)st step of our induction result gives \( \phi_Δ(\inf(e^n)) \in C_{gc}(e^{s_1 \cdots s_i}, -) \), which is \( C_{gc}(\phi_Δ^{-1}(e), -) \). We deduce the part of the statement about cycling by applying \( \phi_Δ^{-1} \).

Finally, for further reference, it will be useful to know that cycling and decycling are compatible with conjugation by an invertible element.

Lemma 2.28. For \( e \in G \), the cycling (resp. decycling) of a conjugate of \( e \) by an element of \( C^\circ \) is conjugate to the cycling (resp. decycling) of \( e \) by an element of \( C^\circ \).

Proof. Let \( Δ^{[m]}|s_1| \cdots |s_\ell \) be the \( H \)-normal decomposition of \( e \). Thus, we have \( i = \inf(Δ(e)) \) and \( s_i = H(s_{i+1} \cdots s_\ell) \) for \( j < \ell \). Let \( e \) be an invertible element of \( C \). We find \( e = Δ^{[m]}\phi_Δ^{-1}(s_1 \cdots s_{\ell-1}) \) and \( H(\phi_Δ^{-1}(s_1 \cdots s_{\ell-1})) = \phi_Δ(e)s_\ell \). Hence we have \( \inf(\Delta(e)) = \inf(\Delta(e)) \leq \inf(\Delta(e)) \leq \inf(\Delta(e)) \leq H(\phi_Δ^{-1}(s_1 \cdots s_{\ell-1})) \).

Finally we obtain the equalities \( \cyc(e) = (\cyc(e))^{\cyc(e)} = \cyc(e)^{\cyc(e)} \).

Similarly, we find \( \inf(e^{\Delta^{[m]}|s_1| \cdots |s_{\ell-1}}) = \epsilon_{s_\ell}^{-1} \) for some invertible \( e' \), since, in the \( H \)-normal decomposition of \( e \), the product of the first \( r-1 \) terms is of the form \( \Delta^{[m]}s_1 \cdots s_{\ell-1}|e_{\ell-1} \) for a certain \( e' \). We deduce \( \cyc(e) = e\epsilon_{s_\ell}^{-1} = \epsilon_{s_\ell} \cyc(e) \).
Twisted version. In addition to all previous assumptions, suppose that $C$ has an automorphism $\phi$ of finite order satisfying $\phi(\Delta) = \Delta$, so that $\phi$ commutes with $\phi \Delta$. We extend the chosen sharp head function $H$ to $C \rtimes \langle \phi \rangle$ by $H(e^\phi) = H(e)$. We define the $\phi$-cycling $\text{cyc}_\phi(e)$ of $e$ in $G$ by $\text{cyc}_\phi(e)\phi = \text{cyc}(e\phi)$ where $\text{cyc}$ is the cycling in $C \rtimes \langle \phi \rangle$. Here $e\phi$ has to be an element of $C \rtimes \langle \phi \rangle$, which means that the target of $e$ is the image by $\phi$ of the source of $e$. Similarly, we define the $\phi$-decycling by $\text{dec}_\phi(e)\phi = \text{dec}(e\phi)$. Note that the initial factor of $e\phi$ is equal to the initial factor of $e$ but the final factor of $e\phi$ is $\text{fin}(e)\phi$.

We can then translate in this context the above results. In the connected component of an object $e$ in the $\phi$-conjugacy category there is a super-summit set where the infimum is maximal and the supremum minimal. This super-summit set is reached from $e$ by a sequence of $\phi$-cyclings and $\phi$-decyclings.

2.2 Sliding circuits

We now turn to the construction of a new characteristic subset of every conjugacy class that is smaller than the super-summit set. This set, called the set of sliding circuits, is obtained by repeated application of an operation called sliding.

Our context remains Context 2.1 as in the previous subsection. The starting point is the following easy observation about left-gcds. We recall that the latter necessarily exist in the current context according to Proposition V.2.35 (lefts and gcds). Hereafter, we write “gcd” for left-gcd and use it as a binary operation in formulas, although it is defined up to right-multiplication by an invertible element only. Now assume that $e$ lies in $G \rightlangle \phi \rangle$. Then we can write

$$\gcd(\text{init}(e), \text{init}(e^{-1})) =^s \gcd(\text{init}(e), \text{fin}(e)^{-1} \Delta)$$

$$=^s \gcd(e \Delta^{-\inf(e)}, e^{-1} \Delta^{\sup(e)}, \Delta) =^s \text{fin}(e)^{-1} H(\text{fin}(e) \text{init}(e)),$$

where the first relation follows from Proposition V.2.35 (inverse). Note that $\text{init}(e)$ and $\text{fin}(e)^{-1}$ have the same source since, by assumption, $e$ lies in $G \rightlangle \phi \rangle$, so the involved gcds are defined.

**Definition 2.29 (prefix, sliding).** For $e$ in $G \rightlangle \phi \rangle$, the prefix $\text{pr}(e)$ of $e$ is the head of a (any) left-gcd of $\text{init}(e)$ and $\text{init}(e^{-1})$, and the sliding $\text{sl}(e)$ of $e$ is the conjugate $e^{\text{pr}(e)}$ of $e$.

Although the left-gcd need not be unique in general, the prefix and, therefore, the sliding of an element $e$ of $G \rightlangle \phi \rangle$ is well-defined since any two left-gcds are $=^s$-equivalent and, by assumption, $H$ is a sharp head-function, that is, one that takes equal values on $=^s$-equivalent entries. Note that, as $\text{init}(e)$ and $\text{init}(e^{-1})$ are divisors of $\Delta$, the effect of applying the map $H$ is only to pick the chosen representative in an equivalence class for $=^s$. By definition, the relations $\text{pr}(e) \not\approx \text{init}(e)$ and $\text{fin}(e)\text{pr}(e) \not\approx \Delta$ are satisfied, so the prefix $\text{pr}(e)$ is an element of $\text{Conj} G(e, \text{sl}(e))$. The main properties of the sliding are as follows.
Proposition 2.30 (sliding circuits). In Context \[2.2\] and for every \(e \in G^{\mathbb{C}}\):

(i) We have \(\inf_{\Delta}(sl(e)) \geq \inf_{\Delta}(e)\), and, if there exists \(e'\) in the conjugacy class of \(e\) satisfying \(\inf_{\Delta}(e') > \inf_{\Delta}(e)\), there exists \(i\) satisfying \(\inf_{\Delta}(sl^i(e)) > \inf_{\Delta}(e)\).

(ii) We have \(\sup_{\Delta}(sl(e)) \leq \sup_{\Delta}(e)\), and, if there exists \(e'\) in the conjugacy class of \(e\) satisfying \(\sup_{\Delta}(e') < \sup_{\Delta}(e)\), there exists \(i\) satisfying \(\sup_{\Delta}(sl^i(e)) < \sup_{\Delta}(e)\).

(iii) If \(S / = \) is finite, sliding is ultimately periodic up to invertible elements in the sense that, for every \(e \in G^{\mathbb{C}}\), there exists \(i > j \geq 0\) satisfying \(sl^i(e) = sl^j(e)\).

Proof (beginning). Let \(\Delta^{[m]}||s_1| \cdots |s_t\) be the \(H\)-normal decomposition of \(e\). We have

\[
sl(e) = \Delta^{[m]}(\phi_{\Delta}^m(pr(e))^{-1} s_1) s_2 \cdots (s_t pr(e)),
\]

where each of the bracketed terms is a divisor of \(\Delta\). Hence \(\Delta^{[\inf_{\Delta}(e)]}\) left-divides \(sl(e)\), which itself left-divides \(\Delta^{[\sup_{\Delta}(e)]}\). We deduce the inequalities \(\inf_{\Delta}(sl(e)) \geq \inf_{\Delta}(e)\) and \(\sup_{\Delta}(sl(e)) \leq \sup_{\Delta}(e)\).

For the other assertions, as in \[1.30\], Lemma 4, we first prove

Lemma 2.31. (i) The relation \(fin(e) init(e) \preceq \Delta\) is equivalent to \(\sup_{\Delta}(\cyc(e)) < \sup_{\Delta}(e)\), and, when this holds, \(sl(e)\) and \(\cyc(e)\) are conjugate by an element of \(G^e\).

(ii) The relation \(\Delta \preceq fin(e) init(e)\) is equivalent to \(\inf_{\Delta}(\dec(e)) > \inf_{\Delta}(e)\), and, when this holds, \(sl(e)\) and \(\dec(e)\) are conjugate by an element of \(G^e\).

(iii) If we are not in case (i) or (ii), then the three elements \(sl(e), \cyc(\dec(e))\) and \(\dec(\cyc(e))\) are conjugate by elements of \(G^e\).

Proof. (i) Let again \(\Delta^{[m]}||s_1| \cdots |s_t\) be the \(H\)-normal decomposition of \(e\), and assume that we have \(\fin(e) \init(e) \preceq \Delta\). Then we find

\[
pr(e) = \alpha fin(e)^{1} \text{H}(fin(e) init(e)) = \alpha fin(e)^{1} \fin(e) init(e) = init(e),
\]

thus \(sl(e)\) is conjugate to the cyclic element \(e\) by an invertible element. Further \(\cyc(\dec(e))\), which is \(e^{\init(e)}\), hence \(\Delta\)-equivalent to \(\Delta^{[m]}s_2 \cdots s_{t-1}(s_t \init(e))\), divides \(\Delta^{[\sup_{\Delta}(e)^{-1}]\). We will see in the proof of (iii) that \(\fin(\init(e)) \neq \Delta\) implies \(\sup_{\Delta}(\cyc(e)) = \sup_{\Delta}(e)\), whence the equivalence.

(ii) Assume \(\Delta \preceq fin(e) init(e)\). Then we have \(pr(e) = \alpha fin(e)^{-1} \Delta\), thus \(sl(e)\) is conjugate by an invertible element to \(\phi_{\Delta}^{\init(e)}(e)\), which is \(\phi_{\Delta}(\dec(e))\), and, since \(\Delta\) divides \(s_2 \cdots s_t \init(e)\), we deduce that \(\Delta^{[t+1]}\) divides \(\dec(e)\). We will see the converse in the proof of (iii).

(iii) Assume that we are not in case (i) or (ii). Since we have \(\Init(e) = \phi_{\Delta}^{-1}(s_1)\), we obtain that \(\cyc(e)\) is conjugate by an invertible element to \(g\), which is \(\Delta^{[m]}s_2 \cdots s_t \phi_{\Delta}^{-1}(s_1)\). Hence, by Lemma \[2.28\] \(\dec(\cyc(e))\) is conjugate to \(\dec(g)\) by an invertible element. Now, if \(\fin(\init(e))\), that is, \(s_t \init(e)\), does not divide \(\Delta\), then neither does \(s_t \phi_{\Delta}^{-1}(s_1)\) and, by Propositions \[3.1\] and \[3.2\] (second domino rule) and \[3.1.6\] (right-multiplication), the last entry \(g'\) in the strict normal decomposition of \(g\) satisfies \(g' = T(s_t \phi_{\Delta}^{-1}(s_1))\). In
this case, we obtain $\sup_{\Delta}(\text{cyc}(e)) = \sup_{\Delta}(g) = \sup_{\Delta}(e)$. Let $t = H(s_{\ell}\phi_{\Delta}^{-1}(s_{1}))$ and $t' = T(s_{\ell}\phi_{\Delta}^{-1}(s_{1}))$. Then $\text{dec}(g)$ is conjugate to $t^{-1}\Delta^{m_{2}}\cdots s_{t-1}t$ by an invertible element. Since $\text{fin}(e)\text{pr}(e)$ is $1$-equivalent to $H(\text{fin}(e)\text{init}(e))$, whence to $t$, we deduce that $\text{sl}(e)$ is conjugate by an invertible element to $t^{-1}s_{\ell}\phi_{\Delta}^{-1}(s_{1})$. The latter element is $t^{-1}s_{\ell}\phi_{\Delta}^{-1}(s_{1})\Delta^{m_{2}}\cdots s_{\ell-1}t$. It follows that it is conjugate by an invertible element to $\text{dec}(\text{cyc}(e))$ since we have $t^{-1}s_{\ell}\phi_{\Delta}^{-1}(s_{1}) = t'$.

Similarly, assume that $s_{\ell}\text{init}(e)$ is not divisible by $\Delta$. By Proposition 3.1.25 (first domino rule), we have $\inf_{\Delta}(\text{dec}(e)) = \inf_{\Delta}(e)$, and, by the $H$-law, we have

$$\text{init}(\text{dec}(e)) = H(\text{dec}(e)\Delta^{[i]}) = H(s_{\ell}\phi_{\Delta}^{-1}(s_{1})\cdots\phi_{\Delta}^{-i}(s_{\ell})) = H(s_{\ell}H(\phi_{\Delta}^{-1}(s_{1}))).$$

We deduce $\text{init}(\text{dec}(e)) = H(s_{\ell}\text{init}(e))$, whence $\text{cyc}(\text{dec}(e)) = e^{g}$ where $g$ is the element $s_{\ell}^{-1}H(s_{\ell}\text{init}(e))$. The latter is equal to $\text{pr}(e)$ up to right-multiplication by an invertible element, whence the result.

Proof of Proposition 2.30 (end). Assume that, for every $i$, we have

$$\sup_{\Delta}(\text{sl}^{i}(e)) = \sup_{\Delta}(e) \quad \text{and} \quad \inf_{\Delta}(\text{sl}^{i}(e)) = \inf_{\Delta}(e).$$

Then we are in case (iii) of Lemma 2.31 at each iteration of $\text{sl}$. By Lemma 2.28 the transformations $\text{cyc}$ and $\text{dec}$ are compatible with conjugation by invertible elements, so, up to conjugating by invertible elements, we can replace each iteration of $\text{sl}$ by an application of $\text{cyc} \circ \text{dec}$ or of $\text{dec} \circ \text{cyc}$. Also, since $\inf_{\Delta}$ and $\sup_{\Delta}$ remain constant for each sequence of transformations $\text{cyc}$ and $\text{dec}$ applied to $e$, we are left with an element $e'$ falling in case (iii), that is, $\text{cyc}(\text{dec}(e'))$ and $\text{dec}(\text{cyc}(e'))$ are conjugate by an invertible element. It follows that cyclings and decyclings can be reordered so that $\text{sl}^{n}(e)$ is equal, up to conjugating by an invertible element, to $\text{cyc}^{n}(\text{dec}^{n}(e))$. The latter implies that $e$ lies in its super-summit set.

It follows that, if $e$ does not lie in its super-summit set, some power of $\text{sl}$ will diminish the supremum or increase the infimum.

Finally, under the assumption of (iii), there is a finite number of classes modulo right-multiplication by $\mathcal{C}$ of elements with given supremum and infimum. Thus the super-summit set of the element $e$ is finite modulo $\mathcal{C}^{c}$. This implies (iii).

Definition 2.32 (sliding category). For $e, e' \in \mathcal{G}^{c}$, we denote by $\text{Conj}_{\mathcal{C}}(e, e')$ the family of all positive elements of $\text{Conj}_{\mathcal{C}}(e, e')$, defined to be those elements that, under Convention 2.2, lie in $\mathcal{C}$. The sliding category $\text{SSS}(\mathcal{G})$ of $\mathcal{G}$ is the subcategory of $\text{Conj}_{\mathcal{C}}$ whose objects are the elements of $\mathcal{G}^{c}$ that have a minimum supremum and a maximum infimum in their conjugacy class and such that, for $e, e' \in \text{Obj}(\text{SSS}(\mathcal{G}))$, the set $\text{SSS}(\mathcal{G})(e, e')$ is $\text{Conj}_{\mathcal{C}}(e, e')$.

Note that the existence of elements of $\mathcal{G}^{c}$ that simultaneously have a minimal supremum and a maximal infimum is guaranteed by Proposition 2.30. Also note that, for every $e \in \mathcal{G}^{c}(x, x)$, the element $\Delta(x)$ lies in $\text{Conj}_{\mathcal{C}}(e, \phi_{\Delta}(e))$.

Sliding then gives rise to a natural functor from the category $\text{SSS}(\mathcal{G})$ into itself.

Proposition 2.33 (sliding functor). In Context 2.7 define $\text{sl}$ on the category $\text{SSS}(\mathcal{G})$ by mapping $e$ to $\text{sl}(e)$ for $e$ in $\text{Obj}(\text{SSS}(\mathcal{G}))$ and $g$ to $\text{pr}(e)^{-1}g \text{pr}(e^{g})$ for $g$ in $\text{Conj}_{\mathcal{C}}(e, e^{g})$. 


(i) The maps $\text{sl}$ define a functor from the category $\text{SSS}(G)$ to itself.

(ii) The functor $\text{sl}$ preserves left-divisibility, and $s \in \text{Div}(\Delta)$ implies $\text{sl}(s) \in \text{Div}(\Delta)$.

(iii) The functor $\text{sl}$ preserves left-gcds.

(iv) If $S = \ast$ is finite, the functor $\text{sl}$ is ultimately periodic on elements up to invertible elements, that is, for every $g$ in $\text{SSS}(G)$, there exists $i > j \geq 0$ satisfying $\text{sl}^i(g) = \ast \text{sl}^j(g)$.

**Proof.** (i) As $\text{sl}$ is obviously compatible with composition of elements, the only nontrivial point is to check that, for $g$ in $\text{Conj}(e, e^9)$, the element $\text{sl}(g)$ is positive, or, equivalently, that $\text{pr}(e)$ left-divides $g \text{ pr}(e^9)$ in $C$. Now we have $\text{pr}(e) = \ast \text{gcd}(\text{init}(e), \text{init}(e^{-1}))$, so it is sufficient to prove $\text{init}(e) \preceq g \text{ init}(e^9)$, which, together with the same property for $e^{-1}$, will give $\text{pr}(e) \preceq g \text{ pr}(e^9)$.

We have thus to show

$$\gcd(e \Delta^{\ast \text{inf} \Delta(e)}, \Delta) \preceq g \gcd(e \Delta^{\ast \text{inf} \Delta(e)}), \Delta)$$

or, equivalently, $\gcd(e \Delta^{\ast \text{inf} \Delta(e)}), \Delta) \preceq \gcd(e \Delta^{\ast \text{inf} \Delta(e)}), \Delta)$. As we are in $\text{SSS}(G)$, we have $\text{inf} \Delta(e^9) = \text{inf} \Delta(e)$, hence it is sufficient to prove $\text{e} \Delta^{\ast \text{inf} \Delta(e)} \preceq \text{e} \Delta^{\ast \text{inf} \Delta(e)}$ and $\Delta \preceq g \Delta$. Now both relations are obvious.

(ii) The argument for left-divisibility is the same as for (i). The second assertion comes from the first and the fact that for $e$ in $G^G(x, x)$ we have

$$\text{sl}(e, \Delta(x), \phi \Delta(e)) = (\text{sl}(e), \Delta(y)e, \phi \Delta(\text{sl}(e)))$$

where $y$ is the source of $\text{sl}(e)$ and $e$ in $C^e$ satisfies $\text{pr}(\phi \Delta(e)) = \phi \Delta(\text{pr}(e))e$.

(iii) We first observe that the subcategory $\text{SSS}(G)$ of $\text{Conj}(G)$ is closed under left-gcd. Indeed $\text{inf} \Delta(e^9) \preceq \text{inf} \Delta(e)$ is equivalent to $e \Delta^{\ast \text{inf} \Delta(e)} \preceq e \Delta^{\ast \text{inf} \Delta(e)}$ in $C$, hence as well to $g \Delta^{\ast \text{inf} \Delta(e)} \preceq e \Delta^{\ast \text{inf} \Delta(e)}$ and the conjunction of $g \Delta^{\ast \text{inf} \Delta(e)} \preceq e \Delta^{\ast \text{inf} \Delta(e)}$ implies $\gcd(g, h) \Delta^{\ast \text{inf} \Delta(e)} \preceq e \gcd(g, h)$. The same considerations apply to $\sup \Delta$.

To show (iii), it is sufficient, using (ii), to show that, for $g$ and $h$ in $\text{SSS}(G)(e, -)$, the relation $\gcd(g, h) = \ast 1$ implies $\gcd(\text{sl}(g), \text{sl}(h)) = \ast 1$. So let us assume the relation $\gcd(g, h) = \ast 1$. As we have $\text{pr}(e) \text{sl}(g) = g \text{ pr}(e^9)$ and $\text{pr}(e) \text{sl}(h) = h \text{pr}(e^9)$, the relation we have to show is equivalent to $\gcd(g \text{ pr}(e^9), h \text{pr}(e^9)) = \ast \text{pr}(e)$.

Using again $\text{pr}(e) = \ast \text{gcd}(\text{init}(e), \text{init}(e^{-1}))$, the above relation will be a consequence of the relation $\gcd(g \text{ init}(e^9), h \text{ init}(e^9)) = \ast \text{init}(e)$ together with the same relation for $e^{-1}$. The left-hand side is in turn equal to $\gcd(e \Delta^{m}, \text{e} \Delta^{m}, g \Delta, h \Delta)$, where we have set $m = \text{inf} \Delta(e) = \text{inf} \Delta(e^9) = \inf \Delta(e)$ (the equalities are valid since we are in $\text{SSS}(G)$). Now, by assumption, we have

$$\gcd(e \Delta^{m}, \text{e} \Delta^{m}, g \Delta, h \Delta) = \ast \Delta, \text{whence}$$

$$\gcd(e \Delta^{m}, \text{e} \Delta^{m}, g \Delta, h \Delta) = \ast \text{gcd}(e \Delta^{m}, \Delta) = \ast \text{init}(e),$$

and (iii) follows.
Assume that Lemma 2.36. the atoms of $SC(e)$ given object holds (with the usual abuse of notation: these two elements $\Delta$ to prove the result for $g$ in $S$. Now, in the latter case, $sl^i(g)$ lies in $Div(\Delta)$ for every $i$ by (ii), and, by Proposition 2.30(iii), the ultimate periodicity is a direct consequence of the finiteness of $S$ mod $C^\circ$. □

Note that, as seen in the proof of Proposition 2.33(ii), the relation $sl(\Delta) \cong \Delta$ always holds (with the usual abuse of notation: these two elements $\Delta(-)$ need not have same source). Also, note that, when restricted to $SSS(G)$, the prefix map $pr$ can then be interpreted as a natural transformation between the identity functor and the sliding functor $sl$.

**Gebhardt-González algorithm for computing sliding circuits.** We now show how sliding can be used to solve the Conjugacy Problem in good cases, namely when Condition 2.14 is satisfied and moreover $C^\circ$ is finite. Recall that Condition 2.14(i) implies that $C$ is Noetherian and that it is generated by its atoms and $C^\circ$.

**Definition 2.34 (sliding circuits).** In Context 2.1 and assuming that Condition 2.14 is satisfied, the category of sliding circuits $SC(G)$ is the subcategory of $SSS(G)$ made of all objects and elements that are left fixed by a large enough (divisible enough) power of $sl$.

By Proposition 2.30 every object of $ConjG$ that is fixed by a power of $sl$ belongs to its super-summit set, hence it is an object of $SC(G)$. The next result implies that (provided Condition 2.14 is satisfied), the category $SC(G)$ is the intersection of the images of $SSS(G)$ under $sl^i$ for $i \geq 0$.

**Lemma 2.35.** In Context 2.1 and assuming that Condition 2.14 is satisfied, we have:

(i) An object or an element of $SSS(G)$ that is fixed up to right-multiplication by an invertible element by a power of $sl$ is fixed by that power.

(ii) Sliding is ultimately periodic on objects and on elements of $SSS(G)$.

**Proof.** By Proposition 2.33 sliding is ultimately periodic up to right-multiplication by invertible elements on objects and elements. Hence (ii) is a consequence of (i).

Now, if $e$ lies in $Obj(ConjG)$ and we have $sl^k(e) \cong e$, then, since $sl(e)$ is a conjugate of $e$, Condition 2.14(ii) implies $sl^k(e) = e$, whence (i) for objects.

Next, assume $g \in ConjG(e, e^0)$ with $sl^k(e) = e$ and $sl^i(g) \cong g$. Let us show that this implies $sl^k(g) = g$. By definition of $sl$, there exist elements $f$ and $h$ in $ConjG$ satisfying $sl^k(e) = e^i$, $sl^k(e^0) = e^0$, and $sl^k(g) = f^{-1}gh$. Then we have $g = sl^k(g) = f^{-1}gh$, which implies $g^{-1}fg \cong h$, hence $g^{-1}fg = h$ by Condition 2.14(ii) and, finally, $sl^k(g) = g$, which completes the proof of (i). □

We now describe an algorithm that computes the whole connected component of a given object $e$ in the category of sliding circuits $SC(G)$. For this, it is sufficient to compute the atoms of $SC(G)$ with source $e$.

**Lemma 2.36.** Assume that $e$ is an object of $SC(G)$. If $g$ and $h$ lie in $SC(G)(e, -)$, then $gcd(g, h)$ lies in $SC(G)(e, -)$ as well.
Proof. By definition of $SC(\mathcal{G})$, there exists $i > 0$ satisfying $sl^i(g) = g$ and $sl^i(h) = h$. Since $sl$ preserves left-gcds, we deduce $sl^i(gcd(g,h)) = gcd(g,h)$, whence the result by Lemma 2.35.\[\square\]

By Proposition 2.33 we have $sl(e, \Delta, \phi_{\Delta}(e)) = (sl(e), \Delta, \phi_{\Delta}(sl(e)))$ and, therefore, $\Delta$ lies in $SC(\mathcal{G})(e, -)$ for every object $e$ of $SC(\mathcal{G})$. It follows then from Lemma 2.35 that, given an object $e$ of $SC(\mathcal{G})$ and an atom $s$ of $\mathcal{C}$ with same source as $e$, there is a $\approx$-minimal element $g$ satisfying $s \approx g$ and $g \in SC(\mathcal{G})(x, -)$ which is unique up to right-multiplication by an invertible element.

**Notation 2.37 (element $\hat{s}$).** In the above context, for $s$ an atom of $\mathcal{C}$ with the same source as $e$, we choose a $\approx$-minimal right-multiple $\hat{s}$ of $s$ that lies in $SC(\mathcal{G})(e, -)$.

Note that $\hat{s}$ lies in $Div(\Delta)$ for every atom $s$. The atoms of $SC(\mathcal{G})(e, -)$ are those elements $\hat{s}$, with $\hat{s}$ as above and $e$ in $\mathcal{C}^e$, that are not proper multiple of another element $\hat{s}'$ and such that $\hat{s} e \in SC(\mathcal{G})(e, -)$. In particular, $\hat{s}$ is an atom if it is not a proper multiple of another element $s'$.\[\square\]

**Proposition 2.38 (sliding circuits).** In Context 2.1 with Condition 2.14 assume that $e$ is an object of $SC(\mathcal{G})$ and $s$ is an atom of $\mathcal{C}$ lying in $Conj\mathcal{C}(e, -)$. Then

(i) If, for every $k$, we have $sl^k(s) \not\in \mathcal{C}^e$, then either there exists $k > 0$ satisfying $s \not\approx sl^k(s)$, and then $\hat{s} = i^* sl^j(s)$ holds for $i$ and $j$ minimal satisfying $sl^j(e) = e$ and $sl^{j+1}(s) = sl^j(s)$, or $\hat{s}$ is not an atom of $SC(\mathcal{G})$.

(ii) If $sl^k(s)$ is invertible for some integer $k$, then $s \preceq pr(e)$ holds.

Proof. Let us first consider the case when there is some $k > 0$ satisfying $s \not\preceq sl^k(s)$. Since $sl$ preserves left-divisibility, we have $s \not\preceq sl^k(s) \not\preceq sl^{2k}(s) \not\preceq \cdots$, whence $s \not\preceq sl^k(s)$ for every $i$. Since $\mathcal{C}$ is right-Noetherian, this increasing sequence of left-divisors of $\Delta$ must be eventually constant up to invertible elements, hence eventually constant by Condition 2.14. Hence there exists $h$ satisfying $sl^{hk}(s) = sl^k(s)$ for every $l \geq h$. Taking such an $l$ multiple of the period under sliding of $e$, we deduce $sl^h(e) = e$, whence $sl^{hk}(s) = sl^k(s) \in SC(\mathcal{G})(e, -)$, and $\hat{s} = sl^{hk}(s)$. Taking moreover $l$ multiple of the period of $\hat{s}$ under sliding, from $s \not\preceq \hat{s}$ we deduce $sl^{hk}(s) = sl^k(s) \not\preceq sl^k(\hat{s}) = \hat{s}$. Putting both together we deduce $\hat{s} = i^* sl^j(s)$, so we have also $\hat{s} = i^* sl^j(s)$ for every $i$ and $j$ satisfying $sl^i e = e$ and $sl^{i+1}(s) = sl^j(s)$ (such $i, j$ exist taking for $j$ the length of the sliding circuit of the pair $(e, s)$).

If, for every $k > 0$, we have both $s \not\preceq sl^k(s)$ and $sl^k(s) \not\preceq \mathcal{C}^e$, let us take $k$ divisible enough so as to ensure $sl^k(s) \in SC(\mathcal{G})(e, -)$ and $sl^k(\hat{s}) = \hat{s}$. From $s \not\preceq \hat{s}$ we deduce $sl^k(s) \not\preceq sl^k(\hat{s}) = \hat{s}$ and $s \not\preceq sl^k(s)$ then implies $sl^k(s) \preceq \hat{s}$. As, by assumption, $sl^k(s)$ is not invertible, $\hat{s}$ cannot be an atom.

Finally, assume that an element $g$ of $Conj\mathcal{C}(e, -)$ is such that, for some $k$, we have $sl^k(g) =^* 1$ (we do not assume that $g$ is an atom). We then prove using induction on $k$ that $gcd(g, pr(e))$ is not 1. This will give the result when $g$ is an atom.

Assume first $k = 1$. Then the equalities $1 =^* sl(g) = pr(e)^{-1} g pr(e)$ imply $g pr(e)^{-1} =^* pr(e)$, whence $g \preceq pr(e)$.

Assume now $k \geq 2$. By induction hypothesis, $gcd(sl(g), pr(sl(e)))$ is not invertible. Applying $sl$ to $pr(e)$, an element of $Conj\mathcal{G}(e, -)$, we obtain $sl(pr(e)) = pr(sl(e))$. by
definition. Using the compatibility of \( sl \) with left-gcds, we deduce
\[
gcd(sl(g), pr(sl(e))) = gcd(sl(g), sl(pr(e))) = sl(gcd(g, pr(e))).
\]
As the left-hand term is not invertible, we deduce that neither is \( gcd(g, pr(e)) \).

When \( C^\times \) is finite, which together with the other assumptions implies that \( C \) has a finite number of atoms, Proposition 2.38 leads to an algorithm for computing the atoms of \( SC(\mathcal{G})(e, \cdot, -) \).

Algorithm 2.39 (atoms of sliding circuits).

Context: A groupoid \( \mathcal{G} \) that is the groupoid of fractions of a cancellative category \( \mathcal{C} \) that is right-Noetherian, admits a Garside map, satisfies Condition 2.14 and is such that \( C^\times \) is finite, algorithms for cycling and decycling objects and elements of \( \mathcal{C} \), the atom set \( A \) of \( \mathcal{C} \).

Input: An object \( e \) of \( SC(\mathcal{G}) \)

Output: The atoms of \( SC(\mathcal{G})(e, \cdot, -) \)

1: put \( S := \emptyset \)
2: for \( s \) in \( A \cap Conj(\mathcal{G})(e, \cdot, -) \) do
3: put \( p := (e, s) \) and \( L := \{p\} \)
4: while \( sl(p) \notin L \) do
5: put \( p := sl(p) \)
6: put \( L := L \cup \{p\} \)
7: put \( (e, \epsilon) := \) last pair in \( L \) whose first term is \( e \)
8: if \( s \triangleleft \epsilon \) then
9: put \( S := S \cup \{\epsilon\} \)
10: if \( s \triangleleft pr(e) \) then
11: put \( t := \) least \( t \) satisfying \( s \triangleleft t \triangleleft pr(e) \) and \( e^t \in Obj(SC(\mathcal{G})) \)
12: put \( S := S \cup \{t\} \)
13: put \( S := S \setminus \{s \in S \mid \exists s' \in S \ (s \triangleright s')\} \)
14: for \( s \) in \( S \) and \( \epsilon \) in \( C^\times \) do
15: if \( e^s \in Obj(SC(\mathcal{G})) \) then
16: put \( S := S \cup \{s\epsilon\} \)
17: return \( S \)

Proposition 2.40 (atoms of sliding circuits). If \( \mathcal{G} \) is the groupoid of fractions of a cancellative category \( \mathcal{C} \) that is right-Noetherian, admits a Garside map, satisfies Condition 2.14 and is such that \( C^\times \) is finite, then Algorithm 2.39 running on an object \( e \) of \( SC(\mathcal{G}) \) returns the atoms of \( SC(\mathcal{G})(e, \cdot, -) \).

Proof. We know that the atoms of \( SC(\mathcal{G}) \) are the elements of the form \( \hat{s}e \) with same notation as in 2.37. For each atom \( \hat{s} \) of \( Conj(\mathcal{G})(e, \cdot, -) \), if we are in Case (i) of Proposition 2.38 we can compute parameters \( i \) and \( j \) as in the statement, and then a candidate \( \hat{s} \) for an atom actually is an atom if \( s \) left-divides \( sl^{ij}(s) \). This is exactly what Steps 4 to 8 of Algorithm 2.39 do: take an atom \( s \) of \( Conj(\mathcal{G})(e, \cdot, -) \) and apply iteratively \( sl \) to the pair \( (e, s) \) until it stabilizes to a pair \((e, \epsilon)\), which happens by Lemma 2.35. We are in Case (i) if \( \epsilon \) is
not invertible, and if $s$ left-divides $\epsilon$, which is checked in step 9. If we are not in Case (i) of Proposition 2.38 and $\hat{s}$ is an atom, we are in Case (ii) of loc. cit. and then $\hat{s}$ has to be a divisor of $pr(e)$ since $pr(e)$ then lies in $SC(\mathcal{G})$. So, in order to complete the algorithm, it is sufficient to compute which divisors of $pr(e)$ are in $SC(\mathcal{G})$, which can be done since this set of divisors is finite and checking if an element lies in $SC(\mathcal{G})$ is done by iterating sliding until it stabilizes. We have then to retain amongst all our atom candidates those that are not proper right-multiples of others. This is done in Step 14. Other atoms are $\sim^\gamma$-equivalent to these. This is done in Steps 16 and 17.

Note that the conjunction of Condition 2.14 and the finiteness of $\mathcal{C}^\times$ is equivalent to $D_{iv}(\Delta)$ being finite.

Once the atoms of a sliding circuit are known, it is easy to compute the full component of an object in $SC(\mathcal{G})$ and to deduce a new solution to the Conjugacy Problem.

Algorithm 2.41 (sliding circuits).

**Context:** A groupoid $\mathcal{G}$ that is the groupoid of fractions of a cancellative category $\mathcal{C}$ that is right-Noetherian, admits a Garside map, satisfies Condition 2.14 and is such that $\mathcal{C}^\times$ is finite.

**Input:** An object $e$ of $SC(\mathcal{G})$.

**Output:** The connected component of $e$ in $SC(\mathcal{G})$.

1. put $X := \{e\}$
2. for $f$ in $X$ do
3. compute the atom set $S$ of $SC(\mathcal{G})(f,-)$ using Algorithm 2.39
4. for $s$ in $S$ do
5. if $f^{-1} s / \in X$ then
6. put $X := X \cup \{f^s\}$
7. for $\epsilon$ in $\mathcal{C}^\times \cap Conj(f,-)$ do
8. if $f^{-1} \epsilon \in SC(\mathcal{G}) \setminus X$ then
9. put $X := X \cup \{f^\epsilon\}$
10. until no new element of $X$ has been found
11. return $X$

Algorithm 2.42 (Conjugacy Problem II).

**Context:** A groupoid $\mathcal{G}$ that is the groupoid of fractions of a cancellative category $\mathcal{C}$ that is right-Noetherian, admits a Garside map, satisfies Condition 2.14 and is such that $\mathcal{C}^\times$ is finite.

**Input:** Two elements $d, e$ of $\mathcal{G}^{\sim}$

**Output:** YES if $d$ and $e$ are conjugate, NO otherwise.

1. find $d'$ in a sliding circuit of $d$ by iteratively sliding $d$ until it becomes periodic
2. find $e'$ in a sliding circuit of $e$ by iteratively sliding $e$ until it becomes periodic
3. compute $X :=$ the connected component of $e'$ in $SC(\mathcal{G})$ using Algorithm 2.41
4. if $d' \in X$ then
Proposition 2.43 (Conjugacy Problem II). If \( G \) is the groupoid of fractions of a right-Noetherian cancellative category \( C \) that admits a Garside map and Condition 2.14 holds and \( C^\circ \) is finite, then Algorithm 2.42 solves the Conjugacy Problem of \( G \).

Proof. First Algorithm 2.39 computes all atoms of the component of \( SC(G) \) containing a given object. Since the category \( SC(G) \) is generated by its atoms and its invertible elements, conjugating recursively by the atoms which are in finite number and then by the invertible elements, which are also in finite number, computes the whole set of sliding circuits of a conjugacy class. This is what does Algorithm 2.41 (it terminates since this set is finite). Now the set of sliding circuits is characteristic of a conjugacy class. Indeed if \( e \) and \( d \) are in \( SC(G) \) and conjugate, since sliding is ultimately periodic they are conjugate by an element fixed some power of \( sl \). Hence to know if two elements \( e \) and \( d \) are conjugate it is sufficient to compute the set \( X \) of sliding circuits of the conjugacy class of \( e \), to compute an object \( d' \) of the sliding circuits of the conjugacy class of \( d \) and to check if \( d' \) is in \( X \). This is exactly what does Algorithm 2.42. One first obtains \( e' \) conjugate to \( e \) (resp. \( d' \) conjugate to \( d \)) lying in a sliding circuit by iteratively applying sliding to \( e \) (resp. \( d \)), which is doable by Lemma 2.35. Then Algorithm 2.41 applied to \( e' \) gives the full set \( X \) of object of the sliding circuits of the conjugacy class of \( e \). The final test is to check whether \( d' \) lies in \( X \).

Example 2.44 (Conjugacy Problem II). Let us consider the braid \( \beta \) of Example 2.21. The delta-normal decompositions of \( \beta \) and \( \beta^{-1} \) respectively are

\[
\sigma_2 \sigma_1 \sigma_4 | \sigma_1 \sigma_4 \quad \text{and} \quad \Delta^{-2} \parallel \sigma_2 \sigma_1 \sigma_3 \sigma_2 \sigma_1 \sigma_2 \sigma_2 \sigma_2 | \sigma_2 \sigma_1 \sigma_3 \sigma_2 \sigma_1 \sigma_4 \sigma_3.
\]

Using the fact that \( \Delta^2 \) is central in the braid monoid, we thus find \( \text{init}(\beta) = \sigma_2 \sigma_1 \sigma_4 \) and \( \text{init}(\beta^{-1}) = \sigma_2 \sigma_1 \sigma_3 \sigma_2 \sigma_1 \sigma_4 \sigma_2 \). The element \( \sigma_2 \sigma_1 \) left-divides \( \text{init}(\beta) \) and \( \text{init}(\beta^{-1}) \). As \( \sigma_2 \sigma_1 \sigma_4 \) does not left-divide \( \text{init}(\beta^{-1}) \), we deduce that \( \text{pr}(\beta) \) is equal to \( \sigma_2 \sigma_1 \). We obtain \( \text{sl}(\beta) = \sigma_1 \sigma_3 \sigma_4 \sigma_4 \). The computation gives \( \text{sl}(\beta) = \text{sl}(\beta) \). Hence \( \beta' = \text{sl}(\beta) \) is an object of \( SC(G) \).

Then Algorithm 2.41 gives that the set of objects of the connected component of \( SC(G) \) containing \( \beta' \) is \( \{ \beta', \sigma_1 \sigma_3 \sigma_4 \sigma_4 \sigma_1 \} \). Comparing with the full super-summit set of \( \beta \) as given in Example 2.21 suggests that the sliding approach is much more efficient than the cycling approach.
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5: return YES
6: else
7: return NO

Proof. First Algorithm 2.39 computes all atoms of the component of \( SC(G) \) containing a given object. Since the category \( SC(G) \) is generated by its atoms and its invertible elements, conjugating recursively by the atoms which are in finite number and then by the invertible elements, which are also in finite number, computes the whole set of sliding circuits of a conjugacy class. This is what does Algorithm 2.41 (it terminates since this set is finite). Now the set of sliding circuits is characteristic of a conjugacy class. Indeed if \( e \) and \( d \) are in \( SC(G) \) and conjugate, since sliding is ultimately periodic they are conjugate by an element fixed some power of \( sl \). Hence to know if two elements \( e \) and \( d \) are conjugate it is sufficient to compute the set \( X \) of sliding circuits of the conjugacy class of \( e \), to compute an object \( d' \) of the sliding circuits of the conjugacy class of \( d \) and to check if \( d' \) is in \( X \). This is exactly what does Algorithm 2.42. One first obtains \( e' \) conjugate to \( e \) (resp. \( d' \) conjugate to \( d \)) lying in a sliding circuit by iteratively applying sliding to \( e \) (resp. \( d \)), which is doable by Lemma 2.35. Then Algorithm 2.41 applied to \( e' \) gives the full set \( X \) of object of the sliding circuits of the conjugacy class of \( e \). The final test is to check whether \( d' \) lies in \( X \).

Example 2.44 (Conjugacy Problem II). Let us consider the braid \( \beta \) of Example 2.21. The delta-normal decompositions of \( \beta \) and \( \beta^{-1} \) respectively are

\[
\sigma_2 \sigma_1 \sigma_4 | \sigma_1 \sigma_4 \quad \text{and} \quad \Delta^{-2} \parallel \sigma_2 \sigma_1 \sigma_3 \sigma_2 \sigma_1 \sigma_2 \sigma_2 \sigma_2 | \sigma_2 \sigma_1 \sigma_3 \sigma_2 \sigma_1 \sigma_4 \sigma_3.
\]

Using the fact that \( \Delta^2 \) is central in the braid monoid, we thus find \( \text{init}(\beta) = \sigma_2 \sigma_1 \sigma_4 \) and \( \text{init}(\beta^{-1}) = \sigma_2 \sigma_1 \sigma_3 \sigma_2 \sigma_1 \sigma_4 \sigma_2 \). The element \( \sigma_2 \sigma_1 \) left-divides \( \text{init}(\beta) \) and \( \text{init}(\beta^{-1}) \). As \( \sigma_2 \sigma_1 \sigma_4 \) does not left-divide \( \text{init}(\beta^{-1}) \), we deduce that \( \text{pr}(\beta) \) is equal to \( \sigma_2 \sigma_1 \). We obtain \( \text{sl}(\beta) = \sigma_1 \sigma_3 \sigma_4 \sigma_4 \sigma_1 \sigma_4 \). The computation gives \( \text{sl}(\beta) = \text{sl}(\beta) \). Hence \( \beta' = \text{sl}(\beta) \) is an object of \( SC(G) \).

Then Algorithm 2.41 gives that the set of objects of the connected component of \( SC(G) \) containing \( \beta' \) is \( \{ \beta', \sigma_1 \sigma_3 \sigma_4 \sigma_4 \sigma_1 \} \). Comparing with the full super-summit set of \( \beta \) as given in Example 2.21 suggests that the sliding approach is much more efficient than the cycling approach.
**Left- and right-slidings.** To complete this section, we now show that the preferred choice of left-divisors and the resulting normal decompositions does not really matter when defining sliding: choosing right-divisors and the resulting co-normal decompositions as in Subsection 3.4 leads to isomorphic sliding circuits.

What was developed above will be called *left-sliding*. In order to describe *right-sliding*, a symmetric version, we first need a right-transversal in $\mathcal{D}(\Delta)$: we define it as the image of the function $\tilde{H}$ on $\mathcal{D}(\Delta)$ given by $\tilde{H}(e) = H(\Delta e^{-1})^{-1}\Delta$. The following lemma results from a simple computation.

**Lemma 2.45.** For every $e$ in $\mathcal{D}(\Delta)$ and every $e$ in $\mathcal{C}^+$, we have $\tilde{H}(e) \times e$ and, whenever $ee$ is defined, $\tilde{H}(ee) = \tilde{H}(e)$.

**Definition 2.46 (right-sliding).** For $e$ in $\mathcal{G}^-$, the suffix $\tilde{\rho}(e)$ is defined by

$$\tilde{\rho}(e) = \tilde{H}(\gcd(\Delta e^{[\inf \Delta(e)]} e, \Delta [\sup \Delta(e)] e^{-1}, \Delta)),$$

and the right-sliding $\tilde{s}(e)$ of $e$ is the left-conjugate $\tilde{\rho}(e) e$ of $e$.

We extend right-sliding from objects of $\text{Conj} \mathcal{G}$ to elements of $\text{Conj} \mathcal{G}$ by defining, for $g$ in $\text{Conj} \mathcal{C}(e, e^g)$, the element $\tilde{s}(g)$ to be $\tilde{\rho}(e) g \tilde{\rho}(e^g)^{-1}$. A computation similar to that in the proof of Proposition 2.33 shows that $\tilde{s}(g)$ is then well defined. The map $\tilde{s}$ is compatible with composition, so $\tilde{s}$ provides a functor from $\text{SSS}(\mathcal{G})$ to itself.

In the rest of this section, we shall work with the following additional assumption.

**Condition 2.47.** The sharp head function $H$ is compatible with left- and right-complement to $\Delta$ in the sense that $\Delta = g'g$ implies $H(g') = g' \Leftrightarrow H(g) = g$.

Condition 2.47 is satisfied in a category that contains no nontrivial invertible element, and also in the case of the semi-direct product of such a category $\mathcal{C}$ by an automorphism $\phi$ as in Subsection 3.4 when $H$ is extended to $\mathcal{C}$ by $H(g\phi) = H(g)$ (see the last paragraph of Subsection 3.4). Condition 2.47 will be used through its following consequence.

**Lemma 2.48.** In Context 2.7 if Condition 2.47 is satisfied, then $\text{Im} H$ and $\text{Im} \tilde{H}$ coincide.

In other words, the left- and right-transversals of $\mathcal{D}(\Delta)$ we consider are the same.

**Proof.** We first show that $\text{Im} \tilde{H}$ is included in $\text{Im} H$. Let $g$ belong to $\text{Im} \tilde{H}$. Then we have $g = \tilde{H}(g) = H(\Delta g^{-1})^{-1}\Delta$, hence $H(\Delta g^{-1})g = \Delta$ whence, by Condition 2.47, $H(g) = g$. Hence $g$ belongs to $\text{Im} H$.

Conversely, assume $g = H(g)$. We want to show $g = \tilde{H}(g)$. Assume $\Delta = g'g$. By Condition 2.47, we have $H(g') = g'$, hence

$$\tilde{H}(g) = H(\Delta g^{-1})^{-1}\Delta = H(g')^{-1}\Delta = g'm^{-1}\Delta = g.

\square$$

**Proposition 2.49 (left- vs. right-sliding).** In Context 2.7 if Condition 2.47 is satisfied, then, for every $\nu$, the maps $\tilde{s}^\nu$ from $\text{Im}(\tilde{s}^\nu)$ to $\text{Im}(\tilde{s}^\nu)$ and $\tilde{s}^\nu$ from $\text{Im}(\tilde{s}^\nu)$ to $\text{Im}(\tilde{s}^\nu)$ are reciprocal isomorphisms when restricted to $\text{SSS}(\mathcal{G})$. 


Before entering the proof, we inductively define the \( k \)-th iterated prefix \( \text{pr}_k \) and the \( k \)-th iterated suffix \( \text{pr}_k \) by \( \text{pr}_1 = \text{pr} \), \( \text{pr}_1 = \tilde{\text{pr}} \) and \( \text{pr}_k(\varepsilon) = \text{pr}_{k-1}(\varepsilon)\text{pr}(\varepsilon) \) and 
\( \tilde{\text{pr}}_k(\varepsilon) = \tilde{\text{pr}}(\tilde{\text{sl}}^{k-1}(\varepsilon))\tilde{\text{pr}}_{k-1}(\varepsilon) \) for \( k > 1 \). Then the equalities
\[
\tilde{\text{sl}}^k(\varepsilon) = e^{\text{pr}_k(\varepsilon)} \quad \text{and} \quad \tilde{\text{sl}}^k(\varepsilon) = \tilde{\text{pr}}_k(\varepsilon)\varepsilon
\]
hold by definition.

**Lemma 2.50.** For every \( e \) in \( \text{SSS}(C) \) and every \( k \), we have
\[
\tilde{\text{pr}}_k(e) \preceq \text{pr}_k(\tilde{\text{sl}}^k(e)) \quad \text{and} \quad \tilde{\text{pr}}_k(\text{sl}^k(e)) \succeq \text{pr}_k(e).
\]

**Proof.** We shall prove the second property using induction on \( k \). The proof of the first one is similar by reversing the arrows. Let
\[
m = \inf_{\Delta}(\varepsilon) = \inf_{\Delta}(\text{sl}(e)) \quad \text{and} \quad m + \ell = \sup_{\Delta}(\varepsilon) = \sup_{\Delta}(\text{sl}(e)).
\]

By definition, we have
\[
\tilde{\text{pr}}(e) \times = \gcd(\Delta^{-m}, \Delta^{m+\ell}e^{-1}, \Delta) \quad \text{and} \quad \text{pr}(e) = \gcd(e, \Delta^{-m}, e^{-1}\Delta^{m+\ell}, \Delta).
\]

In particular, \( \text{pr}(e) \) left-divides \( e\Delta^{-m} \), which, conjugating by \( \Delta^{m+\ell} \), implies that the element \( \Delta^{-m}\text{pr}(e)^{-1}e \) lies in \( C \). Similarly \( \text{pr}(e) \preceq e^{-1}\Delta^{m+\ell} \) implies that the element \( \Delta^{m+\ell}\text{pr}(e)^{-1}e^{-1} \) lies in \( C \). Now, applying the formula for \( \tilde{\text{pr}} \) to \( \text{sl}(e) \) gives
\[
\tilde{\text{pr}}(\text{sl}(e)) \times = \gcd(\Delta^{-m}\text{sl}(e), \Delta^{m+\ell}\text{sl}(e)^{-1}, \Delta)
\]
\[
\times = \gcd(\Delta^{-m}\text{pr}(e)^{-1}e \text{pr}(e), \Delta^{m+\ell}\text{pr}(e)^{-1}e^{-1}\text{pr}(e), \Delta),
\]
whence \( \tilde{\text{pr}}(\text{sl}(e)) \succeq \text{pr}(e) \) by applying the above positivity statements and using that \( \text{pr}(e) \) is in \( S \), hence right-divides \( \Delta \). This completes the proof for \( k = 1 \).

Assume now \( k > 1 \). The induction hypothesis applied to \( \text{sl}(e) \) instead of to \( e \) gives \( \tilde{\text{pr}}_{k-1}(\text{sl}^k(e)) \succeq \text{pr}_{k-1}(\text{sl}(e)) \). The element \( g \) satisfying \( \tilde{\text{pr}}_{k-1}(\text{sl}^k(e)) = g \text{pr}_{k-1}(\text{sl}(e)) \) can be interpreted as an element of \( \text{Con}_J(C)(\text{sl}^{k-1}(\text{sl}^k(e)), \text{sl}(e)) \). We then have the following commutative diagram

\[
\begin{array}{c}
\tilde{\text{sl}}^k(\varepsilon) \\
\downarrow \tilde{\text{sl}}(g)
\end{array}
\quad
\begin{array}{c}
\tilde{\text{pr}}(\text{sl}(\varepsilon)) \\
\downarrow \text{pr}(\varepsilon)
\end{array}
\quad
\begin{array}{c}
\tilde{\text{sl}}(\varepsilon) \\
\downarrow \tilde{\text{pr}}_k(\varepsilon)
\end{array}
\quad
\begin{array}{c}
\text{sl}^k(\varepsilon) \\
\downarrow \text{pr}_{k-1}(\varepsilon)
\end{array}
\quad
\begin{array}{c}
\text{sl}(\varepsilon) \\
\downarrow g
\end{array}
\quad
\begin{array}{c}
\text{sl}(\text{sl}(\varepsilon)) \\
\downarrow \tilde{\text{pr}}_k(\text{sl}(\varepsilon))
\end{array}
\quad
\begin{array}{c}
\tilde{\text{sl}}^{k-1}(\text{sl}^k(\varepsilon)) \\
\downarrow \tilde{\text{pr}}_{k-1}(\text{sl}^k(\varepsilon))
\end{array}
\quad
\begin{array}{c}
\text{sl}^{k-1}(\text{sl}^k(\varepsilon)) \\
\downarrow \tilde{\text{pr}}_k(\text{sl}^k(\varepsilon))
\end{array}
\quad
\begin{array}{c}
\text{sl}^k(\varepsilon)
\end{array}
\]

where \( h \) comes from the property \( \tilde{\text{pr}}(\text{sl}(\varepsilon)) \succeq \text{pr}(e) \). Since all the arrows are given by positive elements, we obtain the expected result. \( \square \)
Proof of Proposition 2.49. We claim that, for \( e \) in SSS(\( \mathcal{G} \)) and for every \( n \), we have \( \text{sl}^n \text{sl}^n(e) = \text{sl}^n(e) \). By Lemma 2.50, \( \text{pr}_n(\text{sl}^n(e)) \) is a left-multiple of \( \text{pr}_n(e) \). Assume that \( g \) satisfies \( g \text{pr}_n(e) = \text{pr}_n(\text{sl}^n(e)) \). The commutative diagram of Figure 2 shows that the iterated sliding \( \text{sl}^n(g) \) satisfies

\[
\text{pr}_n(\text{sl}^n(e) \text{sl}_n(g)) = \text{pr}_n(\text{sl}^n(e)).
\]

Thus \( \text{pr}_n(\text{sl}^n(e)) \) left-divides \( \text{pr}_n(\text{sl}^n(e)) \). By Lemma 2.50, \( \text{pr}_n(\text{sl}^n(e)) \) left-divides \( \text{pr}_n(\text{sl}^n(e)) \), hence we must have \( \text{pr}_n(\text{sl}^n(e)) = \text{pr}_n(\text{sl}^n(e)) \). By Condition 2.47, this implies \( \text{pr}_n(\text{sl}^n(e)) = \text{pr}_n(\text{sl}^n(e)) \), hence \( \text{sl}^n(g) = 1 \), whence our claim.

We have shown that \( \text{sl}^n \text{sl}^n \) is the identity on \( \text{sl}^n(\text{SSS}(\mathcal{G})) \). In the same way, \( \text{sl}^n \text{sl}^n \) is the identity on \( \text{sl}^n(\text{SSS}(\mathcal{G})) \). This completes the argument.

\[
\text{pr}_n(\text{sl}^n(e)) \]

\[
\begin{array}{cccccc}
\text{sl}^n(e) & \text{sl}^n(\text{sl}^n(e)) & \text{sl}^n(\text{sl}^n(\text{sl}^n(e))) & \cdots & \text{sl}^n(\text{sl}^n(\cdots(\text{sl}^n(e)))) \\
\downarrow{f} & \downarrow{\text{sl}(f)} & \downarrow{\text{sl}(\text{sl}(f))} & \cdots & \downarrow{\text{sl}(\text{sl}(\cdots(\text{sl}(f))))} \\
\text{sl}(e) & \text{sl}(\text{sl}(e)) & \text{sl}(\text{sl}(\text{sl}(e))) & \cdots & \text{sl}(\text{sl}(\cdots(\text{sl}(e)))) \\
\end{array}
\]

Figure 2. Proof of Proposition 2.49

The following consequence is straightforward.

**Corollary 2.51 (image of \( \text{sl}^n \)).** In Context 2.7 with 2.47, for every \( e \) in SSS(\( \mathcal{G} \)), we have

\[
\exists' \in \text{SSS}(\mathcal{C}) \text{ (} e = \text{sl}^n(e') \text{)} \Leftrightarrow \text{sl}^n\text{sl}^n(e) = e, \\
\exists' \in \text{SSS}(\mathcal{C}) \text{ (} e = \text{sl}^n(e') \text{)} \Leftrightarrow \text{sl}^n\text{sl}^n(e) = e.
\]

**Notation 2.52 (\( \text{SC}(\mathcal{G})(e), \text{SC}(\mathcal{G})(e) \)).** For \( e \) belonging to its super-summit set, we denote by \( \text{SC}(\mathcal{G})(e) \) the full subcategory of \( \text{SC}(\mathcal{G}) \) whose objects are in the conjugacy class of \( e \). Similarly, we define \( \text{SC}(\mathcal{G})(e) \) to be the subcategory of SSS(\( \mathcal{C} \)) fixed by a large enough (divisible enough) power of \( \text{sl} \) and whose objects are in the conjugacy class of \( e \).

**Corollary 2.53 (\( \text{SC}(\mathcal{G})(e) \) vs. \( \text{SC}(\mathcal{G})(e) \)).** In Context 2.7 with 2.47, for every \( e \) belonging to its super-summit set and for \( n \) large enough, \( \text{sl}^n \) and \( \text{sl}^n \) are mutually inverse isomorphisms between \( \text{SC}(\mathcal{G})(e) \) and \( \text{SC}(\mathcal{G})(e) \).

**Proof.** Since \( \mathcal{S} \) is finite modulo \( C^c \) the categories \( \text{SC}(\mathcal{G})(e) \) and \( \text{SC}(\mathcal{G})(e) \) are finite. Hence, for \( n \) large enough, the image of \( \text{sl}^n \) is \( \text{SC}(\mathcal{G})(e) \) and the image of \( \text{sl}^n \) is \( \text{SC}(\mathcal{G})(e) \). The result is then a direct consequence of Proposition 2.49.

\( \square \)
Twisted conjugacy. Let us consider again the context of a semi-direct product by an automorphism. For $\phi$ an automorphism of the category $\mathcal{C}$, we define $\phi$-sliding as corresponding to the sliding of elements of the form $e\phi$ in $\mathcal{C} \rtimes \langle \phi \rangle$. As already mentioned, Conditions 2.14 and 2.47 are automatically satisfied in $\mathcal{C} \rtimes \langle \phi \rangle$ if $\mathcal{C}$ has no nontrivial invertible element. Indeed, for the former, if $e\phi^m$ is conjugate to $d\phi^n$, then we must have $\phi^m = \phi^n$ so two conjugate elements cannot differ by an invertible element, and, for the later, if $\Delta$ is the product of two elements of $S(\mathcal{C} \rtimes \langle \phi \rangle)^\times$, it must be a decomposition of the form $\Delta = (g\phi^m)(\phi^{-m}g')$ with $g, g'$ in $S$; now $H(g\phi^m) = g\phi^m$ implies $\phi^m = \text{id}$, whence $H(\phi^{-m}g') = \phi^{-m}g'$. Thus all results of the previous section hold for $\mathcal{C} \rtimes \langle \phi \rangle$ when $\mathcal{C}$ has no nontrivial invertible element.

3 Conjugacy classes of periodic elements

In this section, we study the conjugacy classes of periodic elements, defined as the roots of a power of $\Delta$. The main result is Proposition 3.34 which precisely describes the conjugacy classes of all periodic elements.

The section contains three subsections. First, we introduce periodic elements and establish results in the special case of roots of $\Delta^2$ (Subsection 3.1). Next, we develop in Subsection 3.2 a geometric approach involving the subfamily of the considered category consisting of all elements that are not divisible by $\Delta$ and viewing this family as a negatively curved space on which the category and its enveloping groupoid act. These methods are then used in Subsection 3.3 to deduce a more complete analysis of periodic elements and of their conjugates.

3.1 Periodic elements

Once again, we fix a common context for the sequel.

Context 3.1. • $\mathcal{C}$ is a Noetherian and cancellative category;
• $\Delta$ is a Garside map in $\mathcal{C}$;
• $\mathcal{G}$ is the enveloping groupoid of $\mathcal{C}$;

Definition 3.2 (periodic). For $p, q \geq 1$, an element $e$ of $\mathcal{G}^\times$ is called $(p, q)$-periodic if $e^p \equiv \Delta^q$ holds.

Note that, by definition, every iteration $\Delta^q$ of the considered map $\Delta$ is periodic, and that, if $e$ is $(p, q)$-periodic, it is also $(np, nq)$-periodic for every non-zero integer $n$. 
Example 3.3 (periodic). In a free Abelian monoid based on a set $I$ and equipped with the smallest Garside element $\Delta_I$ (Reference Structure [1] page 3), the only periodic elements are the powers of $\Delta_I$. By contrast, in the braid monoid $B_n$ equipped with the smallest Garside element $\Delta_n$ (Reference Structure [2] page 5), for every permutation $(i_1, i_2, \ldots, i_{n-1})$ of $\{1, 2, \ldots, n-1\}$, the element $\sigma_{i_1} \sigma_{i_2} \cdots \sigma_{i_{n-1}}$ is periodic; more precisely we have $(\sigma_{i_1} \sigma_{i_2} \cdots \sigma_{i_{n-1}})^n = \Delta_n$, so these elements are $(n, 2)$-periodic.

Lemma 3.4. In Context [3], if, moreover, (i) $\phi_\Delta$ has finite order, or (ii) there is no nontrivial invertible element in $C$, then, if $e$ is $(p, q)$-periodic, the fraction $p/q$ depends only on $e$ and not on the choice of $p$ and $q$.

Proof. Assume that $e$ is $(p, q)$- and $(p', q')$-periodic. Write $e^p = e^{q} \Delta^q$ and $e^{p'} = e^{q'} \Delta^{q'}$. If the order of $\phi_\Delta$ is finite, raising these equalities to suitable powers, we can assume that $\phi_\Delta^p$ and $\phi_\Delta^{p'}$ are the identity. In any case, we have $e^{rp+rq'}' = e^{rp+rq'} \Delta^{r(q+q')}$ for all integers $r$ and $r'$ (this is a true equality in case (ii)). In particular, we can choose $r$ and $r'$ such that $r'p+rq'$ is the gcd of $p$ and $p'$. Raising the equality $e^{p'} = e^{q'} \Delta^{q'}$ to the powers $p/p''$ and $p'/q''$, using that $\phi_\Delta^{q'+q''} = \phi_\Delta^q$ is the identity in case (i), and identifying the resulting equalities with $e^p = \Delta^q$ and $e^{p'} = \Delta^{q'}$ respectively, we obtain $q = (r'q + rq')p/p''$ and $q' = (r'q + rq')p'/q''$, whence $p/q = p'/q'$.

If at least one of the assumptions of Lemma 3.4 is satisfied, we call $p/q$ the period of $e$. Note that, if $\phi_\Delta$ has finite order, then a conjugate of a periodic element is periodic with the same period, although the minimal pair $(p, q)$ may change. Indeed, if we have $e^p = \Delta^q e$ with $e$ in $C^\infty$ and $q$ large enough to satisfy $\phi_\Delta^q$ is id, then a conjugate $e^{q'}$ satisfies $(e^{q'})^p = \Delta^q e^{q'} = \Delta^q$. We shall see that two periodic elements with the same period are conjugate if and only if they are cyclically conjugate; we will also be able to describe the centralizers of periodic elements. Note that, if $\phi_\Delta$ has finite order $d$, the centralizer of an element in $G$ is obtained from its centralizer in $C$ by multiplying by powers of $\Delta^d$.

We first show by elementary computations that a $(p, 2)$-periodic element of $C$ is the same up to cyclic conjugacy as a $(p, 2, 1)$-periodic element when $p$ is even, and obtain a related characterization when $p$ is odd. We will prove similar results for more general fractions in Subsection 5.3 using geometric methods.

Proposition 3.5 ($(p, 2)$-periodic). In Context [3] if $e$ is an element of $C^\infty$ satisfying $e^p = \Delta^q$ for some positive integer $p$, and putting $r = [p/2]$:

(i) Some cyclic conjugate $d$ of $e$ satisfies $d^r = e^{r} \Delta^{r}$ and $d^r \in \text{Div}(\Delta)$.

(ii) Furthermore, if $p$ is even, we have $d^r = e^{r} \Delta$, and, if $p$ is odd, there exists $s$ in $\text{Div}(\Delta)$ satisfying $d^r s = \Delta$ and $d = s\phi_\Delta(e)$, where $e$ is the element of $C^\infty$ satisfying $d^r = \Delta^r e$.

Proof. (i) We prove using increasing induction on $i$ that, for $i \leq p/2$, there exists $g$ in $C_g C(e, -)$ such that $(e^g)^i$ belongs to $\text{Div}(\Delta)$ and $(e^g)^i$ belongs to $\Delta^2 C^\infty$. We start the induction with $i = 0$ where the result holds trivially with $g = 1$. 


Assume now $i > 0$ and $i + 1 \leq p/2$. We assume the result for $i$ and will prove it for $i + 1$. We thus have an element $g$ for step $i$, thus replacing $e$ by $e^g$ we assume $e^i \in \text{Div}(\Delta)$ and $e^p \in \Delta[2]C^\omega$; we will conclude by finding $g$ in $S$ satisfying $g \leq e$ and $(e^g)^{i+1} \in \text{Div}(\Delta)$ and $(e^g)^p \in \Delta[2]C^\omega$. If $e^{i+1}$ left-divides $\Delta$, we have the desired result with $g = 1$. We may thus assume $\sup \Delta(e^{i+1}) \geq 2$. Since $e^{i+1}$ left-divides $\Delta[2]$, we have actually $\sup \Delta(e^{i+1}) = 2$ by Proposition III.1.62 (length). Let $e^ig'e'$ be a (strict) normal decomposition of $e^{i+1}$, where $e^ig$ belongs to $S$ and $e'g'e'$ belongs to $\text{Div}(\Delta)$. We have

$$e^ig'e'(e^ig) \preceq e^ige'(e^ig) = e^{2(i+1)} \preceq e^p = \Delta[2],$$

hence we still have $2 = \sup \Delta((e^ig)e'(e^ig)) = \sup \Delta((e^ig)e')$. By Proposition VI.1.37 (second domino rule, alternative form), $(e^ig)'e'$ must lie in $\text{Div}(\Delta)$. Then we deduce $e'(e^ig) = e'((e^g)'e')g = (e^g)^{i+1}$, an element of $\text{Div}(\Delta)$, and $g \leq e$ follows.

So $g$ will do if we can show $(e^g)^p \in \Delta[2]C^\omega$. Now, $(e^g)^p$ is $\Delta[2]e$ with $e$ invertible, hence $e$ commutes with $\Delta[2]e$, hence so does $e^{i+1}$, that is, we have $\phi^2_\Delta(e^{i+1})e = e^{i+1}e$ and, equivalently, $\phi^2_\Delta(e^ig)e'\phi^2_\Delta(e')e = e^ige'$. Now $\phi^2_\Delta(e^ig)|\phi^2_\Delta(e')e$ is a (non-necessarily strict) normal decomposition and, as $e'g'e'$ is also a normal decomposition, then, by Proposition III.1.25 (normal unique), there must exist an invertible element $e'$ satisfying $\phi^2_\Delta(e^ig)e' = e^ige'$. Then we have

$$e^ige'(e^ig) \preceq e^ige'(e^ig) = e^{2(i+1)} \preceq e^p = \Delta[2],$$

the last equality because $e^i$ commutes with $\Delta[2]e$. Cancelling $\Delta[2]$, we find $\phi^2_\Delta(e^ig)e' = eg$.

We have then

$$g(e^g)^p = e^pg = \Delta[2]eg = \Delta[2]\phi^2_\Delta(g)e' = g\Delta[2]e',$$

whence the result by left-cancelling $g$.

(ii) The relation $d^r \in \text{Div}(\Delta)$ implies the existence of $s$ in $\text{Div}(\Delta)$ satisfying $d^rs = \Delta$. Assuming $d^p = \Delta[2]e$ with $e$ invertible, we deduce $d^ps\Delta e = \Delta[2]e = d^pe$, whence by cancellation $s\Delta e = d^pd^i$ with $i = 1$ if $p$ is odd, and $i = 0$ if $p$ is even. We deduce $d^rd'es = s\Delta e = s\phi_\Delta(s)e = ds\phi_\Delta(s)e$ and, finally, $s\phi_\Delta(s)e = d^pe$.

If $p$ is odd, we obtain the expected result and, if $p$ is even, we obtain that $s\phi_\Delta(s)$ is invertible, hence so is $s$ and $d^r$ belongs to $\DeltaC^\omega$. \hfill $\Box$

**Example 3.6** $(p, 2)$-periodic. Let $B_n$ be the braid group on $n$ strands (Reference Structure 2 page 5). The square $\Delta^2_n$ of the Garside element $\Delta_n$ is in the center of $B_n$ (in fact it generates the center), and we have $\phi^2_\Delta = \text{id}$. If a braid $\beta$ is a $d$-th root of $\Delta^2_n$ for some positive integer $d$, Proposition 3.5 implies that $b$ is cyclically conjugate to a positive braid $\beta_1$ whose powers $\beta_1^i$ are simple braids (that is, positive braids that divide $\Delta_n$ in $B_n^\omega$) for all $i \leq d/2$. Moreover, if $d$ is even, one has $\beta_1^{d/2} = \Delta_n$ and, if $d$ is odd, there exists a (positive) simple braid $\beta'$ such that $\Delta_n = \beta_1^{(d-1)/2}\beta'$ and $\beta_1 = \beta'\phi_\Delta(\beta')$.

Let us give a concrete example: take $\beta = \sigma_1\sigma_2\sigma_1\sigma_2\sigma_3\sigma_2$ in $B_6$. Then $\beta$ is a 5th root of $\Delta^2_6$ but $\beta^2$ does not divide $\Delta_6$. The braid $\beta_1 = \sigma_1\sigma_2\sigma_1\sigma_2$ is cyclically conjugate to $\beta$ (see Exercise 25) and satisfies $\beta_1^2\beta' = \Delta_6$ with $\beta' = \sigma_1\sigma_2\sigma_3$ and one has $\beta'\phi_\Delta(\beta') = \beta_1$.\hfill $\Box$
The twisted case: $\phi$-periodic elements. Let us apply Proposition 3.5 to the case of a semi-direct product category $C \rtimes \langle \phi \rangle$ in the case when $C$ has no nontrivial invertible element and the Garside family $S$ is invariant under $\phi$. Then an element $e\phi$ of $(\langle C \phi \rangle)^C$ is $(p,q)$-periodic if and only if $(e\phi)^p = \Delta^q\phi^p$ holds. Proposition 3.5 then shows that, for $q = 2$, the element $e$ must be cyclically $\phi$-conjugate to an element $e'$ satisfying $(e'\phi)^r \in S\phi^r$ and $(e'\phi)^p = \Delta^2\phi^p$. The latter equality shows that the conjugating element must be fixed under $\phi^2\phi$. For $p = 2r$, we have $(e'\phi)^r = \Delta\phi^r$. For $p = 2r + 1$, we have $(e'\phi)^r h = \Delta$ for some $h$, whence $h = s\phi^{-r}$ for some $s$ in $S$, and $e'\phi = s\phi(\phi\Delta\phi^{-r})(s)$. Further, since $e'\phi$ commutes with $\Delta^2\phi^p$ and $\Delta$ is fixed under $\phi$, the equality $(e'\phi)^r s = \Delta\phi^r$ implies that $s$ commutes with $\Delta^2\phi^p$.

3.2 Geometric methods

In order to extend the above results to arbitrary exponents of $\Delta$, we shall now introduce geometric ideas and consider geodesic walks in some subfamily (or quotient) of the considered groupoid that behaves like a negatively curved space. Our framework remains the same as previously, with the exception that no Noetherianity assumption is included at first. On the other hand, we add the mild assumption that the ambient category is small, that is, its families of objects and elements are sets (and not proper classes). This assumption will be used to guarantee the existence of a convenient height function.

Context 3.7. • $C$ is a small cancellative category;
• $\Delta$ is a Garside map in $C$;
• $G$ is the enveloping groupoid of $C$;

We recall from Definition 3.22 and Proposition 3.24 (interval) that, for $g$ in $G$, the parameter $\inf_\Delta(g)$ is the largest integer $k$ satisfying $\Delta^k \leq g$, whereas $\sup_\Delta(g)$ is the least integer $k$ satisfying $g \leq \Delta^k$; the canonical length $\ell_\Delta(g)$ is then $\sup_\Delta(g) - \inf_\Delta(g)$. If $g$ is not of the form $\Delta^m e$ with $e$ in $C^e$, the canonical length of $g$ is the unique integer $\ell$ such that $g$ admits a strict $\Delta$-normal decomposition of the form $\Delta^m || g_1 \cdots || g_{\ell}$.

Notation 3.8 (relation $=_{\Delta}$, family $G^0$, element $g^0$). In Context 3.7 we denote by $G^0$ the family $\{ g \in G \mid \inf_\Delta(g) = 0 \}$. For $g, g'$ in $G$, we write $g =_{\Delta} g'$ for $\exists g \in \Delta \cdot g' = g\Delta^q$, and we put $g^0 = g\Delta^{-\inf_\Delta(g)}$.

By the results recalled above, $G^0$ is also $C \setminus \Delta C$, that is, the family of all $g$ in $C$ that are not left-divisible by $\Delta$. Our starting point is the following straightforward observation.

Lemma 3.9. In Context 3.7, for every $g$ of $G$, the element $g^0$ is the unique element of $G^0$ satisfying $g^0 =_{\Delta} g$.

Thus $G^0$ is a family of representatives for the quotient $G/_{=_{\Delta}}$ (which is also $C/_{=_{\Delta}}$ since every class contains elements of $C$), and working with $G^0$ amounts to working with that quotient. However, it will be convenient here to stick to the current definition as $G^0$ being included in $G$ allows for using the operations and relations of $G$ without ambiguity. Hereafter, we shall reserve the letters $a, b, c$ for elements of $G^0$.

The idea will be to view $G^0$ as a geometric space on which $G$ acts.
Lemma 3.10. In Context 3.7 put $g \cdot a = (ga)^0$ for $g$ in $G$ and $a$ in $G^0$ such that $ga$ is defined. Then $\bullet$ is a left-action of $G$ on $G^0$, in the sense that $g \cdot a$ is defined whenever the target of $g$ coincides with the source of $a$, the source of $g \cdot a$ is the source of $g$, and we have $1_G \cdot a = a$ for $a$ with source $x$ and $(gh) \cdot a = g \cdot (h \cdot a)$ whenever both are defined.

Note that, when defined, $g \cdot a$ always has the form $ga\Delta^{|m|}$ for some integer $m$.

Lemma 3.11. In Context 3.7 the function $\text{dist}$ defined on $G^0 \times G^0$ by

$$\text{dist}(a,b) = \begin{cases} \infty & \text{if } a \text{ and } b \text{ do not share the same source,} \\ \ell_\Delta(a^{-1}b) & \text{otherwise,} \end{cases}$$

is a quasi-distance, that is, it is symmetric and satisfies the triangular inequality; moreover, $\text{dist}$ is invariant under the action of $G$ on $G^0$.

Proof. Corollary V.3.28 (inverse) gives

$$\text{dist}(b,a) = \ell_\Delta(b^{-1}a) = \ell_\Delta((b^{-1}a)^{-1}) = \ell_\Delta(a^{-1}b) = \text{dist}(a,b).$$

Proposition V.3.30 (inequalities) gives

$$\text{dist}(a,c) = \ell_\Delta(a^{-1}c) = \ell_\Delta((a^{-1}b)(b^{-1}c)) \leq \ell_\Delta(a^{-1}b) + \ell_\Delta(b^{-1}c) = \text{dist}(a,b) + \text{dist}(b,c).$$

Finally, assume that $g \cdot a$ and $g \cdot b$ are defined. Then there exist $m,n$ satisfying the equalities $g \cdot a = ga\Delta^{|m|}$ and $g \cdot c = gc\Delta^{|n|}$, so we find

$$\text{dist}(g \cdot a,g \cdot b) = \ell_\Delta((g \cdot a)^{-1}(g \cdot b)) = \ell_\Delta((ga\Delta^{|m|})^{-1}(gb\Delta^{|n|})) = \ell_\Delta(\Delta^{-|m|}a^{-1}b\Delta^{|n|}) = \ell_\Delta(a^{-1}b) = \text{dist}(a,b),$$

the fourth equality being true because the canonical length is invariant under a left- or a right-multiplication by $\Delta$. \hfill \Box

Note that $\text{dist}(1_G,a) = \ell_\Delta(a)$ holds for every $a$ with source $x$.

Lemma 3.12. In Context 3.7 for $a, b$ in $G^0$;

(i) $\text{dist}(a,b) = 0$ is equivalent to $a = b$;
(ii) $\text{dist}(a,b) = 1$ is equivalent to the existence of $s$ in $\text{Div}(\Delta) \setminus (C^c \cup \Delta C^c)$ satisfying either $b = as$ or $a = bs$.

Proof. Point (i) is obvious. For (ii), assume $\text{dist}(a,b) = 1$. By definition, we have $\ell_\Delta(a^{-1}b) = 1$, that is, there exist $t$ in $\text{Div}(\Delta) \setminus (C^c \cup \Delta C^c)$ and $m$ in $\mathbb{Z}$ satisfying $a^{-1}b = \Delta^{|m|}t$, whence $b = \Delta^{|m|}\phi_\Delta^m(a)t$ and $a = \Delta^{-m-1}\phi_\Delta^{-m-1}(b)\phi_\Delta^{-m}(\partial t)$. Now, by assumption, we have $\Delta \not\equiv b$, that is, $\Delta \not\equiv \Delta^{|m|}\phi_\Delta^m(a)t$. As $\phi_\Delta^m(t)a$ lies in $C$, this implies $m \leq 0$. Similarly, we have $\Delta \not\equiv a$, that is, $\Delta \not\equiv \Delta^{-m-1}\phi_\Delta^{-m-1}(b)\phi_\Delta^{-m}(\partial t)$. As $\phi_\Delta^{-m-1}(b)\phi_\Delta^{-m}(\partial t)$ lies in $C$, this implies $-m - 1 \leq 0$, that is, $m \geq -1$. For $m = 0$, we have $b = as$ with $s = t$, and, for $m = -1$, we have $as = b$ with $s = \partial t$. The converse direction is straightforward. \hfill \Box
We now consider certain geodesics in the space $G^0$, and first recall the standard notion.

Definition 3.13 (walk, geodesic). In Context 3.7 an $\ell$-step walk in $G^0$ is a sequence $(a_0, \ldots, a_\ell)$ satisfying $\text{dist}(a_i, a_{i+1}) \leq 1$ for every $i$; it is called geodesic if there exists no $\ell'$-step walk from $a_0$ to $a_\ell$ with $\ell' < \ell$.

A walk is a concatenation of segments of length at most 1 connecting two endpoints and a geodesic walk—a geodesic, for short—is a walk such that no strictly shorter walk connects the endpoints. Note that all points in a walk must share the same source. If $(a_0, \ldots, a_\ell)$ is a geodesic walk, the triangular inequality (Proposition 3.11) implies that every segment $(a_i, a_{i+1})$ has length one exactly. Also, it follows from the definition that every subsequence of a geodesic walk is geodesic and that, if $(a_0, \ldots, a_\ell)$ is geodesic, then so is $(a_{\ell'}, \ldots, a_{\ell'})$.

Hereafter we shall consider particular geodesics in $G^0$ that are connected with $\Delta$-normal decompositions in $G$. In view of Propositions III.3.1 (geodesic, positive case) and III.3.2 (geodesic, general case), a connection is natural. However, the current context is different since the equivalence relation $\Delta$ is involved.

Definition 3.14 (normal walk). In Context 3.7 a walk $(a_0, \ldots, a_\ell)$ in $G^0$ is called normal if some strict $\Delta$-normal path $s_1, \ldots, s_n$, then called a witness for $(a_0, \ldots, a_\ell)$, satisfies (3.15)

\[ \forall_i (a_i = \Delta a_0 s_1 \cdots s_i). \]

Example 3.16 (normal geodesic). Consider the points $a$ and $b^2c$ in the space $G^0$ associated with the free Abelian monoid based on $\{a, b, c\}$ with $\Delta = abc$ (Reference Structure [1] pages 3]. The canonical length of $a^{-1}b^2c$ is 3, so the distance from $a$ to $b^2c$ is 3. Now $(a, 1, bc, b^2c)$ is a normal geodesic from $a$ to $b^2c$, as shows the witness $bc|bc|b$. By contrast, $(a, ab, b, b^2c)$, which is another geodesic from $a$ to $b^2c$, is not normal since the only candidate-witness, namely $b|bc|bc$, is not normal. Note that the reversed geodesic $(b^2c, bc, 1, a)$ is also normal since it admits the witness $ac|a|a$. We shall see in Lemma 3.18 below that this is a general fact.

Our first observation is that normal geodesics exist as often as possible, namely whenever the expected endpoints have a finite distance.

Lemma 3.17. In Context 3.7 for all $a, b$ in $G^0$, the following are equivalent:

(i) We have $0 < \text{dist}(a, b) < \infty$;

(ii) There exists a geodesic connecting $a$ to $b$;

(iii) There exists a normal geodesic connecting $a$ to $b$.

Proof. That (iii) implies (ii) and (ii) implies (i) directly follows from the definition.

Assume now that $a$ and $b$ share the same source and satisfy $\text{dist}(a, b) = \ell \neq 0$. Let $\Delta [s_1]|s_2 \cdots s_\ell$ be a strict $\Delta$-normal decomposition of $a^{-1}b$. Put $a_0 = a$ and, for $i \leq \ell$, put $a_i = (a_0 \phi_\Delta(s_1) \cdots \phi_\Delta(s_\ell))^0$. Then we have

\[
\begin{align*}
a_\ell &= (a_0 \phi_\Delta(s_1) \cdots \phi_\Delta(s_\ell))^0 = (a_0 \phi_\Delta(s_1) \cdots \phi_\Delta(s_\ell) \Delta[m])^0 \\
&= (a \Delta[s_1 \cdots s_\ell])^0 = b^0 = b.
\end{align*}
\]

As $\phi_\Delta$ is an automorphism of $\mathcal{C}$, the path $\phi_\Delta(s_1) \cdots \phi_\Delta(s_\ell)$ is strictly $\Delta$-normal and, by definition, it is a witness for $(a_0, \ldots, a_\ell)$. So the latter is a normal walk connecting $a$ to $b$. Moreover, this walk is geodesic since $\ell$ is the distance of $a$ and $b$. So (i) implies (iii).
We now establish some general properties of normal geodesics.

Lemma 3.18. In Context 3.7
(i) A normal walk in $G^0$ is always geodesic, and it admits a unique witness.
(ii) If $(a_0, ..., a_\ell)$ is a normal geodesic and $g \cdot a_0$ is defined, then $(g \cdot a_0, ..., g \cdot a_\ell)$ is also normal geodesic.
(iii) If $(a_0, ..., a_\ell)$ is a normal geodesic, then $(a_\ell, ..., a_0)$ is also normal geodesic.

Proof. (i) Assume that $(a_0, ..., a_\ell)$ is normal with witness $s_1 \ldots s_\ell$. By definition, the canonical length of $s_1 \ldots s_\ell$ is $\ell$ and we find $\text{dist}(a_0, a_\ell) = \ell_{\triangle}(a_0^4 a_\ell) = \ell$. Hence $(a_0, ..., a_\ell)$ is geodesic.

Assume that $s_1' \ldots s_\ell'$ is another witness. Then we have $a_0 s_1' \ldots a_\ell' = a_0 s_1 \ldots s_\ell$ for each $i$, whence $s_1' \ldots s_\ell'$ is $s_1 \ldots s_\ell \Delta^{[m]}$. By definition, $s_1' \ldots s_\ell'$ and $s_1 \ldots s_\ell$ belong to $G^0$, so they must be equal. An obvious induction on $\ell$ then implies $s_i' = s_i$ for every $i$.

(ii) Assume that $s_1 \ldots s_\ell$ is a witness for $(a_0, ..., a_\ell)$ and $g \cdot a_0$ is defined. Let $m$ be the (unique) integer satisfying $g \cdot a_0 = g a_0 \Delta^{[m]}$. Then we obtain for every $i$

$$g \cdot a_i = g a_0 s_1 \ldots s_i = (g \cdot a_0) \Delta^{-[m]} s_1 \ldots s_i = (g \cdot a_0) \phi_{\Delta}^m(s_1) \ldots \phi_{\Delta}^m(s_i),$$

which shows that $\phi_{\Delta}^m(s_1) \ldots \phi_{\Delta}^m(s_\ell)$ is a witness for $(g \cdot a_0, ..., g \cdot a_\ell)$.

(iii) Assume again that $s_1 \ldots s_\ell$ is a witness for $(a_0, ..., a_\ell)$. For each $i$, there exists an integer $m_i$ satisfying $a_i = a_0 s_1 \ldots s_i \Delta^{[m_i]}$. We deduce $a_i = a_\ell \Delta^{-[m_\ell]} s_{\ell-1}^{-1} \ldots s_{i+1}^{-1} \Delta^{[m_i]}$, whence, using the formula $g^{-1} = \partial g \Delta^{-1}$ and writing $m$ for $m_\ell$,

$$a_i = a_\ell \Delta^{-[m_\ell]} \partial s_{\ell-1} \Delta^{-1} \ldots \partial s_{i+1} \Delta^{-1} \Delta^{[m_i]} = a_\ell \phi_{\Delta}^m(\partial s_{\ell-1}) \phi_{\Delta}^{m+\ell-i}(\partial s_{i+1}) \Delta^{[m_i-i-m-\ell]}.$$

By Proposition V.3.26 (inverse), the path $\phi_{\Delta}^m(\partial s_{i+1}) \ldots \phi_{\Delta}^{m+\ell-i}(\partial s_{\ell-1})$ is $\Delta$-normal, and it is strict since the assumption that $s_i$ is neither invertible nor delta-like implies that $\phi_{\Delta}^m(\partial s_{i+1})$ is neither invertible nor delta-like for every $n$. Therefore this path is a witness for $(a_{\ell-i}, ..., a_0)$.

As normal geodesics are defined in terms of normal paths and normality is local in that a path is normal if and only if every length two subpath is normal, it is natural to expect that normal geodesics admit a local characterization. This is indeed the case.

Proposition 3.19 (normal geodesic local). In Context 3.7 a walk is a normal geodesic in $G^0$ if and only if each of its length 3 subsequences is.

Proof. Assume that $(a_0, ..., a_\ell)$ is a normal geodesic, with witness $s_1 \ldots s_\ell$. By definition, for each $i$, we have $a_i = a_0 s_1 \ldots s_i \Delta^{[m_i]}$ for some (unique) integer $m_i$. Choose $i$ with $0 \leq i \leq \ell - 2$. Then, writing

$$a_{i+1} = a_0 s_1 \ldots s_i s_{i+1} \Delta^{[m_i+1]} = a_0 s_1 \ldots s_i \Delta^{[m_i]} \Delta^{-1} \Delta^{[m_i-1]} s_{i+1} \Delta^{[m_i]} = a_i \phi_{\Delta}^{m_i}(s_{i+1}) \Delta^{[m_i+1]},$$

we deduce $a_{i+1} = a_i \phi_{\Delta}^{m_i}(s_{i+1})$, and, similarly, $a_{i+2} = a_i \phi_{\Delta}^{m_i}(s_{i+1}) \phi_{\Delta}^{m_i}(s_{i+2})$. Now, $s_{i+1} | s_{i+2}$ is strictly $\Delta$-normal, hence so is $\phi_{\Delta}^{m_i}(s_{i+1}) \phi_{\Delta}^{m_i}(s_{i+2})$. Then the latter is a witness for $(a_i, a_{i+1}, a_{i+2})$, which is therefore normal, hence geodesic by Lemma 3.18.
Conversely, assume that every length three subsequence of \((a_0, \ldots, a_\ell)\) is normal (hence geodesic). We use induction on \(\ell\). For \(\ell \leq 2\), there is nothing to prove. Assume \(\ell \geq 3\). By induction hypothesis, the walk \((a_0, \ldots, a_{\ell-1})\) is normal, so it admits a witness, say \(s_1 \cdots | s_{\ell-1}\), hence there exist integers \(m, m'\) satisfying

\[ a_{\ell-2} = a_0 s_1 \cdots s_{\ell-2} \Delta^m, \quad a_{\ell-1} = a_0 s_1 \cdots s_{\ell-2} s_{\ell-1} \Delta^{m'} \]

whence \(a_{\ell-1} = a_{\ell-2} \phi^{m'}(s_{\ell-1}) \Delta^{m'-m}\). On the other hand, by the assumption, the walk \((a_{\ell-2}, a_{\ell-1}, a_\ell)\) is normal, so it admits a witness, say \(t_1 | t_2\), hence there exist integers \(n, n'\) satisfying \(a_{\ell-1} = a_{\ell-2} t_1 \Delta^n\) and \(a_\ell = a_{\ell-2} t_1 t_2 \Delta^{n'}\). Merging the evaluations of \(a_{\ell-1}\)

\[ \phi_m(s_{\ell-1}) \Delta^{m'-m} = t_1 \Delta^n, \quad \text{whence } \phi_m(s_{\ell-1}) = t_1. \]

By definition, \(t_1\) and \(s_{\ell-1}\), hence \(\phi_m(s_{\ell-1})\) as well, lie in \(\text{Div}(\Delta) \setminus (C^\infty \cup \Delta C^\infty)\). Hence we must have \(\phi_m(s_{\ell-1}) = t_1\), whence \(\Delta^{m'}|t_1 = s_{\ell-1} \Delta^{m} \). Let \(s_t\) be a witness for \(\phi_m(t_2)\), that is, \(\Delta^{m} t_2 = s_t \Delta^{m'}\). Inserting the value of \(a_{\ell-2}\) provided by (3.20) in \(a_\ell = a_{\ell-2} t_1 t_2 \Delta^{n'}\), we obtain

\[ a_\ell = a_0 s_1 \cdots s_{\ell-2} \Delta^m t_1 t_2 \Delta^{n'}, \]

\[ = a_0 s_1 \cdots s_{\ell-2} s_t \Delta^{m} t_2 \Delta^{n'} = a_0 s_1 \cdots s_{\ell-2} s_{\ell-1} \Delta^{m+n} \]

By assumption, \(t_1 | t_2\) is strictly \(\Delta\)-normal, hence so is \(\phi_m(t_1) | \phi_m(t_2)\), that is, \(s_{\ell-1} | s_t\). Therefore, the path \(s_1 \cdots | s_{\ell}\) is strictly \(\Delta\)-normal and, by construction, it witnesses that \((a_0, \ldots, a_\ell)\) is a normal walk in \(\mathcal{G}^0\). 

We shall now introduce an oriented version of the distance on the space \(\mathcal{G}^0\) using the left-height function on the category \(\mathcal{C}\), which, by Proposition II.2.47 (height) is defined everywhere on \(\mathcal{C}\) if and only if \(\mathcal{C}\) is left-Noetherian—this is where we use the assumption that \(\mathcal{C}\) is small. We recall that the left-height function \(ht_L\) on \(\mathcal{C}\), which is defined by

\[ ht_L(g) = \begin{cases} 0 & \text{if } g \text{ is invertible,} \\ \sup\{ht_L(f) + 1 \mid f \prec g\} & \text{otherwise.} \end{cases} \]

Then \(f \prec g\) implies \(ht_L(f) < ht_L(g)\). By Lemma II.2.44 \(ht_L\) is invariant under \(\phi_\Delta\). Here comes the key observation about left-height in the current context.

**Lemma 3.21.** In Context 3.17 assume that \(\mathcal{C}\) is left-Noetherian.

(i) If \((a, b)\) is a geodesic in \(\mathcal{G}^0\), that is, if \(d(a, b) = 1\) holds, then we have either \(ht_L(a) < ht_L(b)\) or \(ht_L(a) > ht_L(b)\).

(ii) If \((a, b, c)\) is a normal geodesic in \(\mathcal{G}^0\), then \(ht_L(a) < ht_L(b) < ht_L(c)\) is impossible.

**Proof.** (i) By Lemma 3.12 there exists an element \(t\) of \(\text{Div}(\Delta) \setminus (C^\infty \cup \Delta C^\infty)\) satisfying either \(b = at\) or \(a = bt\). In the first case, we deduce \(ht_L(b) > ht_L(a)\), in the second case, we have \(ht_L(b) < ht_L(a)\).

(ii) Let \(s_1 s_2\) be a witness for \((a, b, c)\). By Lemma 3.12 there exists \(t\) in \(\text{Div}(\Delta) \setminus (C^\infty \cup \Delta C^\infty)\) satisfying either \(b = at\) or \(a = bt\). This is equivalent to the existence of \(t_1\) in \(\text{Div}(\Delta) \setminus (C^\infty \cup \Delta C^\infty)\) and \(m \in \{0, -1\}\) satisfying \(b = at_1 \Delta^m\). Similarly there exists \(t_2\) in \(\text{Div}(\Delta) \setminus (C^\infty \cup \Delta C^\infty)\) and \(m \in \{0, -1\}\) satisfying \(c = bt_2 \Delta^m\). Merging with the definition of a witness, we deduce \(t_1 = s_1\) and \(t_2 = \phi_m(s_2)\), and \(c = a s_1 s_2 \Delta^{m+n} \).
Assume \( n = -1 \). Then we have \(- (m + n) \geq 1\), and the latter equality, rewritten as \( c \Delta^{-(m+n)} = as_1s_2 \), implies \( \Delta \preceq as_1s_2 \). As \( s_1|s_2 \) is normal, this implies \( \Delta \preceq as_1 \). Hence \( as_1 \) does not belong to \( G^0 \), whereas, by assumption, \( as_1 \Delta^{[m]} \), which is \( b \), does. We deduce \( m \neq 0 \), whence \( n = -1 \) implies \( m = -1 \).

We claim that, symmetrically, \( m = 0 \) implies \( n = 0 \). Indeed, this follows from applying the above result to the reversed geodesic \((c, b, a)\), which is normal by Lemma \( \ref{lem:geo-reversed} \) (iii). Calling \( m' \) and \( n' \) the associated parameters, the above result says that \( n' = -1 \) implies \( m' = -1 \). Now, by construction, \( n' = -1 \) is equivalent to \( m = 0 \) and \( m' = -1 \) is equivalent to \( n = 0 \).

We conclude that the conjunction of \( m = 0 \) and \( n = -1 \) is impossible. Now, by definition, \( m = 0 \) corresponds to \( \text{ht}_a(a) < \text{ht}_a(b) \) whereas \( n = -1 \) corresponds to \( \text{ht}_a(b) > \text{ht}_a(c) \).

This leads us to considering a new parameter.

**Definition 3.22 (oriented distance).** In Context \( \ref{context:3.7} \) assume that \( C \) is left-Noetherian. Define \( \text{dist} \) from \( G^0 \times G^0 \) to \( \text{Ord} \cup \{\infty\} \) by

\[
\text{dist}(a, b) = \begin{cases} 
\infty & \text{if } a \text{ and } b \text{ do not share the same source}, \\
\text{ht}_a((a^{-1}b)^0) & \text{otherwise}. 
\end{cases}
\]

**Proposition 3.23.** In Context \( \ref{context:3.7} \) if \( C \) is left-Noetherian:

(i) For \( a \) in \( G^0(x, -) \), we have \( \text{dist}(1, a) = \text{ht}_a(a) \).

(ii) For all \( a, b, b' \) in \( G^0 \), the relation \( b' \simeq b \) implies \( \text{dist}(a, b') = \text{dist}(a, b) \).

(iii) The function \( \text{dist} \) is invariant under \( \circ \), that is, \( \text{dist}(g \circ a, g \circ b) = \text{dist}(a, b) \) holds whenever the points are defined.

(iv) If \((b_0, \ldots, b_\ell)\) is a normal geodesic in \( G^0 \), then, for every \( a \) in \( G^0 \) sharing the source of \( b_0 \) and every \( i \) in \( \{1, \ldots, \ell - 1\} \), we have

\[
(3.24) \quad \text{dist}(a, b_i) < \max(\text{dist}(a, b_0), \text{dist}(a, b_\ell)).
\]

Of course we declare that \( \alpha < \infty \) holds for every ordinal \( \alpha \) (alternatively, in the case when \( \text{Obj}(C) \) is a set, hence in particular when \( C \) is a small category, we could use an ordinal \( \theta \) that is larger than \( \text{ht}_c(\Delta(x)) \) for every object \( x \) of \( C \)).

**Proof.**

(i) For \( a \) in \( G^0 \), we have \((1_a^{-1})^0 = a^0 = a \), so the result follows from the definition.

(ii) Assume \( b' = b e \) with \( e \) invertible. Write \((a^{-1}b)^0 = a^{-1}b \Delta^{[m]} \). Then we have \( a^{-1}b' = a^{-1}b e = a^{-1}b \Delta^{[m]} = a^{-1}b \Delta^{[m]}(\Delta^{[m]}(e)) \), whence \((a^{-1}b')^0 = (a^{-1}b)^0 = \text{dist}(a, b) \).

(iii) Assume that \( g \circ a \) and \( g \circ b \) are defined (in particular \( a \) and \( b \) share the same source).

Write \( g \circ a = g a \Delta^{[m]} \) and \( g \circ b = gb \Delta^{[n]} \). Then we find

\[
(g \circ a)^{-1} (g \circ b) = \Delta^{-[m]} a^{-1} b \Delta^{[n]} = \phi_\Delta^{m}(a^{-1} b) \Delta^{[n-m]} = \phi_\Delta^{m}(a^{-1} b) \Delta^{[n-m]},
\]

whence, using the invariance of \( \text{ht}_a \) under \( \phi_\Delta \) given by Lemma \( \ref{lem:ht-phi} \) (iv),

\[
\text{dist}(g \circ a, g \circ b) = \text{ht}_a(\phi_\Delta^{m}(a^{-1} b)) = \text{ht}_a(a^{-1} b) = \text{dist}(a, b).
\]
(iv) Let \( x \) be the common source of \( b_0, \ldots, b_\ell \) and \( a \) be an element of \( G^0 \) with source \( x \). By definition, \( a^{-1} \cdot b_i \) is defined for every \( i \). Put \( c_i = a^{-1} \cdot b_i \). By Lemma 3.18(ii), \((c_0, \ldots, c_\ell)\) is a normal geodesic. Then, using (iii) and (i), we have for each \( i \)

\[
\text{dist}_G(a, b_i) = \text{dist}(a^{-1} \cdot a, a^{-1} \cdot b_i) = \text{dist}(1, c_i) = \text{ht}_G(c_i).
\]

So we are left with establishing \( \text{ht}_G(c_i) < \max(\text{ht}_G(c_0), \text{ht}_G(c_\ell)) \) for \( 1 \leq i \leq \ell - 1 \) whenever \((c_0, \ldots, c_\ell)\) is a normal geodesic. This follows from Lemma 3.21(ii), since, by the latter, no point except the endpoints may be a local maximum of the left-height.

**Definition 3.25 (center).** For \( O \) included in \( G^0 \) and \( b \) in \( G^0 \), put

\[
\text{dist}_O(b) = \sup_{a \in O} \text{dist}(a, b).
\]

A point of \( G^0 \) is said to be a center of \( O \) if it achieves the minimum of \( \text{dist}_O \) on \( G^0 \).

**Notation 3.27 (family \( S/=-^\ast \)).** For \( S \) included in \( C \), we denote by \( S/=-^\ast \) the family of all \( =^\ast \)-classes of elements of \( S \).

By definition, \( G^0 \) is included in \( C \), so the notation \( O/=-^\ast \) makes sense for \( O \subseteq G^0 \).

**Proposition 3.28 (center).** In context 3.7 with \( C \) left-Noetherian and \( O \) included in \( G^0 \):

(i) There exists at least one center in \( O \).
(ii) If all elements of \( O \) share the same source \( x \), every center of \( O \) has source \( x \).
(iii) If, moreover, \( O/=-^\ast \) is finite, any two centers \( c, c' \) of \( O \) satisfy \( \text{dist}(c, c') \leq 1 \).

**Proof.** (i) The supremum of \( \text{dist}_O \) is always defined in \( \text{Ord} \cup \{\infty\} \) and the well-ordering property of ordinals guarantees that the minimum is achieved by a point of \( G^0 \).

(ii) By definition, \( \text{dist}_O(b) \) is \( \infty \) if and only if the source of \( b \) is not \( x \). In particular, \( \text{dist}_O(b) < \infty \) holds for \( b \) in \( O \), hence for \( c \) a center of \( O \). This implies that such a center admits \( x \) as its source.

(iii) Let \( O' \) be a (finite) \( =^\ast \)-selector on \( O \), that is, a subfamily of \( O \) that contains one point in each \( =^\ast \)-class. Then, for every \( b \) in \( G^0 \), we have

\[
\text{dist}_O(b) = \max_{a \in O} \text{dist}(a, b)
\]

since, by Proposition 3.23(ii), \( b =^\ast b' \) implies \( \text{dist}(a, b') = \text{dist}(a, b) \). Now, by definition, \( c \) and \( c' \) share the common source of all elements of \( O \), hence \( \text{dist}(c, c') < \infty \) holds. By Lemma 3.17 there exists a normal geodesic, say \((c_0, \ldots, c_\ell)\), connecting \( c \) to \( c' \). If \( \ell \geq 2 \) holds, then, for every point \( a \) in \( O' \), (3.24) gives

\[
\text{dist}(a, c_1) < \max(\text{dist}(a, c), \text{dist}(a, c')),
\]

whence, by taking the maxima over the finite set \( O' \) and owing to (3.29),

\[
\text{dist}_O(c_1) < \text{dist}_O(c) = \text{dist}_O(c').
\]

This contradicts the assumption that \( c \) and \( c' \) achieve the minimum of \( \text{dist}_O \) and, therefore, we must have \( \ell \leq 1 \).
3.3 Conjugacy of periodic elements

We can now return to periodic elements of $G$ and their conjugates and apply the results of Subsection 3.2. We first use the result of that subsection to give a characterization of the elements which have a periodic conjugate and we prove that, in that case, they have a conjugate close to a power of $\Delta$.

**Proposition 3.30 (conjugate to periodic).** In Context 3.3, with $C$ left-Noetherian, for $e$ in $G^0$ and $a$ in $G^0$ such that $e a$ is defined, define the $e$-orbit of $a$ to be $\{e^n \cdot a \mid n \in \mathbb{Z}\}$. Then an element $e$ of $G^\infty$ is conjugate to a periodic element if and only if there exists an $e$-orbit $\mathcal{O}$ such that $\mathcal{O}/\sim^e$ is finite. In this case, $e$ is conjugate to an element of the form $\Delta^{(m)} h$ with $m$ in $\mathbb{Z}$ and $h$ in $\text{Div}(\Delta) \setminus \Delta C^0$.

**Proof.** Assume that $e^q$ is periodic. We note that $(e^q)^p = \Delta^{|n|}$ implies $(e^q \Delta^{(m)})^p = \Delta^{|q|}$ for every $r$, and, therefore $e^{s q}$ is also periodic for every $g$ satisfying $g = \Delta^{|g|} g$, with the same parameters. Hence, some conjugate of $e$ of the form $e^a$ with $a$ in $G^0$ is periodic.

Now, by definition, $e^a$ is periodic if and only if there exists $p$ satisfying $(e^a)^p = \Delta^{|p|}$ for some $q$. The latter relation rewrites as $e^p a = e^q \Delta^{|q|}$, and, as $g = \Delta^{|g|} g', \Delta^{|g|} g'$, it implies $e^p \cdot a = (e^p a)^q = \Delta^{|q|} = a$. So, in this case, the $e$-orbit of $a$ intersects at most $p$ many $\sim^e$-classes.

Conversely, assume that the $e$-orbit of some $a$ has a finite image in $G^0/\sim^e$. As $G$ is a groupoid, there must exist $p$ satisfying $e^p \cdot a = e^q a$. This means that there exists an integer $q$ satisfying $e^p a \Delta^{-|q|} = \sim^e a$, whence $e^p a = e^q \Delta^{|q|}$, that is, $(e^a)^p = \Delta^{|q|}$. So $e^a$ is periodic.

Assume that we are in the case above, that is, we have $(e^a)^p = \sim^e \Delta^{|q|}$. Let $x$ be the source of $e$ and $a$, and let $\mathcal{O}$ be the $e$-orbit of $a$. By Proposition 3.28(i), $\mathcal{O}$ admits at least one center, say $c$ and, by Proposition 3.28(ii), the source of $c$ is $x$. We claim that $e \cdot c$ is also a center of $\mathcal{O}$. Indeed, $\mathcal{O}$ is invariant under left-translation by $e$, and, for all $a, b$ in $G^0$, Proposition 3.23(iii) implies $\text{dist}(e \cdot a, e \cdot b) = \text{dist}(a, b)$. Hence, if $c$ achieves the minimum of $\text{dist}$ on $G$, so does $e \cdot c$. Now, by assumption, the image of $\mathcal{O}$ in $G^0/\sim^e$ is finite, so Proposition 3.28(iii) implies $\text{dist}(e, e \cdot c) \leq 1$. By definition, the last relation reads $\ell_\Delta(e^{-1}(e \cdot c)) \leq 1$, which is also $\ell_\Delta(e^c) \leq 1$ since $\ell_\Delta$ is invariant under right-multiplication by $\Delta$. So $\ell_\Delta(e^c)$ must be 0 or 1. In the first case, $e^c$ belongs to $\Delta^{(m)} C^0$ for some $m$. In the second case, $e^c$ has an expression of the form $\Delta^{(m)} h$ with $h$ in $\text{Div}(\Delta) \setminus (C^0 \cup \Delta C^0)$, hence also an expression of the form $h \Delta^{(m)}$ with $h$ in $\text{Div}(\Delta) \setminus (C^0 \cup \Delta C^0)$. In all cases, $e^c$ has the form $\Delta^{(m)} h$ with $h$ in $\text{Div}(\Delta) \setminus \Delta C^0$. □

**Corollary 3.31 (SSS of periodic).** In Context 3.3, with $C$ left-Noetherian, if $e$ is an element of $G^\infty$ that is conjugate to a periodic element, then the super-summits set of $e$ consists of elements of the form $\Delta^{(m)} h$ with $m$ in $\mathbb{Z}$ and $h$ in $\text{Div}(\Delta)$, and $e$ is conjugate by cyclic conjugacy to such an element.
Proof. By Proposition 3.30 e is conjugate to an element e' of the form \( \Delta^m \cdot h \) with m in \( \mathbb{Z} \), and h in \( \text{Div}(\Delta) \) \( \setminus \Delta \mathbb{C} \). Such an element must lie in its super-summit set. Indeed, we find \( \inf_\Delta (e') = \sup_\Delta (e') = m \) if h is invertible and \( \sup_\Delta (e') = \inf_\Delta (e') + 1 = m + 1 \) otherwise; in each case, e' is in its super-summit set since cycling does not change its shape. Furthermore, every element of the super-summit set of e' has the same shape since the values of \( \inf_\Delta \) and \( \sup_\Delta \) must be the same. So the super-summit set is as described.

As for the last point, it follows from Corollary 2.12 which guarantees that one can go from e to an element of its super-summit set using cyclic conjugacies.

**Proposition 3.32 (cyclically conjugate).** In Context 3.7 with \( C \) Noetherian, any two periodic elements of \( C \) that are conjugate are cyclically conjugate.

Proof. This is a special case of Proposition 1.24.

In the case when the automorphism \( \phi_\Delta \) has a finite order, we can come back to Proposition 3.30 and obtain a more complete description of the periodic elements.

**Lemma 3.33.** In Context 3.7 with \( \phi_\Delta \) of finite order, every conjugate of a periodic element must be a periodic element.

Proof. Assume that \( \phi_\Delta^p \) is the identity and \( e^p = \Delta^q \) holds. For every \( g \) such that \( e^g \) is defined, we obtain \( (e^g)^{pn} = g^{-1} e^{pm} g = e^s \Delta^{pm} g = \Delta^{pm} \) since \( \Delta^{pm} \) commutes with every element.

**Proposition 3.34 (periodic elements).** If \( C \) is a Noetherian cancellative category and \( \Delta \) is a Garside map in \( C \) such that the order of \( \phi_\Delta \) is finite:

(i) Every periodic element \( e \) of \( C \) is cyclically conjugate to some element \( d \) satisfying \( d^p \in \Delta^q \mathbb{C} \) with \( p \) and \( q \) positive and coprime and such that, for all positive integers \( p' \) and \( q' \) satisfying \( pq' - qp' = 1 \), we have \( d^{p'} \preceq \Delta^{q'} \);

(ii) For \( d \) as in (i), the element \( g \) satisfying \( d^p g = \Delta^{q} \) is an element of \( \text{Div}(\Delta) \) whose \( \Delta^{-q} \)-class is independent of the choice of \( (p', q') \); moreover, \( g \Delta^{-q} \) is \( (p, -q, p') \)-periodic and \( d = (g \Delta^{-q})^{n} \Delta^{mq} \) holds.

Proof. (i) We use the notions and notation of Subsection 3.2. Since \( \phi_\Delta \) has finite order, Lemma 3.33 implies that all conjugates of \( e \) are periodic, and, therefore, all orbits of a periodic element have a finite image in \( G^0 / \cong^\pi \). Let \( O \) be an \( e \)-orbit in \( G^0 \) and let \( Z \) be an \( e \)-orbit in the family of the centers of \( O \). Then \( Z / \cong^\pi \) is finite, and every two elements \( c, c' \) of \( Z \) satisfy \( \text{dist}(c, c') \leq 1 \). Take \( c \in Z \) and set \( d = e^c \). Here \( d \) is a priori in \( G \); we will prove eventually that it is in fact in \( C \), which will imply, by Proposition 3.32, that it is cyclically conjugate to \( e \).

The set \( c^{-1} \cdot Z \) is a \( d \)-orbit in the set of centers of the \( d \)-orbit \( c^{-1} \cdot O \) and it consists of all elements \( (d^i)^0 \) with \( i \) in \( \mathbb{Z} \). Let \( p \) be the cardinal of \( Z / \cong^\pi \), and \( Z_0 \) be the set \( \{(d^i)^0 \mid i = 0, \ldots, p - 1\} \). Thus, we have \( d^p = \Delta^{q} \) for some integer \( q \). For each \( i \),
the elements $d^p$ and $d^{p+1}$ are $=\omega$-equivalent to $=\omega$-equivalent elements. Since $p/q$ is the period of $d$, it is also the period of $e$, which is positive, since $e$ is in $C$. Hence $p > 0$ implies $q > 0$. If $p = 1$ holds, $pq' - qp' = 1$ is equivalent to $q' = 1 + kq$ and $p' = kq$ for some $k$ in $\mathbb{Z}$, and (i) holds.

We now assume that $d^0$ is not invertible in $C$. Then $\text{dist}((d^1)^0, (d^{1+1})^0)$ is positive and, since $(d^0)^0$ and $(d^{1+1})^0$ are centers, we have $\text{dist}((d^0)^0, (d^{1+1})^0) = 1$. Let $x$ be the source of $d$. We have $\text{dist}(1_x, (d^0)^0) = 1$, hence all elements $(d^0)^0$ lie in $\text{Div}(\Delta)$. By Lemma 3.12 the relation $\text{dist}((d^0)^0, (d^1)^0) = 1$ forbids $\text{ht}_x((d^0)^0) = \text{ht}_x((d^1)^0)$, so we may label the elements of $\mathbb{Z}_0$ as $c_0 = 1, c_1, \ldots, c_{p-1}$ so that that $\text{ht}_x(c_j) < \text{ht}_x(c_{j+1})$ holds for every $j$. Then, by Lemma 3.12 and our assumption on left-heights, we have $c_i = c_1g_1 \cdots g_{i-1}$ where $c_i$ and $g_i$ are non-invertible elements of $\text{Div}(\Delta)$ for $i > 0$. There exists a positive integer $p'$ such that $d^{p'}$ maps $c_1$ to an invertible element. We then have $d^{p'}c_1 = \Delta^{q'\epsilon}$ for some integer $q'$ and some invertible element $\epsilon$. Hence, for $i \geq 1$, the action of $d^{p'}$, which is $\Delta^{q'\epsilon}c_1^{i-1}$, maps $c_i$ to $\phi_\Delta^{q'}(c_1g_1 \cdots g_{i-1})$, an element whose left-height is at most that of $c_i$, since $\text{ht}_c$ is invariant under $\phi_\Delta$. Since the elements of $\mathbb{Z}_0$ have distinct left-heights, the action of $d^{p'}$ on $\mathbb{Z}_0/\sim$ must map the $=\omega$-class of $c_i$ to that of $c_{i-1}$ (mod $p$). We claim that we have $d^{-p'q'} = \omega (c_j\Delta^{-q'})$ for $1 \leq j \leq p - 1$. This is true for $j = 1$. By induction on $j$, we obtain

$$d^{-(j+1)p'} = \omega (c_1\epsilon^{-1}\Delta^{-q'})c_j\Delta^{-q'} = c_1\epsilon^{-1}\phi_\Delta^{q'}(c_j)\Delta^{-[j+1]q'}.$$  

If $\Delta$ left-divided $c_1\epsilon^{-1}\phi_\Delta^{q'}(c_j)$, we would have $\Delta = c_1\epsilon^{-1}c'$ for some left-divisor $c'$ of $\phi_\Delta^{q'}(c_j)$, but then the left-height of $c_{j+1}$, which is $=\omega$-equivalent to $(d^{-[j+1]p'})^0$, would be at most the left-height of $c_j$. As this is impossible, we deduce that $(d^{-[j+1]p'})^0$ is $=\omega$-equivalent to $c_1\epsilon^{-1}\phi_\Delta^{q'}(c_j)$, and our claim follows.

Now $d^{-p'}$ maps $c_{p-1}$ to an invertible element. This means that $c_1\epsilon^{-1}\phi_\Delta^{q'}(c_{p-1})\Delta^{-p'q'}$ is a power of $\Delta$ up to right-multiplication by an invertible element. Since $\Delta$ does not divide $c_{j-1}$, we obtain $c_1\epsilon^{-1}\phi_\Delta^{q'}(c_{p-1}) = \omega \Delta$, whence

$$d^{-p'q'} = \omega c_1\epsilon^{-1}\phi_\Delta^{q'}(c_{p-1})\Delta^{-p'q'} = \omega \Delta^{-[1-p'q']}.$$  

From $d^{-p'p} = \omega \Delta^{-[p'q']}$, we deduce $pq' - qp' = 1$. In particular, $p$ and $q$ are coprime so that they are the $g$ and $p$ of the proposition, and $q' > 0$ holds.

Let us check the other statements of (i). From

$$d = d^{-pp'+pq'} = (c_1\epsilon^{-1}\Delta^{-[q']})^q \Delta^{[q']},$$

we deduce $d \in \mathcal{C}$. Then the fact that $d$ and $e$ are cyclically conjugate follows from Proposition 3.2. The equality $d^{p}c_1 = \Delta^{q'\epsilon}$ implies $d^{p'} \preceq \Delta^{q'}$. Moreover, the relation $d^p = \omega \Delta^{q'}$ implies $d^{p-kq} \Delta^{q'+kq} = d^{-p'} \Delta^{q'} \in \mathcal{C}$ for every $k$, so that, for every pair of integers $(q', p')$ as in (i), we have $d^p \preceq \Delta^{[q']}$.  

(ii) First $p = 1$ implies $g = \Delta$ and all assertions of (ii) are easily checked. Assume now $p \neq 1$. In the proof of (i), we have obtained $g = d^{-p'} \Delta^{[q']} = c_1\epsilon^{-1}$, so the $=\omega$-class of $g$ is independent of $(q', p')$. We also have

$$(g \Delta^{-[q']})^p = d^{-pp'} = \omega (\Delta^{-[q']})^p = \omega \Delta^{-[1-p'q']}.$$
hence \( g\Delta^{-q'} \) is \((p, 1 - dd')\)-periodic and we have \( g \leq \Delta \), that is, \( g \) belongs to \( \text{Div}(\Delta) \). We have also \((g\Delta^{-q'})^q = d^{-q'}\Delta^{-p} = d^{-q'} = *\Delta^{-q'}, \) which completes the proof. 

**Remark 3.35.** (i) With the notation of Proposition 3.34 let us write \( g = ip + k \) with \( 0 < k < p \). We then have

\[
d = (g\Delta^{-q'})^{ip+k} \Delta^q (ip+k) = (g\Delta^{-q'})^{k} (g\Delta^{-q'})^{ip} \Delta^q (ip+k) = \Delta^q (ip+k).
\]

Hence we can write \( d = h\Delta^{|i|} \) with \( h \in \text{Div}(\Delta) \). Indeed we have

\[
(g\Delta^{-q'} )^k \Delta^q k \leq (g\Delta^{-q'})^p \Delta^q p = \Delta^{1-pq} \Delta^q p = \Delta.
\]

So the elements thus obtained have the form mentioned in Proposition 3.34.

(ii) In the case \( p \neq 1 \) of Proposition 3.34, the element \( d \) is \((p, q)\)-periodic and satisfies \( \inf_{\Delta}(d^p) = q' - 1 \) and \( \sup_{\Delta}(d^p) = q' \). In particular \( d^p \) is in its own super-summit set. Conversely, if \( d \) is \((p, q)\)-periodic with \( p \neq 1 \), then \( q', q, p' \) are as in the theorem, assume that \( d^p \) has minimal \( \inf_{\Delta} \) in its conjugacy class. Then \( \sup_{\Delta}(d^p) = q' \) and \( q \) defined by \( d^p g = \Delta^{q'} \) lies in \( \text{Div}(\Delta) \) \( \text{C} \) since, as in the proof of Proposition 3.34(ii), the element \( g\Delta^{-q'} \) is \((p, 1 - pq)\)-periodic. Moreover, \( g \) is not delta-like since the relation \( (g\Delta^{-q'})^p = \Delta^{1-pq} \) would imply \( p = 1 \). Thus \( \inf_{\Delta}(d^p) \) equals \( q' - 1 \) and \( d^p \) lies in its super-summit set.

(iii) Note that the proof of Proposition 3.34(ii) from (i) does not use the geometric tools of Subsection 3.2.

**Corollary 3.36 (centralizer).** Under the assumptions of Proposition 3.34 the centralizer of \( d \) in \( \text{C} \) coincides with the simultaneous centralizer of \( g\Delta^{-q'} \) and of \(\Delta^{|i|}e \), where \( e \) is the invertible element defined by \( d^p = \Delta^{|i|}e \).

**Proof.** From \( g\Delta^{-q'} = d^{-p'} \), we deduce that every element that centralizes \( d \) also centralizes \( g\Delta^{-q'} \). On the other hand, an element that centralizes \( d \) obviously centralizes its power \( \Delta^{|i|}e \).

Conversely, the relations \( (g\Delta^{-q'})^q (\Delta^{|i|}e)^{q'} = d^{-q'} \Delta^{-q'} = d \) imply that an element centralizing both \( g\Delta^{-q'} \) and \(\Delta^{|i|}e \) also centralizes \( d \).

**The twisted case.** As at the end of the previous subsections, we now consider a category \( \text{C} \times \langle \phi \rangle \) and spell out how Proposition 3.34 looks when applied to an element of \( \text{C} \phi \).

**Proposition 3.37 (periodic elements, twisted case).** Assume that \( \text{C} \) is a left-Noetherian cancellative category with no nontrivial invertible element, \( \Delta \) is a Garside map in \( \text{C} \), the order of \( \phi \Delta \) is finite, and \( \phi \) is a finite order automorphism of \( \text{C} \) that commutes with \( \phi \Delta \).

(i) If an element \( d \) of \( \text{C} \) is such that \( \phi d \) is periodic of period \( p \mid q \) with \( p \) positive and coprime, then \( d \) is cyclically \( \phi \)-conjugate to some element \( \phi \) satisfying \( (\phi \phi)^p = \Delta^{q'} \phi \phi \) and \( (\phi \phi)^p \phi \phi^{-1} = \Delta^{q'} \) for all positive integers \( p \) and \( q \) satisfying \( pq' - q' = 1 \);

(ii) For \( e \) as in (i), the element \( g \) satisfying \( (\phi \phi)^p g = \Delta^{q'} \phi \phi \) belongs to \( \text{C} \) and is independent of the choice of \( q', p' \). We have \( (g\Delta^{-q'})^{q'} \phi \phi^{-1} = \Delta^{q'} \phi \phi^{-1} \phi \phi \) and \( e = (g\Delta^{-q'})^{q'} \phi \phi^{-1} \phi \phi \). Moreover, \( g \) is fixed under \( \phi \Delta \phi \).
(iii) For ε and g as in (ii), and ψ = φΔφ−qΔp, the centralizer of εφ in C coincides with $C_{gφC}(gψ, gψ)$ in the category $C ⊗ (ψ)$; moreover, $C_{gφC}(gψ)$ can be computed inside the category of fixed points $(C_{gφC})^{φ^2}$.  

**Proof.** All assertions of (i) and (ii) but the last one are mere translations of Proposition 3.34 taking into account that the only invertible elements are the powers of φ, which allows for replacing the $=^*$ relations with equalities. In particular, $gφ^{−p}$ here corresponds to the element $g$ of Proposition 3.34(ii). This element is fixed under $φ^2Cφ$ since Δ and ε are, the former since φ commutes with φΔ and the latter since $Δ^φφ^p$ is a power of εφ.

(iii) By Corollary 3.36 we know that the centralizer of $εφ$ coincides with the family of all $φ^2Cφ$-fixed points in the centralizer of $gΔ^{qΔp}φ^{−r}$. Identifying $gΔ^{qΔp}φ^{−r}$ with the element $gφ^{−qΔp}φ^{−r}$ of the category $C ⊗ (φ^2Cφ)$ and applying Proposition 1.24 we obtain that every element f of the centralizer of $gφ^{−qΔp}φ^{−r}$ lies in the cyclic conjugacy family $C_{gφC}(gψ, gψ)$. More precisely, the proof of Proposition 1.24 shows that f is a product of elements of the cyclic conjugacy that are inductively computed as left-gcds, the first being the left-gcd of f and g. If f is fixed under $φ^2Cφ$, this left-gcd is fixed under $φ^2Cφ$ since $gψ$ is, whence the result by induction. Finally, $C_{gφC}(gψ)$ can be evaluated inside $(C_{gφC})^{φ^2Cφ}$ since $gψ$ commutes with $φ^2Cφ$. 

We now spell out more explicitly how the above result looks like when $q = 2$ and $φ^2 = id$ hold. A specific feature of this case is that we can replace the use of Proposition 3.34(i) by that of Proposition 3.33 to prove Proposition 3.37 and we obtain thus, by the proof of Proposition 3.33 an explicit sequence of cyclic φ-conjugations from d to c.

**Corollary 3.38 (case q = 2).** Assume that C is a left-Noetherian cancellative category with no nontrivial invertible element, Δ is a Garside map in C, and φ is a finite order automorphism of C that commutes with φΔ. Assume moreover that the element dφ of Cφ satisfies $(dφ)^p = Δ^2φ^p$.

(i) If p is even, say $p = 2r$, there exists $p$ such that $C_{gφC}(dφ, εφ)$ is nonempty and we have $(εφ)^r = Δφ^r$. The centralizer of $εφ$ in C coincides with $C_{gφC}(εφ, εφ)$, and it can be computed in the category of fixed points $(C_{gφC})^{φ^2Cφ}$.

(ii) If p is odd, say $p = 2r + 1$, there exists $p$ such that $C_{gφC}(dφ, εφ)$ is nonempty and we have $(εφ)^p = Δ^2φ^p$ and $(εφ)^rΔ^rφ^r ≲ Δ$. The element g defined by $(εφ)^r g = Δφ^r$ is such that, in the category $C ⊗ (ψ)$ with $ψ = φΔφ^{−r}$, we have $ev^2 = (gψ)^2$ and $(gψ)^p = Δψ^p$. The centralizer of $εφ$ in C coincides with $C_{gφC}(gψ, gψ)$, and it can be computed in the category of fixed points $(C_{gφC})^{φ^2Cφ}$.

**Proof.** The corollary is a direct application of Proposition 3.33 where, for (i), we take $(p, q', q, p') = (r, 1, 1, r - 1)$, implying $g = d$ and $(p, q', q, p') = (p, 1, 2, r)$ for (ii).

**Exercises**

**Exercise 95 (simultaneous conjugacy).** Show that g belongs to $Conj^∗C((ε_i)_{i∈I})$ (see Remark 1.16) if and only if $g ≲ ε_iα$ holds for every i. Generalize 1.10 to 1.15 in this...
Exercise 96 (no right-lcm). Let $M$ be the monoid generated by $a_0, a_1, \ldots, b_0, b_1, \ldots, c$ with relations $a_i = a_{i+1}c$, $b_j = b_{j+1}c$, and $a_ib_j = b_ia_j$ for all $i,j$. (i) Show that $a_ib_j = a_{i+k}b_{j+k}c^{2k}$ holds for every $k$, and deduce that $a_i$ and $b_j$ admit no right-lcm. (ii) Show that, nevertheless, every family $\text{Div}(g)$ is closed under right-comultiple.

Exercise 97 (quasi-distance). (i) In Context 3.7, show that $\ell_\Delta(g) = \sup_{\Delta} g_0$ holds for every $g$ in $G$. (ii) For $g, g'$ in $G$, define $\text{dist}(g, g')$ to be $\infty$ if $g, g'$ do not share the same source, and to be $\ell_\Delta(g^{-1}g')$ otherwise. Show that $\text{dist}$ is a quasi-distance on $G$ that is compatible with $\equiv_\Delta$.

Exercise 98 (conjugacy). Show using Algorithm 2.23 or Algorithm 2.42 that the braids $\beta$ and $\beta_1$ of Example 3.6 are conjugate.

Notes

Sources and comments. The Conjugacy Problem of the braid groups was solved by F.A. Garside in his seminal PhD thesis of 1967 [123] and in the paper [124]. The original solution consists in introducing summit sets, which are distinguished subsets of conjugacy classes, in general larger than the super-summit sets but nevertheless finite and effectively computable. At the time, the normal form was not known, and the summit set consists of all elements of the form $\Delta^f$ with maximal $i$. Cycling, decycling, and their connection with the current normal form were introduced and first investigated around 1988 by E. ElRifai and H. Morton in [116]. More recent contributions by J. Birman, K.Y. Ko and S.J. Lee appear in [22], by V. Gebhardt in [128] and by J. Birman, V. Gebhardt and J. González-Meneses in [20]. Sliding circuits were introduced by V. Gebhardt and J. González-Meneses in [130] and [131].

Our exposition in Section 1 is close to the one given in Digne–Michel [109]. In particular, $C_{\Phi}C(P_1(\phi))$ is the particular case for $n = 1$ of the category called $C_\Phi(\phi, \Delta)$ in Subsection XIV.1.2 and $C(P_1(\phi))$ in [109] 8.3(ii)]. The study of ribbons as a Garside category was introduced in Digne–Michel in [109]. It is also implicit in Godelle [132]. Proposition 1.59(i) is a generalization of Paris [191, Proposition 5.6].

The ribbon category considered in Subsection 1.4 is an extension of the ribbon category occurring in the study of the normalizer of a parabolic submonoid of an Artin-Tits monoid (the submonoid generated by a part of the atoms) as developed in Paris–Godelle [191] section 5, and in Godelle [133], [134], [138]. The description of the atoms in a ribbon category given in Proposition 1.59 extends to the case of Artin-Tits monoids associated to infinite Coxeter groups (and thus do not have a Garside element). The following result can be extracted from the proof of Godelle [134 Theorem 0.5].

Proposition. Assume that $B^+$ is an Artin-Tits monoid and let $B_1^+$ be a submonoid generated by a set I of atoms of $B^+$. The atoms of $B_1^+$ are the elements $I \xrightarrow{v(J)} J \rightarrow I$ where $J$ is the connected component of $I \cup \{s\}$ in the Coxeter graph of atoms of $B^+$ for $s$ an atom of $B^+$ such that $J$ has spherical type.
The current exposition of Section 2 is an extension to a general categorical framework of the main results in the above mentioned papers. Some of the original arguments were simplified along the way. One of the specificities of the current treatment is that non-trivial invertible elements are not discarded. We are indebted to J. González-Meneses for Lemma 2.27 (private communication). Our treatment of sliding is a slight generalization of the results of Gebhardt and González-Meneses \cite{130}, which we mostly follow. In particular, the proof of Lemma 2.50 for $k = 1$ is similar to the proof of \cite{130, Proposition 5}. V. Gebhardt and J. González-Meneses have a more efficient replacement for Step 11 of Algorithm 2.39 based on the notion of pullback, a partial inverse to sliding on morphisms. However, we decided to omit a description of it since it would lengthen considerably our exposition.

Let us also mention the ultra-summit set as introduced by V. Gebhardt in \cite{128}: in general, the ultra-summit set is a proper subset of the super-summit set, and in turn strictly includes the set of sliding circuits. The operations of transport, which in the terminology of Section 2 is the map on morphisms induced by the sliding functor, and the related operation pullback were first introduced in \cite{128} for ultra-summit set, and later extended to the set of sliding circuits in \cite{130}. The notion of ultra-summit set allows for especially efficient implementations. However, as it was superseded by sliding circuits, we did not give the details here. All the algorithms described in this chapter are implemented in GAP \cite{181}.

Alternative solutions to the Conjugacy Problem of braids based on the geometric structure of braids (Nielsen–Thurston classification) rather than on their algebraic structure might also exist: in the case of $B_4$, such a solution with a polynomial complexity was recently described by M. Calvez and B. Wiest in \cite{47}. Let us mention that, using the Garside structure, M. Calvez has given in \cite{46} an algorithm for finding the type of a braid in the Nielsen–Thurston classification that is quadratic in the braid length.

The results of Section 3 are directly inspired of M. Bestvina’s analysis in \cite{15}, which was generalized to the Garside context in Charney–Meier–Whittlesey \cite{57}. In particular, Subsection 3.2 is a solution of the exercise suggested in Bessis \cite[8.1]{8}, namely rewriting the results of \cite{15} and \cite{57} in a categorical setting. Proposition 3.32 is already in \cite[4.5, 4.6]{20} when $C$ has no nontrivial invertible element and the order of $\phi_{\Delta}$ is finite. Here we allow for an additional generalization, namely the presence of invertible elements in the considered category.

Further questions. An open problem related to the Conjugacy Problem in the braid group $B_n$ is to bound the number of slidings required to reach the ultra-summit set.

Although very efficient implementations of sliding circuits have been made, the theoretical complexity of the method is exponential, and the main open problem of the area so far is to know whether polynomial solutions for the Conjugacy Problem for braid groups $B_n$ with $n \geq 5$.

Owing to its supposed high complexity, it has been proposed to use the Conjugacy Problem of braids to design cryptographical protocols, see \cite{3}, \cite{156}, or \cite{74} for a survey. Experiments seem promising. However, a potential weakness of the approach is that, because the braid groups are not amenable, it is virtually impossible to state and prove probabilistic statements involving braids: there is no reasonable probability measure on
sets of braids, and, therefore, actually proving that a cryptosystem based on braids is secure remains a challenging question.

Another natural problem connected with conjugacy is whether any two \( d \)-th roots of an element of a (quasi)-Garside group are necessarily conjugate. In the case of braid groups, using the Nielsen-Thurston classification, J. González-Meneses proved in [141] that any two \( d \)-th roots of an element of \( B_n \) are conjugate in \( B_n \). This is an open problem in general (see Conjecture [X.3.10]), in particular for other spherical Artin-Tits groups, though a similar behavior to the case of the braid groups is expected: in this case, defining a Nielsen-Thurston classification—this amounts to defining what would be a reducible element—is an open problem. Note that the question of the uniqueness of \( d \)-th roots up to conjugacy has an obvious solution in the case of a bi-orderable group, since \( d \)-th roots are then unique; but there are few examples of bi-orderable quasi-Garside groups; the free groups are such an example (see Example [XII.1.15] Example [I.2.8] and the notes of Chapter II referring to the paper [11]).
Part B

Specific examples
Chapter IX

Braids

This chapter is about various Garside structures that occur in connection with Artin’s braid groups (Reference Structure 2 page 5, Reference Structure 3 page 10) and some generalizations, Artin–Tits groups and braid groups associated with complex reflection groups. Due to the richness of the subject, we concentrate here on the description of the structures, but renounce to explore their innumerable applications, some of which being just briefly mentioned in the Notes section.

The chapter contains three sections. In Section 1, we introduce Artin–Tits groups and describe Garside families that have been constructed on them using what is called the classical approach, namely the one based on the Artin generators. We establish the needed background about Coxeter groups, and apply both the reversing approach of Chapter II and the germ approach of Chapter VI to construct the classical Garside structure for the braid group associated with a spherical type Coxeter system (Proposition 1.29 and 1.36).

Then, in Section 2, we use the germ approach again to describe another Garside structure existing on certain Artin–Tits groups, namely the so-called dual Garside structure. Here we concentrate on type $A$ (Proposition 2.11) and on the beautiful connection with noncrossing partitions (Proposition 2.7), mentioning in a more sketchy way the extension to arbitrary finite Coxeter groups of other types. We also show that a number of exotic Garside structures arise in particular in connection with braid orderings, such structures involving Garside elements (in the current meaning) but failing to be Garside monoids (in the restricted sense) by lack of Noetherianity.

Finally, in Section 3, we show how the dual approach of Section 2 can also be developed for the braid groups of (certain) complex reflection groups, namely those that are finite and well-generated (Propositions 3.20, 3.21, and 3.22).

1 The classical Garside structure on Artin–Tits groups

The classical Garside structure on an Artin–Tits group directly relies on the properties of the underlying Coxeter group, and it can be constructed in (at least) two different ways, namely starting from the presentation and using the technique of subword reversing as described in Section II.4 or starting from the properties of Coxeter groups and using the technique of germs and derived groups as described in Chapter VI.

Here we shall mention both approaches: we first recall basic properties of Coxeter groups and the definition of the associated Artin–Tits groups in Subsection 1.1, then develop the reversing approach in Subsection 1.2, and finally describe the germ approach in Subsection 1.3.
1.1 Coxeter groups

Coxeter groups are groups defined on the shape of the symmetric group \( \mathfrak{S}_n \). Here we introduce them from the notion of a Coxeter system. We recall that an involution of a group \( G \) is a nontrivial endomorphism of \( G \) whose square is the identity.

**Definition 1.1 (Coxeter group, Coxeter system).** Assume that \( W \) is a group and \( \Sigma \) is a set of involutions in \( W \). For \( s \) and \( t \) in \( \Sigma \), let \( m_{s,t} \) be the order of \( st \) if this order is finite and be \( \infty \) otherwise. We say that \((W, \Sigma)\) is a Coxeter system, and that \( W \) is a Coxeter group, if \( W \) admits the presentation

\[
\langle \Sigma \mid \{ s^2 = 1 \mid s \in \Sigma \} \cup \{ (s|t)^{m_{s,t}} = (t|s)^{m_{t,s}} \mid s, t \in \Sigma \text{ and } m_{s,t} \neq \infty \} \rangle,
\]

where \((f|g)^m\) stands for the word \( f|g|f|g|\ldots \) with \( m \) letters.

A relation \((s|t)^{m_{s,t}} = (t|s)^{m_{t,s}}\) as in (1.2) is called a braid relation. Note that, in presence of the torsion relations \( s^2 = 1 \), it is equivalent to \((st)^{m_{s,t}} = 1\). Beware that a Coxeter group may originate from several non-isomorphic Coxeter systems (see Exercise 99). Note that, in Definition 1.1, we do not assume \( \Sigma \) to be finite. Nevertheless, in all examples we will be interested in, \( \Sigma \) will be finite.

**Example 1.3 (Coxeter system).** Consider the symmetric group \( \mathfrak{S}_n \), and let \( \Sigma_n \) be the family of all transpositions \((i, i+1)\) for \( i = 1, \ldots, n-1 \). Put \( s_i = (i, i+1) \). Each transposition \( s_i \) has order 2, the relations \( s_is_j = s_js_i \) hold for \( |i-j| \geq 2 \), and the relations \( s_is_js_i = s_js_is_j \) hold for \( |i-j| = 1 \). The group \( \mathfrak{S}_n \) is generated by \( \Sigma_n \) and it is well known that the above relations make a presentation of \( \mathfrak{S}_n \). Moreover, the order of \( s_is_j \) is 2 for \( |i-j| \geq 2 \), and 3 for \( |i-j| = 1 \). It follows that \((\mathfrak{S}_n, \Sigma_n)\) is a Coxeter system, with the associated coefficients \( m_{s,t} \) given by \( m_{s_i,s_j} = 2 \) for \( |i-j| \geq 2 \), and \( m_{s_i,s_j} = 3 \) for \( |i-j| = 1 \).

All information needed to encode a Coxeter system is the list of the coefficients \( m_{s,t} \). It is customary to record the latter in the form of a square matrix. For the diagonal, we complete with the values \( m_{s,s} = 1 \), which amounts to completing the presentation (1.2) with the trivial relations \( s = s \).

**Definition 1.4 (Coxeter matrix).** A Coxeter matrix is a symmetric matrix \((m_{s,t})\) indexed by a set \( \Sigma \) where the entries are integers or \( \infty \) that satisfy \( m_{s,t} \geq 2 \) for every pair \((s, t)\) of distinct element of \( \Sigma \) and \( m_{s,s} = 1 \) for every \( s \) in \( \Sigma \).

For instance, the Coxeter matrix associated with the Coxeter system \((\mathfrak{S}_4, \Sigma_4)\) of Example 1.3 is

\[
\begin{pmatrix}
1 & 3 & 2 \\
3 & 1 & 3 \\
2 & 3 & 1
\end{pmatrix}.
\]

We thus have associated a Coxeter matrix to a Coxeter system.

The following theorem gives a converse. For a proof see in [27, Chapter V, §4 no 3, Proposition 4].
Proposition 1.5 (Coxeter system). Let \((m_{s,t})\) be an arbitrary Coxeter matrix indexed by a set \(\Sigma\), and let \(W\) be the group presented by the associated presentation \((1.2)\). Then \((W, \Sigma)\) is a Coxeter system.

The meaning of this result is that, in the group \(W\) presented as above, every element of \(\Sigma\) is different from 1 and, for every pair of elements of \(\Sigma\), the order of \(st\) in \(W\) is exactly \(m_{s,t}\) (a priori, it could be less).

A way to encode a Coxeter matrix is to draw a Coxeter graph with one vertex for each element of \(\Sigma\), and one (unoriented) edge labeled \(m_{s,t}\) between the vertices \(s\) and \(t\) if \(m_{s,t} \neq 2\); the convention is that 3-labeled edges are represented unlabeled. For instance, the Coxeter graph for \(\mathfrak{S}_n\) is

\[
\begin{array}{cccccccc}
1 & 2 & \cdots & n-2 & n-1 \\
\end{array}
\]

If \(\Gamma\) is a Coxeter graph we will denote by \((W_\Gamma, \Sigma_\Gamma)\) the associated Coxeter system.

We now recall basic results about Coxeter groups. For a detailed exposition see for instance [27] Chapter IV.

If \((W, \Sigma)\) is a Coxeter system, since the elements of \(\Sigma\) are involutions, they generate \(W\) positively, that is, every element of \(W\) can be expressed as a product of elements of \(\Sigma\). We denote by \(|\cdot|_\Sigma\) the \(\Sigma\)-length on \(W\) (see Definition [1.2, 50]).

Definition 1.6 (reflection, reduced word). If \((W, \Sigma)\) is a Coxeter system, the elements of \(\cup_{g \in W} g \Sigma g^{-1}\) are called the reflections of \(W\). A \(\Sigma\)-word is called reduced if no shorter word represents the same element of \(W\).

The next result, which associates with every element of a Coxeter group a family of reflections, captures in algebraic terms the essential geometric properties of these groups. According to our general conventions, if \(w\) is a \(\Sigma\)-word, we denote by \([w]\) the element of \(W\) represented by \(w\). We use \(\Delta\) for the symmetric difference in a powerset, that is, the operation defined by \(X \Delta Y = (X \setminus Y) \cup (Y \setminus X)\) (corresponding to addition mod 2 on indicator functions).

Lemma 1.7. Assume that \((W, \Sigma)\) is a Coxeter system and \(R\) is the set of reflections of \(W\).

(i) There is a unique map \(N\) from \(\Sigma^*\) to the powerset of \(R\) satisfying \(N(s) = \{s\}\) for \(s\) in \(\Sigma\) and \(N(uv) = N(u) \Delta [u] N(v) [u]^{-1}\) for all \(u\) and \(v\) in \(\Sigma^*\).

(ii) For \(w = s_1 \cdots s_k\) with \(s_1, \ldots, s_k\) in \(\Sigma\), we have

\[
N(w) = \{s_1\} \Delta \{s_1 s_2 s_1\} \Delta \cdots \Delta \{s_1 \cdots s_{k-1} s_k s_{k-1} \cdots s_1\}.
\]

(iii) If \(w\) is a \(\Sigma\)-word, the value of \(N(w)\) depends only on \([w]\).

(iv) If \(w\) is a reduced \(\Sigma\)-word, the reflections appearing in the right-hand side of (1.8) are pairwise distinct, the symmetric difference is a union, and the cardinal of \(N(w)\) is the \(\Sigma\)-length of \([w]\).

Proof. If \(N\) satisfying (i) exists, it must satisfy (ii), as can be seen by applying inductively the equality \(N(uv) = N(u) \Delta [u] N(v) [u]^{-1}\). This implies the unicity of \(N\). Conversely, if we take the right-hand side of (1.8) as a definition for \(N\), the equality \(N(uv) = N(u) \Delta [u] N(v) [u]^{-1}\) is satisfied for all words \(u\) and \(v\).
To prove (iii), it suffices to show that $N$ is invariant under the defining relations of $W$, which results from the easy equalities $N(s|s) = \emptyset$ and $N((s|t)^{m_{s|t}}) = N((t|s)^{m_{t|s}})$ for every pair $(s,t)$ of distinct elements of $\Sigma$ such that $m_{s|t}$ is finite.

For (iv), assume $w = s_1| \cdots |s_k$. Saying that two reflections occurring in (1.3) coincide means that there exist $i < j$ such that $s_1s_2| \cdots |s_is_{j-1} = s_1s_2| \cdots |s_js_{j-1}$ holds in $W$. But, then, we deduce $s_is_{i+1}| \cdots |s_j = s_{i+1}s_{i+2}| \cdots |s_{j-1}$, and $k$ cannot be minimal. \hfill $\Box$

Owing to Lemma 1.7(iii), we shall naturally define $N(g)$ for $g$ in $W$ to be the common value of $N(w)$ for $w$ representing $g$.

**Lemma 1.9.** Assume that $(W, \Sigma)$ is a Coxeter system and $R$ is the set of reflections of $W$.

(i) For $g, h$ in $W$, the relation $\|g\|_\Sigma + \|h\|_\Sigma = \|gh\|_\Sigma$ is equivalent to $N(g) \subseteq N(gh)$.

(ii) For every $r$ in $R$, we have $r \in N(r)$.

(iii) For every $g$ in $W$, we have $N(g) = \{ r \in R \mid \|rg\|_\Sigma < \|g\|_\Sigma \}$.

**Proof.** Let us prove (i). By Lemma 1.7(iv), we have $\|gh\|_\Sigma = \|g\|_\Sigma + \|h\|_\Sigma$ if and only if the cardinal of $N(gh)$ is the sum of the cardinals of $N(g)$ and $N(h)$. Using the equality $N(gh) = N(g) \cup gN(h)g^{-1}$, this is equivalent to $N(g) \subseteq N(gh)$.

For (ii), assume that $r$ is a reflection, and let $s_1|s_2| \cdots |s_{n-1}|s_n|s_{n-1}| \cdots |s_1$ be an expression of $r$ as a conjugate of an element of $\Sigma$, with $s_1, \ldots, s_n$ in $\Sigma$ and $n$ minimal. Let $r_i$ the $i$th entry in the right-hand side of (1.3) applied to this decomposition (which has $2n - 1$ terms). We claim that $r = r_n$ and $r \neq r_i$ hold for $i \neq n$, which will show that $r$ lies in $N(r)$. Indeed, an easy computation shows that, for $i \leq n$, we have $rr_ir = r_{2n-i}$; hence $r_{2n-i} = r$ is equivalent to $r_i = r$. But, by minimality of $n$, we have $r_i \neq r$ for $i < n$.

Let us prove (iii). Let $s_1| \cdots |s_k$ be a reduced $\Sigma$-word representing $g$. Consider $r = s_1s_2| \cdots |s_is_{i+1}| \cdots |s_k$, an element of $N(g)$. Then we find $rg = s_1s_2| \cdots |s_{i-1}s_{i+1} \cdots |s_k$, hence $\|rg\|_\Sigma < \|g\|_\Sigma$. Conversely, for $r$ in $R \setminus N(g)$, we have $\|rg\|_\Sigma < \|g\|_\Sigma$. Using the equality $\|rg\|_\Sigma = \|r\|_\Sigma + \|g\|_\Sigma$. Indeed, an easy computation shows that, for $i \leq n$, we have $rr_ir = r_{2n-i}$; hence $r_{2n-i} = r$ is equivalent to $r_i = r$. But, by minimality of $n$, we have $r_i \neq r$ for $i < n$.

Let us prove (iii). Let $s_1| \cdots |s_k$ be a reduced $\Sigma$-word representing $g$. Consider $r = s_1s_2| \cdots |s_is_{i+1}| \cdots |s_k$, an element of $N(g)$. Then we find $rg = s_1s_2| \cdots |s_{i-1}s_{i+1} \cdots |s_k$, hence $\|rg\|_\Sigma < \|g\|_\Sigma$. Conversely, for $r$ in $R \setminus N(g)$, we have $\|rg\|_\Sigma < \|g\|_\Sigma$. Using the equality $\|rg\|_\Sigma = \|r\|_\Sigma + \|g\|_\Sigma$. Indeed, an easy computation shows that, for $i \leq n$, we have $rr_ir = r_{2n-i}$; hence $r_{2n-i} = r$ is equivalent to $r_i = r$. But, by minimality of $n$, we have $r_i \neq r$ for $i < n$.

Let us prove (iii). Let $s_1| \cdots |s_k$ be a reduced $\Sigma$-word representing $g$. Consider $r = s_1s_2| \cdots |s_is_{i+1}| \cdots |s_k$, an element of $N(g)$. Then we find $rg = s_1s_2| \cdots |s_{i-1}s_{i+1} \cdots |s_k$, hence $\|rg\|_\Sigma < \|g\|_\Sigma$. Conversely, for $r$ in $R \setminus N(g)$, we have $\|rg\|_\Sigma < \|g\|_\Sigma$. Using the equality $\|rg\|_\Sigma = \|r\|_\Sigma + \|g\|_\Sigma$. Indeed, an easy computation shows that, for $i \leq n$, we have $rr_ir = r_{2n-i}$; hence $r_{2n-i} = r$ is equivalent to $r_i = r$. But, by minimality of $n$, we have $r_i \neq r$ for $i < n$.

**Proposition 1.10 (exchange property).** If $(W, \Sigma)$ is a Coxeter system and $s_1| \cdots |s_k$ is a reduced $\Sigma$-word representing an element $g$ of $W$, then, for every $s$ in $\Sigma$ satisfying $\|sg\|_\Sigma < \|g\|_\Sigma$, there exists $i$ such that the word $s_1| \cdots |s_{i-1}|s_i|s_{i+1}| \cdots |s_k$ represents $sg$. The latter word is reduced, that is, we have $\|sg\|_\Sigma = \|g\|_\Sigma - 1$.

**Proof.** By assumption, one obtains a $\Sigma$-minimal expression for $g$ by left-multiplying by $s$ a $\Sigma$-minimal expression for $sg$, which implies $s \in N(g)$. It follows that there exists $i$ satisfying $s = s_1s_2| \cdots |s_is_{i+1}| \cdots |s_k$, whence $sg = s_1s_2| \cdots |s_is_{i+1}|w$. But, in this case, the word $s|s_1| \cdots |s_{i+1}|s_{i+1}| \cdots |s_k$ represents $g$ and it is reduced since it has length $k$. It follows that its subword $s_1| \cdots |s_{i-1}|s_{i+1}| \cdots |s_k$ is reduced as well. \hfill $\Box$
Proposition 1.10, there exist \( j > i \) such that the word \( s_1 \cdots s_{j-1} s_j s_{j+1} \cdots s_k \) is a non-reduced \( \Sigma \)-word representing an element \( g \) of \( W \), there exist \( i \) and \( j \) such that the word \( s_1 \cdots s_{i-1} s_i s_{i+1} \cdots s_{j-1} s_j s_{j+1} \cdots s_k \) represents \( g \).

We now list some consequences of the exchange property.

**Corollary 1.11 (Matsumoto’s lemma).** Assume that \((W, \Sigma)\) is a Coxeter system.

(i) If \( s_1 | \cdots | s_k \) is a non-reduced \( \Sigma \)-word representing an element \( g \) of \( W \), then there exist \( i \) and \( j \) such that the word \( s_1 | \cdots | s_{i-1} s_i s_{i+1} | \cdots | s_{j-1} s_j s_{j+1} | \cdots | s_k \) represents \( g \).

(ii) If \( w \) and \( w' \) are reduced \( \Sigma \)-words representing the same element of \( W \), one can pass from \( w \) to \( w' \) using only braid relations. In particular \( w \) and \( w' \) have same length.

**Proof.** (i) Let \( i \) be the largest index such that the word \( s_1 | \cdots | s_k \) is not reduced. Then, by Proposition 1.10 there exist \( j > i \) satisfying \( s_1 \cdots s_k = s_{i+1} \cdots s_{j-1} s_{j+1} \cdots s_k \).

(ii) First, Lemma 1.17(iii) and (iv) implies that two reduced words representing the same element have the same length. We then prove the result using induction on the length \( k \) of \( w \) and \( w' \). Assume \( w = s_1 | \cdots | s_k \) and \( w' = s'_1 | \cdots | s'_k \), and \( w \) and \( w' \) represent \( g \) in \( W \). Then the word \( s'_1 | s_1 | s_2 | \cdots | s_k \) represents an element of \( \Sigma \)-length \( k - 1 \). Hence, by Proposition 1.10 there exists \( i \leq k \) such that the words \( s'_1 | s_1 | \cdots | s_{i-1} \) and \( s_1 | s_1 | \cdots | s_i \) represent the same element (and are reduced). If \( i < k \) holds, we are done since, by induction hypothesis, we can pass using only braid relations from \( s_1 | \cdots | s_i \) to \( s'_1 | s_1 | \cdots | s_{i-1} \), and then from \( s_1 | \cdots | s_{i-1} | s_{i+1} | \cdots | s_k \) to \( s'_1 | \cdots | s'_k \). Otherwise, we have \( i = k \) and both \( s'_1 | s_1 | \cdots | s_{k-1} \) and \( s_1 | s_1 | \cdots | s_k \) represent \( g \). Repeating the same argument with \( s_1 \) instead of \( s'_1 \), we see that either we are done by induction hypothesis, or \( s_1 | s'_1 | \cdots | s'_{k-1} \) represents \( g \). Going on, we deduce that either we are done by induction hypothesis, or that \( g \) is represented by the word \( (s_1 | s'_1)^{[k]} \). Going further by one step then shows that \( w \) is also represented by the word \( (s'_1 | s_1)^{[k]} \), and, as this word is reduced, \( k \) must be the order \( m_{s_1, s'_1} \) of \( s_1 s'_1 \) in \( W \). Applying the induction hypothesis, we can pass using only braid relations from \( w \) to \( (s_1 | s'_1)^{[k]} \) and from \( (s'_1 | s_1)^{[k]} \) to \( w' \). As \((s_1 | s'_1)^{[k]} = (s'_1 | s_1)^{[k]} \) is a braid relation, we are done.

**Corollary 1.12 (parabolic subgroup).** If \((W, \Sigma)\) is a Coxeter system and \( W_I \) is the subgroup of \( W \) generated by a subset \( I \) of \( \Sigma \), then all reduced \( \Sigma \)-words representing elements of \( W_I \) are \( I \)-words.

**Proof.** Assume \( g \in W_I \). By definition, there exists at least one \( I \)-word, say \( w \), that represents \( g \). By Matsumoto’s lemma, one can obtain a reduced word \( w' \) representing \( g \) starting from \( w \) and deleting letters, so \( w' \) is an \( I \)-word. Finally, by Matsumoto’s lemma again, every reduced expression of \( g \) is obtained from \( w' \) by applying braid relations, hence it must be an \( I \)-word.

From the above corollaries we deduce canonical representatives of left-cosets.

**Proposition 1.13 (left-cosets).** If \((W, \Sigma)\) is a Coxeter system and \( W_I \) is the subgroup of \( W \) generated by a subset \( I \) of \( \Sigma \), then, for every \( g \) in \( W \), the following are equivalent:

1. The element \( g \) has no nontrivial \( \Sigma \)-suffix in \( W_I \);
2. We have \( \| gh \|_\Sigma = \| g \|_\Sigma + \| h \|_\Sigma \) for all \( h \in W_I \);
3. The element \( g \) has minimal \( \Sigma \)-length in its coset \( gW_I \).
Further, if \( g \) satisfies the conditions above, it is the unique element of \( gW_1 \) of minimal \( \Sigma \)-length and for every \( f \) in \( W_1 \), every \( \Sigma \)-suffix of \( gf \) in \( W_1 \) is a \( \Sigma \)-suffix of \( f \).

The symmetric result (exchanging left and right, suffix and prefix) is valid for right-cosets \( W_1g \).

**Proof.** Equation (1.15) implies that \( g \) has minimal \( \Sigma \)-length in its coset \( gW_1 \). Conversely, assume that \( g \) satisfies (1.16). If \( h \) is an element of minimal \( \Sigma \)-length in \( W_1 \) such that (1.15) does not hold, then \( h \) can be written \( fs \) with \( f \in W_1 \) and \( s \in I \) satisfying \( \|fs\|_\Sigma = \|f\|_\Sigma + \|s\|_\Sigma \) and \( \|gfs\|_\Sigma < \|gf\|_\Sigma = \|g\|_\Sigma + \|f\|_\Sigma \). By the exchange property, this means that one gets a \( \Sigma \)-word representing \( gfs \) by deleting a generator in a \( \Sigma \)-word of minimal length representing of \( gf \). As we have \( \|fs\|_\Sigma = \|f\|_\Sigma + \|s\|_\Sigma \), the deletion must occur in \( g \). We then obtain \( gfs = g'f \) with \( \|g'\|_\Sigma < \|g\|_\Sigma \). This contradicts the minimality of \( g \) in \( gW_1 \). We thus have shown the equivalence of (1.15) and (1.16).

Next, Conditions (1.14) and (1.16) are equivalent. Indeed, if \( g \) has a non-trivial \( \Sigma \)-suffix \( v \) in \( W_1 \), we then have \( g = g_1h \) with \( \|g_1\|_\Sigma = \|g\|_\Sigma - \|v\|_\Sigma \). It follows that \( g \) is not an element of minimal \( \Sigma \)-length in \( gW_1 \). Hence (1.16) implies (1.14). Conversely, if \( g' \) is an element of minimal \( \Sigma \)-length in \( gW_1 \), we have \( g = g'h \) with \( h \) in \( W_1 \) and \( \|g\|_\Sigma = \|g'\|_\Sigma + \|h\|_\Sigma \) by (1.15) applied to \( g' \). It follows that \( h \) is a nontrivial \( \Sigma \)-suffix of \( g \) in \( W_1 \), contradicting (1.14).

Now Equality (1.15) shows that all elements of \( gW_1 \) have a \( \Sigma \)-length strictly larger than that of \( g \), whence the unicity. Moreover, if an element \( h \) of \( W_1 \) is a \( \Sigma \)-suffix of \( gf \) with \( f \) in \( W_1 \), we then have \( \|gf\|_\Sigma = \|gfh^{-1}\|_\Sigma + \|h\|_\Sigma \) and, by (1.15), we deduce \( \|gf\|_\Sigma = \|g\|_\Sigma + \|f\|_\Sigma \) and \( \|gfh^{-1}\|_\Sigma = \|g\|_\Sigma + \|fh^{-1}\|_\Sigma \). This implies \( \|f\|_\Sigma = \|fh^{-1}\|_\Sigma + \|h\|_\Sigma \), so that \( h \) is a \( \Sigma \)-suffix of \( f \).

Further results arise in the case of a finite Coxeter system, that is, when \( W \) is finite.

**Lemma 1.17.** If \((W, \Sigma)\) is a Coxeter system and \( W \) is finite, then there exists a unique element \( \delta \) of maximal \( \Sigma \)-length in \( W \). The \( \Sigma \)-length of \( \delta \) is the total number of reflections in \( W \), and every element of \( W \) is both a \( \Sigma \)-prefix and a \( \Sigma \)-suffix of \( \delta \). The element \( \delta \) is the unique element of \( W \) that admits all elements of \( \Sigma \) as prefixes (or suffixes).

**Proof.** Since the group \( W \) is finite, it contains an element \( \delta \) of maximal \( \Sigma \)-length. Then, for every reflection \( r \), we have \( \|r\delta\|_\Sigma < \|\delta\|_\Sigma \). By Lemma (1.9) iii), this implies \( N(\delta) = R \), whence \( \|\delta\|_\Sigma = \#(R) \). For every \( w \) in \( W \), we have \( N(w) \leq N(\delta) \), so Lemma (1.9 i) implies that \( w \) is a \( \Sigma \)-prefix of \( \delta \). The unicity of \( \delta \) is clear since another element of the same length being a prefix of \( \delta \) must be equal to it.

Let now \( g \) be an element of \( W_\Gamma \) that admits all elements of \( \Sigma \) as prefixes. Since \( g \) is a suffix of \( \delta \), there exists an element \( f \) in \( W \) satisfying \( \delta = fg \) and \( \|\delta\|_\Sigma = \|f\|_\Sigma + \|g\|_\Sigma \). But no element \( s \) of \( \Sigma \) can be a suffix of \( f \) since it is a prefix of \( g \). Hence \( f \) has to be 1. Exchanging prefixes and suffixes gives the analogous result for an element that admits all elements of \( \Sigma \) as suffixes.

When the group \( W \) is finite, the Coxeter system (resp. graph, resp. matrix) is said to be of spherical type. Note that, if a Coxeter graph \( \Gamma \) is not connected, then the group \( W_\Gamma \) is the direct product of the Coxeter groups associated with the connected components of \( \Gamma \) so that, in view of an exhaustive description, it is enough to consider connected
1 The classical Garside structure on Artin–Tits groups

graphs. The complete classification of the connected Coxeter graphs of spherical type is shown in Figure 1 (see [27, Chapter VI, §1 no 1, Theorem 1]). In that figure two different types correspond to non-isomorphic groups. Nevertheless we shall use also the notation $I_2(m)$ for $m \geq 2$: then types $I_2(3)$, $I_2(4)$, $I_2(6)$ are respectively the same as types $A_2$, $B_2$ and $G_2$. The graph of type $I_2(2)$ is not connected; the corresponding Coxeter group is the direct product of two groups of order 2. We shall also use the notation $I_2(\infty)$ for the infinite dihedral group which is the free product of two groups of order 2.

![Figure 1. Dynkin classification of the Coxeter graphs such that the associated Coxeter group is finite: no edge means exponent 2, a simple edge means exponent 3, a double edge means exponent 4.](image)

1.2 Artin–Tits groups, reversing approach

When we start with a Coxeter presentation and remove the torsion relations $s_i^2 = 1$, we obtain a new group presentation: this is what is called the Artin-Tits group associated with the Coxeter system.

**Definition 1.18 (Artin–Tits group, Artin-Tits monoid).** If $(W, \Sigma)$ is a Coxeter system encoded in the Coxeter matrix $(m_{s,t})$, we denote by $P_{W,\Sigma}$ the presentation $(\Sigma, R)$ where $R$ is the family of all braid relations

$$s | t | m_{s,t} = (t | s | m_{s,t})$$

for $s, t$ in $\Sigma$ with $m_{s,t} \neq \infty$.

The braid group (resp. monoid) of $(W, \Sigma)$, also called the Artin–Tits group (resp. monoid) associated with $(W, \Sigma)$, is the group (resp. monoid) presented by $P_{W,\Sigma}$. 


Example 1.20 (Artin–Tits monoid, Artin-Tits group). The Artin–Tits group associated with the Coxeter system $(\mathcal{S}_n, \Sigma_n)$ of Example 1.3 is the group with presentation

\[
\langle \sigma_1, \ldots, \sigma_{n-1} \mid \sigma_i \sigma_j = \sigma_j \sigma_i \text{ for } |i - j| \geq 2, \sigma_i \sigma_j \sigma_i = \sigma_j \sigma_i \sigma_j \text{ for } |i - j| = 1 \rangle,
\]

in which we recognize Artin’s braid group $B_n$ (Reference Structure 2, page 5). The associated Artin–Tits monoid is then, of course, Artin’s braid monoid $B_n^\ast$.

We begin with a few easy remarks.

Lemma 1.22. Assume that $(W, \Sigma)$ is a Coxeter system and $B$ (resp. $B^\ast$) is the associated Artin–Tits group (resp. monoid).

(i) The identity map on $\Sigma$ induces a surjective (group) morphism $\pi$ from $B$ to $W$, and a (monoid) morphism $\iota$ from $B^\ast$ to $B$.

(ii) Mapping a reduced $\Sigma$-word to its image in $B^\ast$ provides a well-defined injective map $\sigma$ of $W$ to $B^\ast$ that is a (set theoretical) section of $\pi$.

(iii) The monoid $B^\ast$ has no nontrivial invertible element.

(iv) The presentation $\mathcal{P}_{W, \Sigma}$ is homogeneous, the monoid $B^\ast$ is Noetherian; every element of $B^\ast$ has a finite height, namely the common length of the $\Sigma$-words that represent it, and the atoms of $B^\ast$ are the elements of $\Sigma$.

Proof. (i) The results are direct consequences of the definitions.

(ii) The result follows from Matsumoto’s lemma: if two reduced $\Sigma$-words have the same image in $W$, they are connected by braid relations, hence they have the same image in $B^\ast$ (and a fortiori in $B$). By definition, $\pi(\sigma([w])) = [w]$ holds for every reduced $\Sigma$-word $w$, so $\sigma$ is a section for $\pi$ and, therefore, it must be injective.

(iii) No braid relation involves an empty word, so a nonempty $\Sigma$-word cannot be equivalent to an empty word, hence cannot represent 1.

(iv) Braid relations have the form $u = v$ with $u$ and $v$ of the same length. So the presentation $\mathcal{P}_{W, \Sigma}$ is homogeneous and, according to Proposition II.2.32 (homogeneous), the length provides an $\mathbb{N}$-valued Noetherianity witness. By Proposition II.2.33 (witness), the monoid $B^\ast$ is Noetherian, and every element of $B^\ast$ has a height which is the common length of the words that represent it. Then $B^\ast$ is generated by its atoms, which are the elements of height 1, hence the elements of $\Sigma$. \qed

We shall now explain how to investigate Artin–Tits groups and, first, Artin–Tits monoids, using a direct approach based on the presentation (1.19) and on the reversing technique of Section II.4, which proves to be well suited. The basic (and trivial) observation in the approach is

Lemma 1.23. For every Coxeter system $(W, \Sigma)$, the presentation $\mathcal{P}_{W, \Sigma}$ is right- and left-complemented. If $(m_{s,t})$ is the corresponding Coxeter matrix, the involved syntactic right-complement $\theta$ and left-complement $\bar{\theta}$ are given by

\[
\theta(s,t) = \begin{cases} 
(t|s)^{m_{s,t}-1} & \text{if } m_{s,t} \text{ is odd}, \\
(s|t)^{m_{s,t}-1} & \text{if } m_{s,t} \text{ is even},
\end{cases}
\]

and $\theta(s,t)$ and $\bar{\theta}(s,t)$ undefined if $m_{s,t}$ is $\infty$. 

\textbf{Proof.} That $\mathcal{P}_{W,\Sigma}$ is right-complemented and associated with $\theta$ is straightforward since, for all $s, t$ in $\Sigma$, the relation $(t|s|)^{m_{r,s}} = (s|t|)^{m_{t,s}}$ can be written as

$$s \cdot (t|s|)^{m_{r,s} - 1} = t \cdot (s|t|)^{m_{t,s} - 1}.$$ 

The argument is similar on the left, taking into account that $\tilde{\theta}(s, t)$ must finish with $s$. 

Lemma \[\text{I.2.4}\] implies that every Artin–Tits presentation is eligible for the simple, deterministic version of right- and left-reversing—as was already seen in Section \[II.4\] where braid examples were described. In order to take advantage of such tools, we have to know that reversing is complete for the considered presentation. As we are dealing with terministic version of right- and left-reversing—as was already seen in Section \[II.4\] where braid examples were described. In order to take advantage of such tools, we have to know that reversing is complete for the considered presentation. As we are dealing with a homogeneous presentation, this reduces to verifying that the $\theta$-cube condition of Definition \[\text{II.4.14}\] is satisfied. So the following technical result is crucial:

\textbf{Lemma 1.24.} For every Coxeter system $(W, \Sigma)$, the $\theta$-cube condition is true in $\mathcal{P}_{W,\Sigma}$ for every triple of pairwise distinct elements of $\Sigma$.

\textbf{Proof.} The point is to establish, for $r, s, t$ pairwise distinct in $\Sigma$, the cube relations

\[\theta_{3}^{\ast}(r, s, t) \equiv \theta_{3}^{\ast}(s, t, r), \quad \theta_{3}^{\ast}(s, t, r) \equiv \theta_{3}^{\ast}(t, s, r), \quad \text{and} \quad \theta_{3}^{\ast}(t, r, s) \equiv \theta_{3}^{\ast}(r, t, s),\]

where $\theta_{3}^{\ast}(r, s, t)$ stands for $\theta^{\ast}(\theta(r,s), \theta(r,t))$ and $\theta^{\ast}$ is the extension of $\theta$ to words described in Lemma \[\text{II.4.6}\]. The relations mean that either both terms are defined and they are equivalent, or neither is defined. We shall consider all possible values of the triple $(m_{r,s}, m_{s,t}, m_{t,r})$ with entries in $\{2, 3, \ldots, \infty\}$, which amounts to considering all three-generator Coxeter systems. Not surprisingly, different behaviors appear according to whether the corresponding Coxeter group is finite (first four cases below) or not (remaining cases). When writing $\ast \geq m$ below, we mean “a finite number not smaller than $m$”.

- \textbf{Case (2, 2, $\geq 2$):} By definition, we have $\theta(r, s) = \theta(t, s) = s$, $\theta(s, r) = r$, $\theta(s, t) = t$, $\theta(r, t) = (t|r)|^{m}$, $\theta(t, r) = (r|t)|^{m}$ with $m = m_{r,t} - 1$, and we obtain

  $\theta_{3}^{\ast}(r, s, t) = \theta^{\ast}(s, t|r)|^{m} = \theta^{\ast}(t|s|r)|^{m} = \theta^{\ast}(r, t) = \theta_{3}^{\ast}(s, r, t),$

  $\theta_{3}^{\ast}(s, t, r) = \theta^{\ast}(t, r|s)|^{m} = \theta^{\ast}(s, r|t)|^{m} = \theta_{3}^{\ast}(t, s, r),$

  $\theta_{3}^{\ast}(t, r, s) = \theta^{\ast}(r, t|s)|^{m} = s = \theta^{\ast}(t|r)|^{m} = \theta_{3}^{\ast}(r, t, s),$

as expected for \[\text{I.2.5}\].

- \textbf{Case (2, 3, 3):} The verification was already made in Example \[\text{II.4.20}\]. By definition, we have $\theta(r, s) = s$, $\theta(s, r) = r$, $\theta(s, t) = t|s$, $\theta(t, s) = s|t$, $\theta(r, t) = t|r$, $\theta(t, r) = r|t$, and, as expected, we obtain

  $\theta_{3}^{\ast}(r, s, t) = \theta^{\ast}(s|t|r)|^{m} = t|s|r|t|s|t = \theta^{\ast}(r, t|s) = \theta_{3}^{\ast}(s, r, t),$

  $\theta_{3}^{\ast}(s, t, r) = \theta^{\ast}(t|s|r)|^{m} = r|t|s|t|s = \theta^{\ast}(s, t|r) = \theta_{3}^{\ast}(t, s, r),$

  $\theta_{3}^{\ast}(t, r, s) = \theta^{\ast}(r|t|s)|^{m} = s|r|t = \theta^{\ast}(t|r)|^{m} = \theta_{3}^{\ast}(r, t, s).$

- \textbf{Case (2, 3, 4):} The verification is entirely similar, now with the values

  $\theta_{3}^{\ast}(r, s, t) = \theta^{\ast}(s|t|r)|^{m} = t|s|r|t|s|t = \theta^{\ast}(r, t|s) = \theta_{3}^{\ast}(s, r, t),$

  $\theta_{3}^{\ast}(s, t, r) = \theta^{\ast}(t|s|r)|^{m} = r|t|s|t|s = \theta^{\ast}(s, t|r) = \theta_{3}^{\ast}(t, s, r),$

  $\theta_{3}^{\ast}(t, r, s) = \theta^{\ast}(r|t|s)|^{m} = s|r|t = \theta^{\ast}(t|r)|^{m} = \theta_{3}^{\ast}(r, t, s).$
\[ \theta_3^*(t, r, s) = \theta^*(r|t|r, s|t) = s|t|r|t|s = \theta^*(t|r|t, s) = \theta_3^*(r, t, s). \]

- **Case (2, 3, 5):** Here the values are
  \[ \theta_3^*(r, s, t) = \theta^*(s, t|r|t) = t|s|r|t|s|r|t|t|s|r|t = \theta^*(r, t|s) = \theta_3^*(s, r, t), \]
  \[ \theta_3^*(s, t, r) = \theta^*(t|s|r) = r|t|s|r|t|r|s|t|r|t = \theta^*(s, r|t) = \theta_3^*(t, s, r), \]
  \[ \theta_3^*(t, r, s) = \theta^*(r|t|s) = s|t|r|s|t|r|t|s|r = \theta^*(s|t|r|t) = \theta_3^*(r, t, s). \]

Note that, in order to establish an equivalence \( u \equiv^+ v \) as above, it is **sufficient** to check that reversing \( uv \) yields an empty word, which is indeed the case.

- **Case (≥3, ≥3, ≥3):** In this case, as in all subsequent cases, \( \theta_3^*(r, s, t) \) satisfies because none of the involved expressions is defined. The point is that, as already observed in Example [1.4.20], reversing the pattern \( \overline{s}|t|r \) leads in six steps to a word that includes the initial pattern, see on the right, and, therefore, it cannot lead in finitely many steps to a positive-negative word.

  The three indices play symmetric roles, and the same situation holds for every pattern \( \overline{s}|t|r \) and the like. It follows that \( \theta_3^*(r, s, t) \) is not defined: the latter has the form \( \theta^*(s|t|...|t|...), \) and reversing \( ...\overline{s}|t|r|... \) cannot terminate since the latter word includes one of the above forbidden patterns. The same holds for all similar expressions involved in [1.25].

- **Case (2, ≥4, ≥4):** First, we claim that reversing the words \( \overline{r}|t|s \) and \( \overline{s}|t|r \) does not terminate: as shown on the right, reversing one of these words leads in four steps to a word that includes the other. It follows that \( \theta_3^*(r, s, t) \) is not defined: the latter has the form \( \theta^*(s|t|...|t|...), \) and reversing \( ...\overline{s}|t|r|... \) cannot terminate since the latter word includes the forbidden pattern \( \overline{s}|t|r. \) Similarly, \( \theta_3^*(s, t, r) \) has the form \( \theta^*(t|s|...|t|...), \) and reversing \( ...\overline{r}|t|s|... \) cannot terminate since the latter word includes the (inverse of the) forbidden pattern \( \overline{r}|t|s, \) and \( \theta_3^*(t, r, s) \) has the form \( \theta^*(r|t|s|...|s|t|...), \) and reversing \( ...\overline{t}|\overline{r}|\overline{t}|s|... \) cannot terminate since the latter word leads in one step to \( ...\overline{r}|t|s|\overline{r}|t|s|... \), which includes both forbidden patterns \( \overline{r}|t|s \) and (the inverse of) \( \overline{s}|t|r \).

- **Case (2, 3, ≥6):** This time, reversing \( \overline{s}|t|r|t|s \) does not terminate: as shown on the right, reversing this word leads in ten steps to a word that includes the initial word. It follows again that \( \theta_3^*(r, s, t) \) is not defined: the latter has the form \( \theta^*(s, t|r|t|t|...), \) and reversing \( ...\overline{s}|t|r|t|t|... \) cannot terminate since the latter includes the forbidden pattern \( \overline{s}|t|r|t. \) Similarly, \( \theta_3^*(s, t, r) \) is \( \theta^*(t|s|r) \) and reversing \( \overline{s}|t|r \) cannot terminate since it leads in two steps to \( ...\overline{r}|s|t|r|t|... \), which includes the forbidden pattern, whereas \( \theta_3^*(t, r, s) \) has the form \( \theta^*(r|t|s|t|...|s|t) \) and reversing \( ...\overline{t}|\overline{r}|\overline{t}|\overline{s}|t \) cannot terminate since...
The forbidden pattern

Proposition 1.26. For every Coxeter system \((W, \Sigma)\), the associated braid monoid \(B^+\) is cancellative; it admits conditional right- and left-lcms, and left- and right-gcds.

By Corollary \([V2,41]\) (smallest Garside), this in turn implies

Corollary 1.27 (smallest Garside). For every Coxeter system \((W, \Sigma)\), the associated Artin–Tits monoid admits a smallest Garside family containing 1, namely the closure of the atoms under the right-lcm and right-complement operations, which is also the closure of the atoms under right-division and right-lcm.

Example 1.28 (dihedral case). For type \(I_2(m)\) with finite \(m\), we have two atoms, say \(a, b\), and the unique relation \((a|b)^m = (b|a)^m\). Let \(\Delta\) be the element represented by \((a|b)^m\). Then \(\Delta\) is the (unique) right-lcm of \(a\) and \(b\). The closure of \(\{a, b\}\) under the right-lcm and right-complement operations is the cardinality \(2m\) family \(\{1, a, b, ab, ba, ..., \Delta\}\) consisting of all elements \((a|b)^k\) and \((b|a)^k\) with \(k \leq m\), that is, in other words, the (left or right) divisors of \(\Delta\).

For type \(I_2(\infty)\), the monoid is a free monoid based on the two generators \(a, b\). Then no right-lcm exists, and the smallest Garside family containing 1 is simply \(\{1, a, b\}\).

It is natural to wonder whether the smallest Garside family in an Artin–Tits monoid is bounded. The results of Subsection \([1,4]\) imply that the answer is directly connected with the finiteness of the corresponding Coxeter group. We recall that a Coxeter system \((W, \Sigma)\) is said to be of spherical type if \(W\) is finite.

Proposition 1.29 (Garside group I). Assume that \((W, \Sigma)\) is a Coxeter system of spherical type and \(B\) (resp. \(B^+\)) is the associated Artin–Tits group (resp. monoid). Let \(\Delta\) be the lifting of the longest element of \(W\). Then \((B^+, \Delta)\) is a Garside monoid, and \(B\) is a Garside group. The element \(\Delta\) is the right-lcm of \(\Sigma\), which is the atom set of \(B^+\), and \(\text{Div}(\Delta)\) is the smallest Garside family of \(B^+\) containing 1.

Before establishing Proposition \([1,29]\) we begin with two auxiliary results.
Lemma 1.30. For every Coxeter system \((W, \Sigma)\) with associated Artin–Tits monoid \(B^+\), the image of the lifting \(\sigma\) from \(W\) to \(B^+\) is closed under left- and right-divisor in \(B^+\).

Proof. Assume that \(g\) lies in the image of \(\sigma\), that is, equivalently, we have \(g = \sigma(\pi(g))\), and \(f\) left-divides \(g\) in \(B^+\). By definition, there exist \(\Sigma\)-words \(u, v\) satisfying \([u] = f\) and \([uv] = g\). The assumption that \(g\) lies in the image of \(\sigma\), hence that some expression of \(g\) is a reduced \(\Sigma\)-word, plus the fact that all expressions of \(g\) have the same length imply that \(uv\) must be reduced. As right-multiplying by one element \(\sigma_i\) increases the \(\Sigma\)-length by 1 at most, an initial subword of a reduced word must be reduced, so \(u\) is a reduced \(\Sigma\)-word.

We deduce \(f = \sigma(\pi(f))\), so \(f\) lies in the image in \(\sigma\).

The argument for right-divisors is symmetric.

Lemma 1.31. If \((W, \Sigma)\) is a Coxeter system of spherical type and \(\Delta\) is the lifting of the longest element of \(W\) in the associated Artin–Tits monoid \(B^+\), then, for every \(g\) in \(B^+\), the following conditions are equivalent:

1. The element \(g\) belongs to the image of \(\sigma\);
2. The element is a left-divisor of \(\Delta\);
3. The element is a right-divisor of \(\Delta\).

Proof. Let \(\delta\) be the longest element of \(W\), and \(\sigma\) be the lifting from \(W\) to \(B^+\). Assume (i). This means that \(g\) has an expression \(u\) that is a reduced \(\Sigma\)-word. By Lemma 1.17 \([u]\) must be an \(\Sigma\)-prefix of \(\delta\) in \(W\), that is, \(\delta = [uv]\) holds in \(W\) for some reduced \(\Sigma\)-word \(v\). Lifting this equality by \(\sigma\), we obtain \(\Delta = g\sigma([v])\) in \(B^+\), which implies (ii). The argument for (iii) is symmetric, using the fact that \(u\) must also be an \(\Sigma\)-suffix of \(\delta\).

On the other hand, \(\Delta\) belongs to the image of \(\sigma\) by definition, so, by Lemma 1.30, every left- or right-divisor of \(\Delta\) must lie in the image of \(\sigma\), that is, each of (ii) and (iii) implies (i).

Proof of Proposition 1.29. We claim that \(\Delta\) is a Garside element in \(B^+\). Indeed, each generator \(\sigma_i\) belongs to the image of \(\sigma\), hence, by Lemma 1.31, left-divides \(\Delta\), so the left-divisors of \(\Delta\) generate \(B^+\). On the other hand, Lemma 1.31 says that the left- and right-divisors of \(\Delta\) coincide, since they both coincide with the elements in the image of \(\sigma\). Finally, as \(\sigma\) is injective, the divisors of \(\Delta\) in \(B^+\) are in one-to-one correspondence with the elements of \(W\), hence they are finite in number. Hence, by Proposition 1.29 (compatibility), \(\Delta\) is a Garside element in \(B^+\), and \((B^+, \Delta)\) is a Garside monoid in the sense of Definition 1.21.

Then, by Corollary 1.26 (Garside map), the family \(\text{Div}(\Delta)\) is a bounded Garside family in \(B^+\) and, by Propositions 1.22 (Garside map) and 1.31 (Ore’s theorem), the group \(B\) is a group of fractions for \(B^+\). Moreover \(\Delta\) is the right-lcm of \(\Sigma\); indeed it is a right-multiple of \(\Sigma\) and, if a left-divisor of \(\Delta\) is a right-multiple of all atoms, it is in the image of \(\sigma\) by Lemma 1.31 and by Lemma 1.17 its image in \(W\) is \(\delta\).

Example 1.32 (braid groups). Proposition 1.29 applies in particular to type \(A_{n-1}\), that is, in the case of the braid monoid \(B_n^+\); then we obtain the results mentioned in Chapter 1, namely that the fundamental braid \(\Delta_n\) is a Garside element in \(B_n^+\) and its divisors make a finite, bounded Garside family. The elements of the latter are the positive braids that can be represented by a braid diagram in which any two strands cross at most once: \(\Delta_n\) has
this property, hence so do all its divisors; conversely, any braid with this property can be multiplied on the left (or on the right) by a positive braid so as to obtain $\Delta_n$.

As a direct application of Algorithm [V.3.25] and Proposition [V.3.26] (Word Problem II), we obtain

**Proposition 1.33 (Word Problem).** If $(W, \Sigma)$ is a Coxeter system of spherical type, then a signed $\Sigma$-word $w$ represents $1$ in the associated Artin–Tits group $B$ if and only if its double right-reversing ends with the empty word, that is, if there exist positive words $u, v$ satisfying $w \leftrightarrow u\overrightarrow{\sigma}v$ and $\overrightarrow{\sigma}u \leftrightarrow \varepsilon$. The complexity of the algorithm is quadratic in time and linear in space.

**Example 1.34 (braids).** Consider the braid word $\sigma_1^2\sigma_2^3\sigma_1\sigma_2\sigma_1\sigma_2\sigma_1\sigma_2\sigma_1$. Right-reversing it leads to the positive–negative word $\sigma_2\sigma_1\sigma_1\sigma_2\sigma_1\sigma_2\sigma_1\sigma_2\sigma_1$. Exchanging the negative and positive parts and reversing again leads back to the original word. The latter is nonempty, so we conclude that the initial word does not represent $W$ in the derived germ $W$. From the Coxeter group and using the derived germ approach of Subsection VI.2.4, once instead of verifying the cube condition, one can also derive all previous results by starting from the Coxeter group and using the derived germ approach of Subsection VI.2.4. One obtains a quick and elegant proof of Proposition 1.29 and of Lemmas 1.30 and 1.31.

Instead of verifying the cube condition, one can also derive all previous results by starting from the Coxeter group and using the derived germ approach of Subsection VI.2.4. Once the basic properties of Coxeter groups established in Subsection 1.1 are at hand, one can consider the monoid $\text{Mon}(W^\Sigma)$ generated by this germ. We first use Proposition [VI.2.66] (derived Garside II) to show that this germ is a Garside germ. For $r, s$ in $\Sigma$, we shall denote by $\Delta_{r,s}$ the image of the word $(r|s)^{|m_{r,s}|}$ in $W$.

**Proposition 1.35 (Garside germ).** For every Coxeter system $(W, \Sigma)$, the germ $W^\Sigma$ is a Garside germ, and the monoid $\text{Mon}(W^\Sigma)$ is the associated Artin-Tits monoid.

**Proof.** We prove that $(W, \Sigma)$ is eligible for Proposition [VI.2.66] (derived Garside II). We first look at the condition (VI.2.69). Assume that $r, s$ lie in $\Sigma$ and admit a common $\leq_{\Sigma}$-upper bound. We let $I = \{r, s\}$ and let $g$ be the upper bound. Write $g = fh$ where $h$ has minimal $\Sigma$-length in $\overrightarrow{\sigma}g$ and $f$ lies in $\overrightarrow{\sigma}$. We have $\|f\|_{\Sigma} + \|h\|_{\Sigma} = \|g\|_{\Sigma}$. Then, by Proposition [1.13] $r$ and $s$ are $\Sigma$-prefixes of $f$. The latter is thus an upper bound of $r$ and $s$ in $\overrightarrow{\sigma}$. Since every element of $\overrightarrow{\sigma}$ is equal to a product $r sr...$ or $sr s...$, it follows that $rs$ has finite order and that $f = \Delta_{r,s}$ holds. Thus we found that $\Delta_{r,s}$ is a least $\leq_{\Sigma}$-upper bound of $r$ and $s$.

Next, we show (VI.2.68). Thus, we may assume that $r, s$ lie in $\Sigma$ and $g$ lies in $W$ and we have $\|g\|_{\Sigma} + 1 = \|gr\|_{\Sigma} = \|gs\|_{\Sigma}$, and we assume that $r, s$ have a common $\leq_{\Sigma}$-upper bound, which we have seen is $\Delta_{r,s}$. We have to show the equality $\|g\|_{\Sigma} + \|\Delta_{r,s}\|_{\Sigma} = \|g\Delta_{r,s}\|_{\Sigma}$; but this is exactly the fact that (1.14) implies (1.15).

We obtain the last assertion by comparing the presentation of a monoid associated with a germ and the presentation of an Artin-Tits monoid. □
Note that the germ $W^\Sigma$, seen as a subset of the associated Artin–Tits monoid, is the image of $W$ under the lifting $\sigma$ defined in Lemma 1.22(ii). If $(W, \Sigma)$ is of spherical type, then, by Lemma 1.17 the Garside family provided by this germ is equal to $\text{Div}(\Delta)$, hence is bounded by $\Delta$. By definition of a derived germ, we have recovered Lemmas 1.30 and 1.31 as well as Proposition 1.29.

**Proposition 1.36 (Garside group II).** If $(W, \Sigma)$ is a Coxeter system of spherical type, then the Garside family of the associated Artin-Tits monoid $B^+$ given by the germ $W^\Sigma$ is bounded by the lift $\Delta$ of the longest element of $W$. In particular, $(B^+, \Delta)$ is a Garside monoid and the associated Artin–Tits group $B$ is a Garside group.

**Remark 1.37.** Using Proposition II.3.11 (Ore’s theorem), we thus obtain an easy proof of the result that the braid monoid associated with a Coxeter system of spherical type embeds in the associated braid group.

Always in the spherical case, we add a few observations about the center and the quasi-center. We recall that an element is called quasi-central if it globally commutes with the atom set.

**Proposition 1.38 (quasi-center).** If $(W, \Sigma)$ is a Coxeter system of spherical type and the associated diagram is connected, then every quasi-central element in the associated Artin–Tits monoid $B^+$ is a power of the lift $\Delta$ of the longest element of $W$.

**Proof.** Assume that $b$ is a quasi-central element in $B^+$. Let $s$ be an element of $\Sigma$ that left-divides $b$ and let $t$ be an element of $\Sigma$ that does not commute with $s$. We claim that $t$ left-divides $b$. We have $tb = bt'$ for some $t'$ in $\Sigma$. From the equality $bt' = tb$ we deduce that $s$ and $t$ left-divide $tb$. Hence their right-lcm divides $tb$. This right-lcm is a product $sts\cdots$ with at least 3 factors, hence, cancelling $t$, we obtain that $st$ divides $b$. Let us write $b$ as $stb'$. We have $b = th's'$ where $s'$ is the element of $\Sigma$ satisfying $sb = bs'$. This establishes our claim.

Now, using the connectedness of the Coxeter diagram, we see that all atoms divide $b$. Since $\Delta$ is the right-lcm of the atoms, it has to divide $b$. Write $b = \Delta b_1$. Then $b_1$ is quasi-central and we obtain the expected result using induction on the length of $b$.

**Corollary 1.39 (center).** The center of an irreducible Artin-Tits group of spherical type is cyclic, generated by the smallest central power of $\Delta$.

**Proof.** This comes from the facts that $\Delta$ has a central power and that any element of the group is equal to a power of $\Delta$ times an element of the monoid.

Let us now briefly consider Coxeter systems $(W, \Sigma)$ that are not of spherical type. Then one easily checks that the Garside family of the associated braid monoid provided by the germ $W^\Sigma$ is not bounded. Actually, we have a stronger result:
1 The classical Garside structure on Artin–Tits groups

Proposition 1.40 (not bounded). The Artin–Tits monoid associated with a Coxeter system not of spherical type admits no right-bounded Garside family.

Proof. Assume that \((W, \Sigma)\) is a Coxeter system, \(B^+\) is the associated Artin–Tits monoid, and \(B^+\) admits a Garside family that is right-bounded by an element \(\Delta\). Then all atoms of \(B^+\), that is, all elements of \(\Sigma\), left-divide \(\Delta\). First, as \(\Delta\) has a finite height, \(\Sigma\) must be finite. Next, by Proposition V.1.46 (common right-multiples), any two elements of \(B^+\) admit a common right-multiple, hence a right-lcm. Let \(\Delta_0\) be the right-lcm of \(\Sigma\) in \(B^+\), and let \(\delta\) be the projection of \(\Delta_0\) to \(W\). Then, by (VI.2.67), \(\delta\) is a common \(\leq_{\Sigma}\)-upper bound of \(\Sigma\) in \(W\). It follows that \(N(\delta)\) is the set of all reflections in \(W\), and, therefore, \(\|g\|_{\Sigma} \leq \|\delta\|_{\Sigma}\) holds for every \(g\) in \(W\). This implies that \(W\) is finite.

When \(W\) is finite, the Garside family \(\sigma(W)\) of the associated braid monoid \(B^+\) is the smallest Garside family of \(B^+\); indeed, every Garside family of \(B^+\) must contain the right-lcm \(\Delta\) of the atoms, hence all right-divisors of \(\Delta\). When \(W\) is infinite, the situation is different and the following question naturally arises:

Question 25 (smallest Garside). Does every finitely generated Artin–Tits monoid admit a finite Garside family?

For instance, in type \(\tilde{A}_2\), we have seen in Reference Structure 9, page 111 that the answer is positive, as it is for many similar cases, see Exercises 102 and 103 and Table 1.

We refer to the final Notes section for the announcement of a positive answer to Question 25.

Table 1. Size of the smallest Garside family \(S\) in a few Artin–Tits monoids; whenever \(S\) is finite, it must consist of all right-divisors of the elements of some finite set \(E\) (the "extremal elements").

<table>
<thead>
<tr>
<th>type</th>
<th>spherical</th>
<th>(\text{large no } \infty)</th>
<th>(\tilde{A}_2)</th>
<th>(\tilde{A}_3)</th>
<th>(\tilde{A}_4)</th>
<th>(\tilde{B}_3)</th>
<th>(\tilde{C}_2)</th>
<th>(\tilde{C}_3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>#E</td>
<td>1</td>
<td>(3(#S)^3)</td>
<td>3</td>
<td>10</td>
<td>35</td>
<td>14</td>
<td>3</td>
<td>12</td>
</tr>
<tr>
<td>#S</td>
<td>#W</td>
<td>(O((#S)^3))</td>
<td>16</td>
<td>125</td>
<td>1,296</td>
<td>315</td>
<td>24</td>
<td>317</td>
</tr>
</tbody>
</table>
2 More Garside structures on Artin–Tits groups

A monoid (more generally, a category) admits in general several different Garside families: typically, if \( S \) is a Garside family including \( 1_e \) in \( C \), then \( S^2 \) and \( S \) are in general distinct Garside families. Beyond that, a group (more generally, a groupoid) may be the group(oid) of fractions of several distinct monoids (categories), leading to possibly unrelated Garside structures. Here we shall see that such a situation occurs for many Artin–Tits groups, which turn out to admit what is known as a dual Garside structure.

The section comprises four subsections. Dual germs and dual braid monoids are introduced in full generality in Subsection 2.1, and we state without proof the state-of-the-art description of the cases when the dual germ is a Garside germ (Proposition 2.4). A complete proof of the result in the case of type \( A_n \), that is, for the symmetric group, is given in Subsection 2.2. The case of other finite Coxeter groups is addressed, in a sketchy way, in Subsection 2.3. Finally, we briefly mention in Subsection 2.4 the existence of several other unrelated Garside structures in the (very) special case of \( B_3 \).

2.1 The dual braid monoid

In this section, we consider a Coxeter system \((W, \Sigma)\) with \( \Sigma \) finite. We shall define another derived germ in \( W \) that will, in good cases, be a Garside germ and generate another monoid for the Artin-Tits group associated with \((W, \Sigma)\), now known as a dual braid monoid.

The construction of this germ depends on the choice of a Coxeter element, which we introduce now.

**Definition 2.1 (Coxeter element).** If \((W, \Sigma)\) is a Coxeter system with \( \Sigma \) finite, a Coxeter element is an element of \( W \) that can be expressed as the product of all elements of \( \Sigma \) (enumerated in some order).

It is known (see [27, chap. V no 6.1, prop. 1]) that, if the Coxeter graph has no cycle, then all Coxeter elements are conjugate. This is not true in general.

We shall use Definition VI.2.58 (derived structure) with \( W \) as groupoid \( \mathcal{G} \) (as in Subsection 1.3) and the set \( R \) of all reflections of \( W \) as generating set (unlike Subsection 1.3 where only the reflections of \( \Sigma \) are used). Next, we choose a Coxeter element \( c \) in \( W \), and take for \( \mathcal{H} \) of Definition VI.2.58 the set \( \text{Pref}(c) \) of all \( R \)-prefixes of \( c \).}

**Definition 2.2 (dual germ, dual monoid).** Assume that \((W, \Sigma)\) is a Coxeter system with \( \Sigma \) finite and \( c \) is a Coxeter element in \( W \). Then the germ \( \text{Pref}(c)^R \) is called a dual germ and the monoid \( \text{Mon}(\text{Pref}(c)^R) \) is called a dual braid monoid for \( W \).

**Example 2.3 (dual germ, dual monoid).** Consider the type \( A_3 \), that is, the symmetric group \( \mathcal{S}_3 \) with the generating system \( \Sigma = \{s_1, s_2\} \) made of the two transpositions \((1, 2)\) and \((2, 3)\).
and $(2, 3)$. There exist two Coxeter elements, namely $c = s_1s_2$ and $c' = s_2s_1$ (which are conjugate as mentioned above), and the set of reflections $R$ has three elements, namely $s_1$, $s_2$, and $s_1s_2s_1$. Choose the Coxeter element $c$. We find $c = s_1s_2 = s_2s_1s_2 = s_1s_2s_1s_1$, so all three reflections are $R$-prefixes of $c$. The associated germ is shown on the right, where $s_3$ means $s_1s_2s_1$. We see that the corresponding monoid admits the presentation $\langle s_1, s_2, s_3 | s_1s_2 = s_2s_3 = s_3s_1 \rangle$, and recognize the dual braid monoid $B_3^*$ of Reference Structure 3, page 10.

Note that the dual germ depends in general on the choice of a Coxeter element. Nevertheless, when the Coxeter graph has no cycles, since all Coxeter elements are conjugate in $W$, all dual germs are isomorphic. This is the case for spherical types.

The next result describes cases where the dual germ is a Garside germ. The affine Coxeter graphs of type $\tilde{A}_n$ and $\tilde{C}_n$ respectively are the graphs

\begin{equation}
\begin{array}{cccccc}
1 & 2 & \cdots & (n+1) \\
\end{array}
\end{equation}

\begin{equation}
\begin{array}{cccccc}
1 & 2 & 3 & \cdots & (n+1) \\
\end{array}
\end{equation}

**Proposition 2.4** (dual germ). If $(W, \Sigma)$ is a Coxeter system with $\Sigma$ finite and $c$ is a Coxeter element in $W$, then the germ $\text{Pref}(c)^R$ is a bounded Garside germ in the following cases, and in each of them the group obtained is the corresponding Artin-Tits group:

(i) If the type of $W$ is spherical and $c$ is any Coxeter element;
(ii) If the type of $W$ is $\tilde{A}_n$ and $c$ is the product of the generators in consecutive order on the Coxeter diagram;
(iii) If the type of $W$ is $\tilde{C}_n$ and $c$ is any Coxeter element.

So, in particular, the dual braid monoid is a Garside or quasi-Garside monoid in the above cases.

The proof of the part of Proposition 4 stating that the germ is a bounded Garside germ consists in showing that the germ $\text{Pref}(c)^R$ is eligible for Proposition VI.2.69 (derived Garside III). If we can apply this proposition, since all elements of the germ $\text{Pref}(c)^R$ are prefixes of $c$, the Garside family thus obtained will be automatically bounded.

**Lemma 2.5.** Assume that $(W, \Sigma)$ is a Coxeter system with $\Sigma$ finite and $c$ is a Coxeter element in $W$. Then the germ $\text{Pref}(c)^R$ is closed under $R$-prefixes and $R$-suffixes.

**Proof.** By definition, $\text{Pref}(c)^R$ is closed under $R$-prefixes. Now $R$ is closed under conjugacy in $W$, hence the $R$-length is invariant under conjugacy, and a $R$-suffix of an element of $W$ is also a $R$-prefix of the same element since every product $fg$ in $W$ can also be written $g(f^{-1}fg)$. Whence the lemma.

So, in order to establish that $\text{Pref}(c)^R$ is a bounded Garside germ, it remains to show that any two elements of $\text{Pref}(c)^R$ admit a $\leq_R$-least upper bound. This is the main point
of the proof. Then, in order to prove Proposition 2.4, we have to show that the group generated by the germ $\text{Pref}(c)^R$ is indeed the expected Artin-Tits group.

Below, we shall give a complete proof of Proposition 2.4 only for type $A_n$, that is, when the Coxeter group is a symmetric group, and give the main ideas for the other spherical types following [10] and [31]. For affine types, we refer to [106] and [107]. Let us also mention that the analogous result for complex reflection groups will appear as Proposition 3.20 below.

2.2 The case of the symmetric group

We now prove Proposition 2.4 when $W$ is the symmetric group $S_n$. In this case, $R$ is the set of all transpositions and the $R$-length of an element $f$ is $n$ minus the number of factors in a decomposition of $f$ into a product of disjoint cycles.

Definition 2.6 (noncrossing partition). A partition $(\lambda_1, \ldots, \lambda_r)$ of $\{1, \ldots, n\}$ is called noncrossing if, for every 4-tuple $(i, j, k, l)$ with $1 \leq i < j < k < l \leq n$, if $\{i, k\}$ is a subset of some part $\lambda_s$, then $\{j, l\}$ is not a subset of a part $\lambda_t$ with $t \neq s$.

Noncrossing partitions can be visualised as follows (see Figure 2): consider an oriented circle and a set $\{1, \ldots, n\}$ of $n$ points on that circle numbered 1 to $n$ in cyclic order; a partition $(\lambda_1, \ldots, \lambda_r)$ of $\{1, \ldots, n\}$ is noncrossing if and only if the convex hulls of any two parts in the disc are equal or disjoint.

![Figure 2. The noncrossing partition $\lambda$ of $\{1, \ldots, 12\}$ given by $\{1, 5, 12\}, \{2, 4\}, \{3\}, \{6, 9, 10, 11\}, \{7\}, \{8\}$. The corresponding element of $S_{12}$, see Definition 2.6, is $c_\lambda = (1, 5, 12)(2, 4)(6, 9, 10, 11)$.](image)

There is a natural partial order on partitions: a partition $\lambda$ is finer than a partition $\lambda'$ if every part of $\lambda'$ is a union of parts of $\lambda$.

Noncrossing partitions will allow us to understand the order on $\text{Pref}(c)^R$ when we take the cycle $(1, 2, \ldots, n)$ as Coxeter element.

Proposition 2.7 (isomorphism). Let $c$ be the Coxeter element $(1, 2, \ldots, n)$ of $S_n$. The map $\psi$ from $S_n$ to the set of partitions of $\{1, \ldots, n\}$ that maps every element of $S_n$ to the partition given by its orbits induces a poset isomorphism from $\text{Pref}(c)^R$ to the set of noncrossing partitions of $\{1, \ldots, n\}$.

Before proving Proposition 2.7, we need some definitions and a lemma.
Definition 2.8 (permutation \(c_\lambda\), cut). (i) For \(F \subseteq \{1, \ldots, n\}\), say \(F = \{i_1, \ldots, i_k\}\) with \(i_1 < \cdots < i_k\), we denote by \(c_F\) the cycle \((i_1, \ldots, i_k)\). Then, for \(\lambda = (\lambda_1, \ldots, \lambda_r)\) a noncrossing partition of \(\{1, \ldots, n\}\), we put \(c_\lambda = c_{\lambda_1}c_{\lambda_2} \cdots c_{\lambda_r}\).

(ii) For \(F' \subseteq F \subseteq \{1, \ldots, n\}\), say \(F = \{i_1, \ldots, i_k\}\) with \(i_1 < \cdots < i_k\) and \(F' = \{i_{j_1}, \ldots, i_{j_{k'}}\}\) with \(j_1 < j_2 < \cdots < j_{k'}\), we denote by \(F'\setminus F\) (\(F'\) cut at \(F\)) the partition of \(F\) whose parts are the sets \(\{i_{j_1}, i_{j_1+1}, \ldots, i_{j_{k'}-1}\}\), where we make the convention that \(j_{k'+1}\) means \(j_1\) and indices of elements \(i\) are taken modulo \(k\), see Figure 3.

![Figure 3. Cutting a subset \(F\), here \(\{1, 2, 4, 5, 7, 8, 10, 11, 12\}\), at a subset \(F'\), here \(\{2, 6, 7, 11\}\); black points are the elements of \(F'\), grey points are those of \(F \setminus F'\), and white points are those not in \(F\); the parts of \(F'\setminus F\) are indicated with dashed lines: we attach behind every black point the grey hull of \(\lambda\), and the convex hulls of \(\lambda'\) for \(\lambda'\) is finer that \(\lambda\). By the induction hypothesis, we have \(c_{F'\setminus F} = c_{F^*\setminus F^*\setminus F} = c_{F_1}\). This together with the equality \(c_F = c_{F_1}(i_{j_{2-1}}, i_{j_2})c_{F_2} = (i_1, i_{j_2})c_{F_2}\) gives the result.

Lemma 2.9. (i) For \(F' \subseteq F \subseteq \{1, \ldots, n\}\), we have \(c_F = c_{F'}c_{F'\setminus F}\).

(ii) Assume that \(\lambda\) and \(\lambda'\) are noncrossing partitions of \(\{1, \ldots, n\}\) and \(\lambda'\) is finer than \(\lambda\). Then there exists a unique noncrossing partition of \(\{1, \ldots, n\}\), which we denote by \(\lambda'\setminus \lambda\) (\(\lambda'\) cut at \(\lambda\)), satisfying \(c_{\lambda}c_{\lambda'}\setminus \lambda = c_{\lambda'}\).

Proof. We prove (i) by induction on the cardinality of \(F'\). With notation as in Definition 2.8(iii), let \(F_1 = \{i_1, \ldots, i_{j_2-1}\}, F_2 = F \setminus F_1,\) and let \(F'_2 = F' \setminus \{i_1\}\), so that we have \(c_{F'} = (i_1, i_{j_2})c_{F_2}\). Using the equality \(F'\setminus F = \{F_1\} \cup F'_2\setminus F_2\), we obtain

\[c_{F'}c_{F'\setminus F} = c_{F'}c_{F_1}c_{F'_2}c_{F_2} = (i_1, i_{j_2})c_{F'_2}c_{F_2}c_{F_2}c_{F'_2} = (i_1, i_{j_2})c_{F_2}c_{F_2}c_{F_2}c_{F'_2}\]

the last equality since \(c_{F_2}\) commutes to \(c_{F'_2}\), since \(F'_2 \cap F_1 = \emptyset\). By the induction hypothesis, we have \(c_{F_2} = c_{F'_2}c_{F'_2}\setminus F_2\). This together with the equality

\[c_F = c_{F_1}(i_{j_2-1}, i_{j_2})c_{F_2} = (i_1, i_{j_2})c_{F_2}\]

gives the result.

To prove (ii) we first consider the case when \(\lambda\) has only one part with cardinal at least 2 which we denote by \(F\). Let \(\lambda'_1, \ldots, \lambda'_1\) be the non-trivial parts of \(\lambda'\). They are all subsets of \(F\). The point is to observe that, since for \(i > 1\) the convex hull of \(\lambda_i\) and \(\lambda'_i\) do not intersect, each \(\lambda'_i\) lies inside a single connected component of the complement of the convex hull of \(\lambda'_i\) in the convex hull of \(F\), hence each is included in a part of \(\lambda'\setminus \lambda\). Therefore the result follows from (i) using induction on the number of parts of \(\lambda\). Uniqueness comes from the equality \(c_{\lambda}c_{\lambda'}\setminus \lambda = c_{\lambda'}\).
The general case of (ii) is easily obtained by applying the above result to all the nontrivial parts of $\lambda$.

**Proof of Proposition 2.7.** We claim that, if $\lambda$ is a noncrossing partition and if an element $g$ of $\text{Pref}(c)^R$ satisfies $g \leq_R c_\lambda$, then $\psi(g)$ is a noncrossing partition finer than $\lambda$ and $g = c_\psi(g)$ holds. This will prove the proposition. Indeed, taking for $\lambda$ the partition with only one part, so that $c_\lambda$ is $c$, we see that $\text{Pref}(c)^R$ is the set of all elements $c_\lambda$ with $\lambda$ a noncrossing partition and that $\psi$ and $\lambda \mapsto c_\lambda$ are bijections inverse of each other since, for every noncrossing partition $\lambda$, we have $\psi(c_\lambda) = \lambda$. This proves also that divisibility in the germ $\text{Pref}(c)^R$ is mapped by $\psi$ on the order relation on partitions.

We prove our claim using decreasing induction on the $R$-length of $g$. The starting point of the induction is for $g = c$. In this case, $\psi(g)$ is the partition with only one part. Let $g$ belong to $\text{Pref}(c)^R$; we can assume $g \neq c_\lambda$ so that there exists a transposition $(i, j)$ satisfying $\|(i, j)g\|_R = \|g\|_R + 1$ and $(i, j)g \leq_R c_\lambda$. This implies that $(i, j)$ is a prefix of $c_\lambda$ so that the decomposition of $(i, j)c_\lambda$ into disjoint cycles has one more cycle than the decomposition of $c_\lambda$ since the $R$-length of a product of $k$ cycles in $\mathfrak{S}_n$ is $n - k$. This in turn means that $i$ and $j$ are in the same part of $\lambda$, that is, the partition $\psi((i, j))$ is finer than the partition $\psi(g)$. Applying Lemma 2.9(ii), we deduce $g = c_{\psi((i, j)) \setminus \lambda}$, which gives the claim.

**Corollary 2.10 (Garside germ).** Let $c$ be the Coxeter element $(1, 2, \ldots, n)$ of $\mathfrak{S}_n$. Then the germ $\text{Pref}(c)^R$ is a bounded Garside germ.

**Proof.** Since noncrossing partitions and the germ $\text{Pref}(c)^R$ are isomorphic posets and noncrossing partitions make a lattice, we can apply Propositions VI.2.69 (derived Garside III) and Corollary VI.3.9 (bounded Garside), which give the result: Lemma 2.5 guarantees that the $\Sigma$-prefixes of $c$ coincide with its $\Sigma$-suffixes, so the assumptions of Corollary VI.3.9 are satisfied.

We now consider the monoid associated with the above Garside germ and its enveloping group.

**Proposition 2.11 (braid group).** Let $c$ be the Coxeter element $(1, 2, \ldots, n)$ of $\mathfrak{S}_n$. Then the group generated by the germ $\text{Pref}(c)^R$ is isomorphic to the $n$-strand braid group $B_n$ and the monoid generated by the germ is the dual braid monoid $B_n^+$ of Reference Structure 3, page 10.

To prove Proposition 2.11, we first define a surjective morphism from $B_n$ to the group generated by the above germ $\text{Pref}(c)^R$. As in Definition 2.8, we write $c_{i,j}$ for $c_{(i,j)}$, and $s_i$ for $c_{i,i+1}$.
Lemma 2.12. Let $c$ be the Coxeter element $(1, 2, \ldots, n)$ of $\mathfrak{S}_n$ and $G$ be the group generated by the germ $\text{Pref}(c)^R$. Then the map $\sigma_i \mapsto s_i$ extends to a surjective morphism from $B_n$ to $G$.

Proof. The equalities $c_{i,i+1}c_{i+1,i+2} = c_{i+1,i+2}c_{i,i+1}$ hold in the germ. We deduce that, in $G$, we have $s_i s_j s_i = s_j s_i s_j$ for $|i - j| \geq 2$. Hence the elements $s_i$ satisfy the braid relations. So the map $\sigma_i \mapsto s_i$ extends to a morphism from $B_n$ to $G$. By induction on $j - i$ we see that, for $i < j$, we have $c_{i,j} = s_i s_{i+1} \cdots s_j s_{j-1} \cdots s_{i+1}^{-1}$ if it follows that $G$ is generated by $\{s_1, \ldots, s_{n-1}\}$ and, therefore, the above morphism is surjective.

For proving that the morphism of Lemma 2.12 is an isomorphism, we first give a presentation of the group $G$ using only $R$ as generating set.

Lemma 2.13. Let $c$ be the Coxeter element $(1, 2, \ldots, n)$ of $\mathfrak{S}_n$ and $G$ be the group generated and $G$ (resp. $M$) be the group (resp. monoid) generated by the germ Pref$(c)^R$. Then $M$ admits the presentation with generators $c_{i,j}$, where $\{i, j\}$ runs over all subsets of cardinality 2 of $\{1, \ldots, n\}$, and relations

\begin{align*}
(2.14) & \quad c_{i,j}c_{i',j'} = c_{i',j'}c_{i,j} \quad \text{if } \{i, j\} \text{ and } \{i', j'\} \text{ are noncrossing} \\
(2.15) & \quad c_{i,j}c_{j,k} = c_{j,k}c_{i,j} \quad \text{for } i < j < k \text{ in the cyclic order.}
\end{align*}

The group $G$ admits the same presentation as a group presentation.

Proof. Since $M$ generates $G$, the last assertion follows from the first one. The monoid $M$ is generated by the elements $c_{i,j}$. Indeed it is generated by the elements $c_{\lambda}$ where $\lambda$ runs over noncrossing partitions of $\{1, \ldots, n\}$; by definition $c_{\lambda}$ is the product of elements of the form $c_F$ with $F$ a subset of $\{1, \ldots, n\}$ and $c_F = c_{i_1,i_2}c_{i_2,i_3} \cdots c_{i_{k-1},i_k}$ for $F = \{i_1, \ldots, i_k\}$ with $i_1 < \cdots < i_k$.

Relations (2.14) and (2.15) hold in the germ. We have to prove that all other relations are consequences of these. By definition, all relations are of the form $f = gh$ when $f, g, h$ are in the germ and $\|f\|_R = \|g\|_R + \|h\|_R$ holds. Writing decompositions of $f, g$ and $h$, into products of elements of $R$, we are reduced to prove that one can pass from any such decomposition of $f$ to any other only by means of relations (2.14) and (2.15). We show that, starting from a fixed decomposition of $f$, for every $s$ in $R$ left-dividing $f$, we can obtain a decomposition of $f$ starting with $s$ using only relations (2.14) and (2.15). This gives the result using induction on $\|f\|_R$. We start with a decomposition of $f$ obtained in the following way: we have $f = c_{\lambda} = c_{\lambda_1} \cdots c_{\lambda_q}$ where $\lambda = (\lambda_1, \ldots, \lambda_q)$ is a noncrossing partition; each part $\lambda_p$ is of the form $\{i_1, \ldots, i_l\}$ with $i_1 < \cdots < i_l$. We decompose $c_{\lambda_p}$ as $c_{i_1,i_2}c_{i_2,i_3} \cdots c_{i_{l-1},i_l}$. Since $s$ left-divides $f$, we have $s = c_{i,j}$ with $i < j$ and $i, j$ in the same part $\lambda_p$ of $\lambda$. Since $\lambda$ is noncrossing, $s$ commutes with the elements of $R$ that occur in the decompositions of $c_{\lambda_q}$ for $q \neq p$.

Hence we are left with proving the result for $f = c_{\lambda_p}$. We have $i = i_h, j = i_k$ for some indices $h$ and $k$. Using relation (2.15) repeatedly, we find

$$c_{i_h,i_{h+1}} \cdots c_{i_{k-1},i_k} = c_{i_{h+1},i_{h+2}}c_{i_{h+1},i_{h+3}} \cdots c_{i_{k-2},i_{k-1}}.$$ 

We have also $c_{i_h,i_{h+1}}c_{i_{h+1},i_{h+2}} = c_{i_{h+1},i_{h+2}}c_{i_h,i_{h+1}}$. Using once more relation (2.15), then the commutation relations (2.14) we can push $c_{i,j}$ to the left and obtain the expected result. \qed

\[\]
Consider in the braid group $B_n$ the elements $a_{i,j}$ defined in Reference Structure 3, page 10. According to (I.1.12), they satisfy the same relations (2.14) and (2.15) as the elements $c_{i,j}$. Hence, by Lemma 2.13, there exists a surjective morphism from $G$ to $B_n$ mapping $c_{i,j}$ to $a_{i,j}$. Since this morphism maps $s_i$ to $\sigma_i$, it is the inverse of the morphism defined in Lemma 2.12, whence the result.

Note that Lemma 2.13 is equivalent to the fact that the Hurwitz action of the braid group $B_k$ is transitive on the decompositions of every element of the germ of $R$-length $k$ into products of atoms (compare with Lemma 3.17). We recall from Remark I.2.10 that the Hurwitz action of $B_n$ on length $n$ sequences with entries in a group $G$ is given by

$$\sigma_i \cdot (g_1, \ldots, g_n) = (g_1, \ldots, g_{i-1}, g_i g_{i+1} g_i^{-1}, g_i, g_{i+1}, \ldots, g_n).$$

### 2.3 The case of finite Coxeter groups

We now sketch the main steps for a proof of Proposition 2.4 in the case when $G$ is a (general) finite Coxeter group, following the approach of Brady and Watt in [30]. We start from the next result, stated for the orthogonal group of a real vector space in [30], but actually valid for an arbitrary linear group.

**Lemma 2.17.** Assume that $V$ is a finite-dimensional vector space over a field $k$. For $A$ in $\text{GL}(V)$, let $M(A)$ be the image of $A - \text{id}_V$ and let $m(A) = \dim M(A)$ (the number of eigenvalues of $A$ different from 1 if $A$ is semi-simple). Then

(i) For all $A, B$ in $\text{GL}(V)$, we have $m(AB) \leq m(A) + m(B)$, and equality occurs if and only if $M(AB) = M(A) \oplus M(B)$ holds.

(ii) Write $A \trianglelefteq B$ for $m(A) + m(A^{-1}B) = m(B)$. Then $\trianglelefteq$ defines a partial order on $\text{GL}(V)$.

**Proof (sketch).** The key point is the equality $AB - \text{id}_V = (A - \text{id}_V)B + (B - \text{id}_V)$, which implies $M(AB) \subseteq M(A) + M(B)$. □

By contrast, the next result requires a specific context.

**Lemma 2.18.** Assume that $G(V)$ is either the orthogonal group of a real vector space, or the unitary group of a complex vector space. Let $A$ belong to $G(V)$. Then the map $B \mapsto M(B)$ is a poset isomorphism between $\{B \in G(V) \mid B \trianglelefteq A\}$ and the poset of subspaces of $M(A)$ ordered by inclusion.

We assume now that $W$ is a subgroup of $G(V)$ generated by reflections (or complex reflections in the unitary case). Let $R$ be the set of all reflections of $W$. Then $W$ is generated as a monoid by $R$.

**Lemma 2.19.** For every $g$ in $W$, we have $\|g\|_R = m(g)$.

We assume now that $V$ is an $n$-dimensional real vector space, which is the reflection representation of the irreducible finite Coxeter group $W$, and that $c$ is a Coxeter element in $W$. Lemma 2.19 implies $\|c\|_R = n$. Let $\text{Pref}(c)$ be the set of left $R$-prefixes of $c$. 

---

**Proof of Proposition 2.11**
Lemmas 2.17, 2.19 imply that, on \( \text{Pref}(c) \), the \( \Sigma \)-prefix relation \( \leq_R \) identifies with the partial order \( \preceq \) of Lemma 2.17. So, in view of the criteria of Chapter VI, the question reduces to proving that least upper bounds exist for \( \preceq \). Now, the main result of Brady and Watt in [31] may be formulated as

**Proposition 2.20 (lattice).** If \( (W, \Sigma) \) is a Coxeter system of spherical type and \( c \) is a Coxeter element in \( W \), then the poset \( (\text{Pref}(c), \preceq) \) is a lattice.

**Proof (sketch).** Lemma 2.18 suggests an approach that does not work: starting with \( g, h \) satisfying \( g, h \preceq c \), if we could find \( f \) satisfying \( M(f) = M(g) \cap M(h) \), then, by the poset isomorphism of Lemma 2.18 we would deduce that \( f \) is a greatest lower bound for \( g \) and \( h \). However, such an element \( f \) does not exist in general. Now, a different approach works. Put \( R(g) = \{ s \in R \mid s \preceq g \} \). Then, for all \( g, h \) as above, one can show that there exists \( f \) satisfying \( R(f) = R(g) \cap R(h) \) using a spherical complex structure on the positive roots of \( W \), adapted to the \( \preceq \)-relation. We will not say more about the argument here.

### 2.4 Exotic Garside structures on \( B_n \)

The question of whether there exist further Garside structures on (spherical) Artin–Tits groups beyond the above described classical and dual ones remains open in general. In the (very) special case of the 3-strand braid group \( B_3 \), several such exotic Garside structures are known, and we quickly review them here. We also observe that every left-invariant ordering on \( B_n \) gives rise to a Garside structure.

**Proposition 2.21 (exotic monoids for \( B_3 \)).** For \( m \in \mathbb{Z} \), define \( B_{3,m}^+ \) by

\[
B_{3,m}^+ = \begin{cases} (a, b \mid ab = ba^{m}b)^+ & \text{for } m \geq 0, \\ (a, b \mid a = bab^{[m]^{-1}}ab)^+ & \text{for } m < 0. \end{cases}
\]

Then, for every \( m \), the monoid \( B_{3,m}^+ \) is an Ore monoid whose group of fractions is the 3-strand braid group \( B_3 \), and it admits \( \Delta_3 \) as a Garside element.

**Proof.** In \( B_3 \), put \( x = \sigma_2 \) and \( y = \sigma_1 \sigma_2^{-\ell+1} \), whence \( \sigma_1 = yx^\ell \). The braid relation \( \sigma_2 \sigma_1 \sigma_2 = \sigma_1 \sigma_2 \sigma_1 \) then reads \( xyx^\ell = yx^\ell yx^{\ell-1} \), so \( B_3 \) admits the presentation \( \langle x, y \mid xxy = yx^\ell \rangle \). We deduce that (2.22) is, in every case, a presentation of \( B_{3,m}^+ \) for \( \ell \geq 0 \), this corresponds to taking \( m = \ell \), \( a = x \), \( b = y \), that is, \( a = \sigma_2 \) and \( b = \sigma_1 \sigma_2^{-m+1} \); for \( \ell < 0 \), this corresponds to taking \( m = \ell - 1 \), \( a = y \) and \( b = x^{-1} \), that is, \( a = \sigma_1 \sigma_2^{m} \) and \( b = \sigma_2^{-1} \).

The presentations (2.22) are right- and left-complemented. For \( m < 0 \), the presentation is right-triangular in the sense of Definition 11.4.12, and, therefore, by Proposition 11.4.51 (completeness), right-reversing is complete for the presentation. Hence \( B_{3,m}^+ \)
is cancellative. Let \( \Delta = (ab|m|^{-1}ab|m|)^2 \). A direct verification shows that \( \Delta \) is central in \( B^+_{3,m} \) (as can be expected since the evaluation of this expression in \( B_3 \) is \( \Delta_3^2 \)), and that it is a right-multiple of \( a \) and \( b \). Hence this element is a Garside element in \( B^+_{3,m} \). We deduce that \( B^+_{3,m} \) is an Ore monoid, hence it embeds in its group of fractions, which is \( B_3 \).

For \( m = 0 \) and \( m = 1 \), the monoid \( B^+_{3,m} \) is (strongly) Noetherian (see Exercise [100]), so, by Proposition [11.4.51] (completeness) again, right-reversing is complete and, as above, we deduce that \( B^+_{3,m} \) is cancellative and admits conditional lcms. For \( m \geq 2 \), the monoid \( B^+_{3,m} \) is not Noetherian, and the presentation \( \langle \sigma_1^3 \rangle \) is not eligible for Proposition [11.4.51] (completeness). However, as every two-generator right-complemented presentation, it is eligible for [78] Proposition 4.1 and Corollary 4.5] and, again, right-reversing is complete and, therefore, \( B^+_{3,m} \) is cancellative and admits conditional lcms. Let \( \Delta = (aba^m)^2 \). As above, a direct verification shows that \( \Delta \) is central in \( B^+_{3,m} \) and it is a multiple of \( a \) and \( b \). So it is a Garside element in \( B^+_{3,m} \) and, as in the \( m < 0 \) case, \( B^+_{3,m} \) is an Ore monoid, hence it embeds in its group of fractions, which is \( B_3 \). □

The monoid \( B^+_{3,1} \) is the usual Artin braid monoid \( B_3 \). The monoid \( B^+_{3,0} \), whose presentation is \( \langle a, b \mid aba = b^2 \rangle^e \), is a Garside monoid (in the sense of Definition [12.1], in which the Garside element \( \Delta_3^2 \) has 8 divisors, forming the lattice shown on the right. The monoid \( B^+_{3,2} \) is not Noetherian; an explicit description of the (infinitely many) divisors of \( \Delta_3^2 \) in \( B^+_{3,2} \) is given in Picantin [194 Figure 21].

The monoid \( B^+_{3,1} \) is the Dubrovina-Dubrovin monoid \( B_3^D \) of Definition [XII.3.12] below. Like all other monoids \( B^+_{3,m} \) with \( m < 0 \), it is a monoid of \( O \)-type, that is, any two elements are comparable with respect to left-divisibility or, equivalently, the monoid with 1 removed is the positive cone of a left-invariant ordering on its group of fractions, here \( B_3 \), see Chapter [XII] for further details.

More Garside structures on 3-strand braids can be described (the list is not closed).

**Example 2.23 (more exotic monoids for \( B_3 \)).** Start with \( a = \Delta_3 \) in \( B_3 \). For \( b = \sigma_1 \sigma_2 \), the braids \( \sigma_1 \) and \( \sigma_2 \) can be recovered from \( a \) and \( b \) by \( \sigma_1 = a^{-1}b \) and \( \sigma_2 = ba^{-1} \), leading to the presentation \( \langle a, b \mid a^3 = b^6 \rangle \). The associated monoid \( \langle a, b \mid a^3 = b^6 \rangle^e \) is indeed the torus-type monoid \( T_{3,2} \) of Example [2.7] which we know is a Garside monoid. The corresponding 5-element lattice of divisors of \( \Delta_3 \) is shown on the right.

Starting again from \( a = \Delta_3 \), consider now \( a = \sigma_2^{-1} \). Then we easily find the presentation \( \langle a, b \mid a = bab \rangle \) for \( B_3 \). The corresponding monoid is a monoid of \( O \)-type, that is, any two elements are comparable with respect to left-divisibility and \( a^2 \) (alias \( \Delta_3^2 \)) is central, see again Chapter [XII] for further details.

In all above Garside structures on \( B_3 \), in particular in the cases connected with linear orderings, the element \( \Delta_3^2 \) is always a Garside element of the involved monoid. This is a general result that can be established for all braid groups \( B_n \).
Proposition 2.24 (Garside in ordered case). If $\leq$ is a left-invariant linear order on $B_n$, and $M$ is the submonoid $\{\beta \in B_n \mid 1 \leq \beta\}$ of $B_n$, then $\Delta_n^M$ belongs either to $M$ or to $M^{-1}$ and, in either case, it is a Garside element in the involved monoid.

Proof (sketch). That $M$ and $M^{-1}$ are monoids readily follows from the assumption that $\leq$ is a left-invariant order on $B_n$ (see Lemma [XII.1.3]). If $\Delta^2_n$ does not lie in $M$, that is, if $1 \leq \Delta^2_n$ fails, then $\Delta^2_n < 1$ must hold, implying $1 < \Delta^{-2}_n$, whence $\Delta^{-2}_n \in M$.

Next, as $\Delta^2_n$ is central, its left- and right-divisors coincide: indeed $\beta \Delta^2_n = \Delta^2_n \beta = \beta \beta' \Delta^2_n$ implies $\beta \Delta^2_n = \Delta^2_n \beta = \beta \beta' \Delta^2_n$ by left-cancelling $\beta$.

Assume from now on $1 < \Delta^2_n$. For $p < q$ in $\mathbb{Z}$, let us write $[p, q]$ for the interval $\{\beta \in B_n \mid \Delta^2_n \beta = \beta \leq \Delta^2_n \beta\}$ of $M$. We want to show that the left-divisors of $\Delta^2_n$ in $M$ generate $M$, which amounts to saying that $[0, 1]$ generates $M$. It is easy to check that the product of $p$ braids in $[0, 1]$ belongs to $[0, p]$, and that the inverse of a braid in $[0, p]$ belongs to $[-p, 0]$. So the point is to show that every braid lies in some interval $[p, p+1]$; a priori, there might exist braids outside all these intervals (we do not assume that the order is Archimedean).

Now we claim that the generators $\sigma_i$ must all lie in the interval $[-1, 1]$, which will clearly imply that each braid lies in some interval, as needed. Let $\delta_n = \sigma_1 \cdots \sigma_{n-1}$. As is well known, we have $\delta_n = \Delta^2_n$, so the assumption $1 < \Delta_n$ implies $1 < \Delta^2_n = \delta_n$, hence $1 < \delta_n$, and, therefore, $1 < \delta_n < \ldots < \delta_n = \Delta^2_n$.

Assume that we have $\Delta^2_n \leq \sigma_i$ for some $i$. Let $j$ be any element of $\{1, \ldots, n-1\}$. All generators $\sigma_j$ are conjugate under some power of $\delta_n$, so we can find $p$ with $0 \leq p \leq n-1$ satisfying $\sigma_j = \delta_n^{-p} \sigma_i \delta_n^p$. Then we obtain

$$1 < \delta_n^{-p} = \delta_n^{-p} \Delta^2_n \leq \delta_n^{-p} \sigma_i \leq \delta_n^{-p} \delta_n^p = \sigma_j.$$ 

So $1 < \sigma_j$ holds for each generator $\sigma_j$. It follows that, if a braid $\beta$ can be represented by a positive braid word that contains at least one letter $\sigma_i$, then $\Delta^2_n \leq \beta$ holds. This applies in particular to $\Delta_n$, and we deduce $\Delta^2_n \leq \Delta_n$, which contradicts the assumption $1 < \Delta_n$.

Similarly, assume $\sigma_i \leq \Delta^{-2}_n$. Consider again any $\sigma_j$. If $p$ is as above, we also have $\sigma_j = \delta_n^{-p} \sigma_i \delta_n^p$, since $\delta_n^p$ lies in the center of $B_n$. Then we find

$$\sigma_j = \delta_n^{-p} \sigma_i \delta_n^p < \delta_n^{-p} \sigma_i \leq \delta_n^{-p} \Delta^{-2}_n = \delta_n^{-p} \leq 1.$$ 

This time, $\sigma_j < 1$ holds for each $j$. As $\Delta_n$ is a positive braid, this implies $\Delta_n < 1$, which contradicts the assumption $1 < \Delta_n$ again. So our claim is established, and the proposition follows.

Example 2.25. For every $n$, the braid group $B_n$ admits several left-invariant orders, see Chapter [XII]. For each of them, the associated positive cone (augmented with 1) is a cancellative submonoid of $B_n$ in which $\Delta^2_n$ (or its inverse) is a Garside element. This applies in particular to the positive cone of the Dehornoy order, and to the Dubrovina-Dubrovin monoid $B^\circ_n$ of Definition [XII.3.12] the former monoid is not finitely generated, but the
second one is. However, $B_n^{\mathbb{C}}$ is not a Garside monoid in the sense of Definition [2.1] since it is (very) far from Noetherian.

3 Braid groups of well-generated complex reflection groups

We now consider an extension of the family of Coxeter groups, the family of complex reflection groups. These groups arise when the construction of Coxeter groups is extended to consider groups generated by pseudo-reflections of finite order in a complex vector space, instead of a real vector space as in the Coxeter case. The main result is that the dual monoid approach can be extended to well-generated reflection groups (Definition [3.7]), thus giving rise to bounded Garside germs and, from there, to Garside groups.

3.1 Complex reflection groups

We begin with a quick introduction to reflection groups. A possible reference is [39].

**Definition 3.1 (complex reflection).** If $V$ is a finite-dimensional vector space over $\mathbb{C}$, a complex reflection is an element $s$ of $\text{GL}(V)$ of finite order such that the fixed points of $s$, that is, $\ker(s - \text{id}_V)$, form a hyperplane $H_s$.

If $V$ is of dimension $n$, a complex reflection $s$ is diagonalizable with $n - 1$ eigenvalues equal to 1 and the last one a root of unity $\zeta$ different from 1. For $\zeta = -1$, we recover the classical notion of a reflection, which is the only possible complex reflection if we replace $V$ by a vector space over $\mathbb{R}$. To lighten the terminology, we will just say “reflection” for complex reflection in the rest of this section and specify “reflection of order 2” when needed.

**Definition 3.2 (reflection group).** A finite complex reflection group is a finite group $W$ such that there exists a finite-dimensional $\mathbb{C}$-vector space $V$ such that $W$ is a subgroup of $\text{GL}(V)$ generated by complex reflections. We then denote by $R(W)$ the set of all reflections in $W$.

Every finite Coxeter group is a finite complex reflection group, but we shall see below that there exist finite complex reflection groups that are not Coxeter groups, namely $V$ does not admit any real structure preserved by $W$.

There is an alternative definition of finite complex reflection groups based on algebraic geometry: given a finite linear group $W$ of $\text{GL}(V)$, the quotient variety $V/W$ always
exists but is not necessarily smooth; it is smooth if and only if \( W \) is a complex reflection group.

If \( W \) is a finite complex reflection group, then \( V/W \) is not only smooth, but isomorphic to \( V \) again as a variety. This leads to a characterization of complex reflection groups in terms of invariants: the algebra of the variety \( V \) (that is the algebra of polynomial functions on \( V \)) is \( S(V^*) \), the symmetric algebra of the dual vector space; for any choice of basis \( x_1, \ldots, x_n \) of \( V^* \) it is isomorphic to \( \mathbb{C}[x_1, \ldots, x_n] \). The algebra of the variety \( V/W \) is the algebra \( S(V^*)^W \) of fixed points under the natural action of \( W \) on \( S(V^*) \). Thus finite complex reflection groups are characterized by the property that \( S(V^*)^W \) is a polynomial algebra \( \mathbb{C}[f_1, \ldots, f_n] \). The polynomials \( f_i \) are not unique but their degrees \( d_i \) (as polynomials in the \( x_i \)) are unique: they are called the reflection degrees of \( W \). We may choose the polynomials \( f_i \) homogeneous of degree \( d_i \), which we will do.

A lot of information on \( W \) is encoded in the reflection degrees; for instance, the cardinality of \( W \) is \( d_1 \cdots d_n \) and the number of reflections of \( W \) is \( \sum_{i=1}^{n} (d_i - 1) \).

### Classification of finite complex reflection groups

We say that a reflection group \( W \) is irreducible if its natural representation on the underlying vector space \( V \) is irreducible, that is, equivalently, if \( V \) cannot be decomposed as a product \( V_1 \times V_2 \) such that \( W \) is included in \( \text{GL}(V_1) \times \text{GL}(V_2) \). Irreducible complex reflection groups have been classified by Shephard and Todd [207] in 1954: they contain an infinite family \( G(p,e,n) \) with \( e|p \), consisting of the monomial \( n \times n \) matrices whose entries are \( p \)-th roots of unity and whose product of entries is an \( e \)-th root of unity, and 34 exceptional groups which for historical reasons (the original naming of Shephard and Todd) are denoted by \( G_4 \) to \( G_{37} \). The irreducible finite Coxeter groups are special cases of irreducible finite complex reflection groups, precisely those whose natural representation can be defined over the reals. They appear in the Shephard-Todd classification as indicated in Table 2.

<table>
<thead>
<tr>
<th>( A_n )</th>
<th>( B_n )</th>
<th>( D_n )</th>
<th>( I_2(e) )</th>
<th>( H_3 )</th>
<th>( H_4 )</th>
<th>( F_4 )</th>
<th>( E_6 )</th>
<th>( E_7 )</th>
<th>( E_8 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( G(1,1,n+1) )</td>
<td>( G(2,1,n) )</td>
<td>( G(2,2,n) )</td>
<td>( G(e,e,2) )</td>
<td>( G_{23} )</td>
<td>( G_{30} )</td>
<td>( G_{28} )</td>
<td>( G_{35} )</td>
<td>( G_{36} )</td>
<td>( G_{37} )</td>
</tr>
</tbody>
</table>

Table 2. Correspondence between the Dynkin classification of finite Coxeter groups and the Shephard–Todd classification of complex reflection groups

### 3.2 Braid groups of complex reflection groups

We now associate with every finite complex reflection group \( W \) an analog of the braid group (or Artin–Tits group) associated with every (finite) Coxeter group. To this end, we start from the geometrical viewpoint of hyperplane arrangements.

Assume that \( W \) is a finite complex reflection group with underlying vector space \( V \). By a theorem of Steinberg [216] in 1964, the covering \( V \to V/W \) is regular outside of the reflecting hyperplanes. This means that we can extend to complex reflection groups the topological definition of braid groups.
Definition 3.3 \textbf{(braid group).} Assume that $W$ is a finite complex reflection group with underlying vector space $V$. Let $V^{\text{reg}}$ be the complement in $V$ of the reflecting hyperplanes. The \textit{braid group} $B(W)$ of $W$ is defined to be the fundamental group $\pi_1(V^{\text{reg}}/W)$; the \textit{pure braid group} $PB(W)$ is defined to be $\pi_1(V^{\text{reg}})$.

The covering $V \to V^{\text{reg}}/W$ gives rise to an exact sequence

$$1 \to PB(W) \to B(W) \to W \to 1,$$

which makes $W$ a natural quotient of $B(W)$, and generalizes the special case already mentioned in (I.1.7).

As shown by Brieskorn in [34], in the case of a Coxeter group (hence in particular in the case of a symmetric group), the braid group so introduced coincides with the braid group (or Artin–Tits group) considered in Section II.

Proposition 3.4 \textbf{(coherence).} If $(W, \Sigma)$ is a finite Coxeter system, then $W$ can be realized as a real reflection group; the associated braid group $B(W)$ as introduced in Definition 3.3 is then isomorphic to the Artin–Tits group as introduced in Definition 1.18.

Let us return to the case of a general finite complex reflection group $W$. Then the group $B(W)$ can be generated by \textit{braid reflections}, see for instance [41, Proposition 2.2], where a braid reflection is an element $s$ of $B(W)$ such that $\pi(s)$ is a reflection, and such that $s$ is the image in $B(W)$ of a path in $V^{\text{reg}}$ of the form shown in Figure 4. Braid reflections above conjugate reflections are conjugate.

![Figure 4. A braid reflection above a reflection $s$, drawn in $V^{\text{reg}}$. If $x_0$ in $V^{\text{reg}}$ is above the base point in $V^{\text{reg}}/W$, we take any path $\gamma$ from $x_0$ to a point $p$ close to the hyperplane $H_s$, then follow an arc around $H_s$ from $p$ to $s(p)$, and finish by the reflected path $s(\gamma)$. This maps to a loop in $V^{\text{reg}}/W$.](image)

Given a basepoint $x_0$ in $V^{\text{reg}}$, the loop $\pi : t \mapsto e^{2\pi i t} x_0$ from $[0, 1]$ to $V^{\text{reg}}$ is central in $PB(W)$. It can actually be shown that it generates the center of this group when $W$ is irreducible, see [108].

Definition 3.5 \textbf{(regular).} If $W$ is a finite complex reflection group with underlying vector space $V$, an element $g$ of $W$ is called \textit{regular} if it has an eigenvector $x$ in $V^{\text{reg}}$.

If the eigenvalue associated with the eigenvector $x$ of $V^{\text{reg}}$ is $e^{2ik\pi/d}$, the path $t \mapsto e^{2ik\pi t/d}x$ becomes a loop in $V^{\text{reg}}/W$; if we denote this loop by $\beta$, we have $\beta^d = \pi^k$. 

by construction. Then we have the following theorem of Springer about regular elements, see [212, Theorem 4.2]:

**Proposition 3.6 (regular elements).** Assume that $W$ is a finite complex reflection group with underlying vector space $V$ and $g$ is a regular element of $W$ with regular eigenvalue $\zeta$.

(i) All other regular elements with regular eigenvalue $\zeta$ are conjugate to $g$.

(ii) Let $V_{g,\zeta}$ be the $\zeta$-eigenspace of $w$. Then $C_W(g)$ acting on $V_{g,\zeta}$ is a complex reflection group, whose reflecting hyperplanes are the traces on $V_{g,\zeta}$ of those of $W$.

(iii) The reflection degrees of $C_W(g)$ are the degrees $d_i$ of $W$ satisfying $\zeta^{d_i} = 1$.

(iv) The eigenvalues of $g$ on $V$ are $\zeta^{1-d_i}$.

3.3 Well-generated complex reflection groups

A finite Coxeter group of dimension $n$ (meaning that the group can be realized as a group of reflections of an $n$-dimensional real vector space) can be generated by $n$ reflections. In contrast, an irreducible finite complex reflection group of dimension $n$ sometimes needs $n+1$ reflections to be generated.

**Definition 3.7 (well-generated).** A finite complex reflection group with underlying vector space of dimension $n$ is called *well-generated* if it can be generated by $n$ reflections.

The irreducible groups that are not well-generated are $G(p,e,n)$ for $p \neq e$ and $e \neq 1$, and $G_7, G_{11}, G_{12}, G_{13}, G_{15}, G_{19}, G_{22}$ and $G_{31}$.

Hereafter we assume that the fundamental invariants $f_1, \ldots, f_n$ have been labeled so as to satisfy $d_1 \leq \cdots \leq d_n$. The following result can be observed from the classification.

**Lemma 3.8.** If $W$ is an irreducible well-generated finite complex reflection group, and $d_1, \ldots, d_n$ are the associated degrees (in non-decreasing order), $d_i < d_n$ holds for $i \neq n$.

It follows by a general regularity criterion [171] that there exists regular elements for the eigenvalue $e^{2\pi i/d_n}$. By Proposition 3.6, such elements form a single conjugacy class.

**Definition 3.9 (Coxeter number, Coxeter class).** In the context of Lemma 3.8 the maximal degree $d_n$ is denoted by $h$ and it is called the *Coxeter number* of $W$. The conjugacy class of regular elements for the eigenvalue $e^{2\pi i/h}$ is called the *Coxeter class* of $W$.

If $c$ belongs to the Coxeter class, its $e^{2\pi i/h}$-eigenspace is one-dimensional, and its centralizer is a cyclic group of order $h$. The following can be shown:

**Lemma 3.10.** If $W$ is an irreducible well-generated finite complex reflection group with underlying vector space $V$ of dimension $n$, every element of the Coxeter class is the product of $n$ reflections, and this is the minimum number of reflections of which it is the product.
Proof (sketch). The fact that \( n \) reflections are sufficient is checked case-by-case. In the case where \( W \) is real (thus a finite Coxeter group), it results from the fact that the Coxeter class is the conjugacy class of the Coxeter elements defined in Definition 2.1.

On the other hand, Proposition 3.6(iv) implies that an element \( c \) of the Coxeter class has no eigenvalue equal to one. Then it follows from Lemma 2.17 that at least \( n \) reflections are needed since we have \( m(c) = n \).

Having introduced the Coxeter class, we can now define what will play the role of a dual braid monoid in the general case of a finite complex reflection group.

Definition 3.11. Assume that \( W \) is a finite, well-generated complex reflection group. The dual braid monoid associated with \( W \) is the monoid generated by the germ \( \text{Pref}(c)^R \), where \( c \) is a chosen element in the Coxeter class of \( W \).

That this definition makes sense is clear, as, by definition, \( W \) is generated by \( R \), and even positively generated since \( R \) consists of finite order elements. Next, the family \( \text{Pref}(c)^R \) is closed under \( R \)-prefix by definition. So Lemmas VI.2.60 and VI.2.62 guarantee that \( \text{Pref}(c)^R \) is indeed a cancellative, right-associative germ that is Noetherian.

Our main task will be to show that this germ is actually a Garside germ and that the associated group is the braid group \( B(W) \), which will be done in Proposition 3.22 below.

3.4 Tunnels

We assume until the end of this section that \( W \) is an irreducible well-generated finite complex reflection group. In the proof of Proposition 3.22 as developed by Bessis in [7], the first ingredient is the notion of a tunnel, which we explain now.

For each reflecting hyperplane \( H \) for \( W \), let \( e_H = |C_W(H)| \) (so that there are \( e_H - 1 \) reflections with hyperplane \( H \)), and let \( \alpha_H \in V^* \) be a linear form defining \( H \). Then \( \text{Disc} = \prod e_H^{\alpha_H} \) is invariant under \( W \), thus is a polynomial in the fundamental invariants \( f_1, \ldots, f_n \), and \( \text{Disc} \neq 0 \) is the equation which defines \( V/W \) in the vector space \( V/W \) with natural coordinates \( f_1, \ldots, f_n \); the hypersurface \( \text{Disc} = 0 \) is called the discriminant. We have the following result, see [7, 2.6].

Proposition 3.12 (discriminant). It is possible to choose the invariants \( f_i \) so that they satisfy

\[
\text{Disc} = f_1^n + \alpha_2 f_1^{n-2} + \alpha_3 f_1^{n-3} + \cdots + \alpha_n,
\]

where \( \alpha_i \) is a polynomial in \( f_1, \ldots, f_{n-1} \) weighted homogeneous of degree \( ih \) (for the weight \( d_i \) assigned to \( f_i \)).

Then, the idea for computing the fundamental group \( B(W) \) of the complement of the discriminant, is to study the intersection of the discriminant with the complex line \( L_y \) in \( V/W \) obtained by fixing the values \( y = (y_1, \ldots, y_{n-1}) \) of \( f_1, \ldots, f_{n-1} \). By Proposition 3.12 this intersection is the set of zeros of a degree \( n \) polynomial, thus is a set \( L\{y\} \) of points with multiplicities whose total multiplicity is \( n \). To be able to consider loops in various \( L_y \) as elements of the same fundamental group \( B(W) \), Bessis uses the fact that it is possible to replace a basepoint by any contractible subset \( U \). He proves [7, lemma 6.2]:

Lemma 3.13. Let $U = \bigcup y U_y$, where $U_y$ is the set of all $z$ in $L_y$ satisfying
\[ \Re(z) \neq \Re(x) \text{ for every } x \text{ in } LL(y) \text{ or} \]
\[ \Im(z) > \Im(x) \text{ for every } x \text{ in } LL(y) \text{ satisfying } \Re(x) = \Re(z). \]
Then $U$ is contractible.

Using this, it will be possible to use for generating loops in $B(W)$ segments of a special type that Bessis calls tunnels.

Definition 3.14 (tunnel). (See Figure 5) A tunnel of $L_y$ is a horizontal line segment in some $L_y$ that starts and ends in $U_y$. A tunnel is called simple if it crosses only one half-line below some $x_i$ in $LL(y)$, and crosses that line below every $x_i$ in that line. A tunnel deep enough (with a negative enough imaginary part) and long enough so that it crosses every half-line below all points $x_i$ of that half-line is called the deep tunnel of $L_y$.

In Definition 3.14 we may use “the” for the deep tunnel, since all such tunnels are clearly homotopic. It is also clear that all the deep tunnels in various lines $L_y$ represent the same element of $B(W)$; but note that this element is nevertheless dependent on our choice of coordinates in $V$, specific choice of invariants, and choice of basepoint; it turns out that if we change these choices we may obtain every conjugate element in $B(W)$.

Choose for basepoint $v$ in $V^{reg}$, a $e^{2\pi i/h} v$-eigenvector of a Coxeter element $c$ and let $\delta$ be the $h$-th root of $\pi$ image of the path $t \mapsto e^{2\pi i/h} v$. For every $i$, since $f_i$ is invariant and homogeneous of degree $d_i$ we have
\[ f_i(v) = f_i(c(v)) = f_i(e^{2\pi i/h} v) = e^{2\pi i d_i/h} f_i(v), \]
from which we deduce $f_i(v) = 0$ for $i \leq n - 1$ since then we have $d_i < h$. Thus the loop $\delta$ lives entirely in the line $L_{y_0}$ where $y_0$ is $(0, \ldots, 0)$. The intersection of the discriminant with the line $L_{y_0}$ is given in $L_{y_0}$ by the equation $f_n^2 = 0$ thus $LL(y_0)$ is only one point $0$ with multiplicity $n$. The loop $\delta$ is thus represented by the deep tunnel of $L_{y_0}$. Thus all deep tunnels represent $\delta$, and each $L_y$ gives a decomposition of $\delta$ as a product of simple tunnels.

Note the following property (which is not difficult to prove):

Lemma 3.15. A simple tunnel $s$ included in $L_y$ is the product of $m$ braid reflections, where $m$ is the sum of the multiplicities of the points of $LL(y)$ on the half-line that $s$ crosses.
3.5 The Lyashko-Looijenga covering and Hurwitz action

Let \( Y = \mathbb{C}^{n-1} \), with coordinates identified to \( f_1, \ldots, f_{n-1} \) and let \( X_n \) be the configuration space of multisets of total multiplicity \( n \) in \( \mathbb{C} \) (also called the punctual Hilbert scheme \( \mathbb{C}[n] \)). We can see \( LL \) as a map from \( Y \) to \( X_n \) that falls into the subset of points with sum \( 0 \); in algebraic terms, this map sends \( (f_1, \ldots, f_{n-1}) \) to \( (\alpha_2, \ldots, \alpha_n) \) since the multiset \( LL(y) \) of roots of \( \text{Disc} = 0 \) is determined by the elementary symmetric functions of the roots, which are the \( \alpha_i \). Let \( X_{\text{reg}}^n \) be the configuration space of subsets of \( n \) points of \( \mathbb{C} \) with sum \( 0 \), that is, the subspace of \( X_n \) where each point has multiplicity \( 1 \) and the sum of points is \( 0 \), and let \( Y_{\text{reg}} \) be the preimage of \( X_{\text{reg}}^n \) by \( LL \). Bessis shows [7, 5.3 and 5.6]:

**Proposition 3.16 (covering).** The map \( LL : Y_{\text{reg}} \to X_{\text{reg}}^n \) is an étale, unramified covering of degree \( n! \frac{h^n}{|W|} \).

It is important for our purpose that the subspace \( X_{\text{gen}}^n \) of \( X_{\text{reg}}^n \) consisting of \( n \)-tuples of points with distinct real parts be contractible. Thus the ordinary braid group \( B_n \), which is the fundamental group of \( X_{\text{reg}}^n \), can be seen as the fundamental group with basepoint \( X_{\text{gen}}^n \). Since the fundamental group of a base space acts on the fibers of a covering, we deduce a Galois action of \( B_n \) on the preimage \( Y_{\text{gen}} \) of \( X_{\text{gen}}^n \). Note that an element \( y \) of \( Y_{\text{reg}} \) is in \( Y_{\text{gen}} \) if and only if \( LL(y) \) provides a decomposition of \( \delta \) as a product of \( n \) simple tunnels which are braid reflections. We have the following result [7, 6.18]:

**Lemma 3.17.** The Galois action of \( B_n \) induces the Hurwitz action on the decompositions of \( \delta \) as a product of \( n \) braid reflections.

The definition of the Hurwitz action was recalled in (2.16). As a corollary, we obtain that the Hurwitz orbit of a decomposition of \( \delta \) into simple tunnels is of cardinality less than \( n! h^n / |W| \), and there will be only one orbit if we prove that an orbit has this specific cardinality. This last fact turns out to be true, and the main tool to show it is the following proposition, of which unfortunately only a case-by-case proof, using the classification, is known: see [12] for the infinite series; the exceptional groups have been checked using the GAP3 package CHEVIE [181].

**Proposition 3.18 (decompositions).** For every \( c \) in the Coxeter class of \( W \), there exist \( n! h^n / |W| \) decompositions of \( c \) into a product of \( n \) reflections, and the Hurwitz action is transitive on them.

Using the fact that the Hurwitz action commutes with the projection \( B(W) \to W \), one deduces

**Lemma 3.19.** The Hurwitz action of \( B_n \) on decompositions of \( \delta \) into simple tunnels is transitive. Moreover there is an isomorphism of \( B_n \)-sets between such decompositions and decompositions of \( c \) as a product of \( n \) reflections.

Actually more is known by the same case-by-case analysis, with the same references to [12] and to the GAP3 package CHEVIE as above:
Proposition 3.20 (Garside germ). Let $R$ be the set of reflections of $W$. Let $\text{Pref}(c)$ be the set of $R$-prefixes of $c$. Then $\text{Pref}(c)$ satisfies the assumptions of Proposition VI.2.69 (derived Garside III), and $\text{Pref}(c)^R$ is a bounded Garside germ.

It follows from Lemma 3.10 that the $R$-tight decompositions of $c$ are the decompositions of Proposition 3.18.

We should note here an important difference between the real case (the spherical Coxeter case) and the complex case. In the real case, $R$ is a subset of $\text{Pref}(c)$. In the general case, the intersection $\Sigma = R \cap \text{Pref}(c)$ is a proper subset of $R$, which still generates $W$. We may as well, and we will, use $\Sigma$ in Proposition 3.20 instead of $R$ and write the germ derived from $\text{Pref}(c)$ as $\text{Pref}(c)^\Sigma$.

Proposition 3.21 (tunnels). Assume that $W$ is an irreducible well-generated finite complex reflection group. Then tunnels equipped with composition form a bounded Garside germ isomorphic to $\text{Pref}(c)^\Sigma$.

It remains to see that the group associated with the Garside germ $\text{Pref}(c)^\Sigma$ is (isomorphic to) the braid group of $W$. This is what the next result [7, 8.2] states:

Proposition 3.22 (generated group). If $W$ is an irreducible well-generated finite complex reflection group and $G$ is the group generated by the germ $\text{Pref}(c)^\Sigma$, then the natural morphism from $G$ to $B(W)$ is an isomorphism.

The proof of Proposition 3.22 uses the transitivity of the Hurwitz action on decompositions of $\delta$ and Lemma 3.19 to establish the following presentation for the group derived from $\text{Pref}(c)^\Sigma$.

Lemma 3.23. A complete set of relations for the group generated by $\text{Pref}(c)^\Sigma$ is given by $rr' = r'r''$ where $r, r', r''$ lie in $\Sigma$ and $rr'$ and $r'r''$ are $\Sigma$-prefixes of $c$.

Compare with Lemma 2.13 in the case of $B_n$.

In the framework explained, Proposition 3.22 is a consequence of the presentation of $B(W)$ given in [9, Section 3]. The relations given there can be seen to result from the relations of Lemma 3.23 and Hurwitz action.

In his paper [7], Bessis goes on to show that the fixed points $(V^\text{reg}/W)^\zeta$ of $V^\text{reg}/W$ under a root of unity $\zeta$ (for the natural action of $\mathbb{C}$, which in the coordinates $f_i$ is the map $f_i \mapsto \zeta^{d_i} f_i$), if nonempty, form also a $K(\pi, 1)$ space. Along the way, he shows [7, Theorem 12.5] that Springer’s theorem has a lift to the braid group when $W$ is well-generated:
Proposition 3.24 (regular braids). Assume that $W$ is an irreducible well-generated finite complex reflection group and $\beta$ is an element of $B(W)$ satisfying $\beta^d = \pi$.

(i) All other $d$-th roots of $\pi$ are conjugate to $\beta$.

(ii) The image $w$ of $\beta$ in $W$ is a regular element for the eigenvalue $\zeta = e^{2\pi i / d}$.

(iii) There is a natural map from $\pi_1((V_{w, \zeta} \cap V_{W}^{\text{reg}}) / C_W(w))$ to $B(W)$, which is injective, and has for image $C_{B(W)}(\beta)$.

Note that, in the above, $(V_{w, \zeta} \cap V_{W}^{\text{reg}}) / C_W(w)$ is isomorphic to $(V_{W}^{\text{reg}} / W)^\zeta$.

To conclude, let us mention that, in the case of non-well-generated complex reflection groups, structures of Garside monoids may also exist.

Example 3.25 (2-dimensional complex reflection groups). The braid groups of the 2-dimensional complex reflections groups $G_{15}, G_{7}, G_{11}, G_{19}$, and $G(2d, 2e, 2)$ for $d > 1$ are isomorphic to each other (see [6]), and in [45] it is proven that no other braid group of an irreducible complex reflection group is isomorphic to one of these braid groups. For every integer $e \geq 1$, these groups admit the presentation

\[ \langle a, b, c \mid abc = bca, ca(b \mid c)^{2e-1} = (b \mid c)^{2e-1} ca \rangle \]

One can check [194] that, for each $e$, the monoid with this presentation is indeed a Garside monoid associated with $\Delta = ca(b \mid c)^{2e-1}$. For $e = 2$ the lattice of the sixteen divisors of $\Delta$ is shown on the right. As shown in [6], these braid groups are also isomorphic to the Artin–Tits group of type $A_1 \times A_1$, which gives another structure of quasi-Garside monoid.

A similar result holds for the braid group of $G_{13}$, which admits the presentation

\[ \langle a, b, c \mid acabc = bcaba, bcab = cabc, cabca = abcab \rangle; \]

in this case, a Garside element is $(abc)^3$, and it admits 90 divisors.

Exercise

Exercise 99 (non-isomorphic). (i) Show that the Coxeter group of type $B_3$ is isomorphic to the direct product of two Coxeter groups of types $A_1$ and $A_3$. (ii) Show that the Artin–Tits group of type $B_3$ is not isomorphic to the direct product of two Artin–Tits groups of types $A_1$ and $A_3$.

Exercise 100 (exotic monoid). Show that the monoid $\langle a, b \mid aba = b^2 \rangle$ (the monoid $B_{2,2}^{\text{reg}}$ of Proposition 2.21) is strongly Noetherian. [Hint: Define an $\mathbb{N}$-valued Noetherianity witness by giving weights to $a$ and $b$.]

Exercise 101 (unfolding). (i) Show that, in Artin’s braid group $B_n$, the elements $\sigma_1 \sigma_2 \sigma_3 \cdots$ and $\sigma_2 \sigma_3 \sigma_4 \cdots$ generate a dihedral group and express the order of the latter in terms of $n$. (ii) Deduce that the centralizer of $\Delta_n$ in $B_n$ is an Artin–Tits group of type $B$. [Hint: Show that a braid commutes with $\Delta_n$ if and only if it is fixed under the flip endomorphism that
Exercise 102 (smallest Garside, right-angled type). Assume that $B^+$ is a right-angled Artin–Tits monoid, that is, $B^+$ is associated with a Coxeter system $(W, \Sigma)$ satisfying $m_{s,t} \in \{2, \infty\}$ for all $s, t$ in $\Sigma$. (i) For $I \subseteq \Sigma$, denote by $\Delta_I$ the right-lcm (here the product) of the elements of $I$, when it exists (that is, when the elements pairwise commute). Show that the divisors of $\Delta_I$ are the elements $\Delta_J$ with $J \subseteq I$. (ii) Deduce that the smallest Garside family in $B^+$ is finite and consists of the elements $\Delta_I$ for $I \subseteq \Sigma$.

Exercise 103 (smallest Garside, large type). Assume that $B^+$ is an Artin–Tits monoid of large type, $B^+$ is associated with a Coxeter system $(W, \Sigma)$ satisfying $m_{s,t} \geq 3$ for all $s, t$ in $\Sigma$. Put $\Sigma_1 = \{s \in \Sigma \mid \forall r \in \Sigma \ (m_{r,s} = \infty)\}$, $\Sigma_2 = \{(s, t) \in \Sigma^2 \mid \forall r \in \Sigma \ (m_{r,s} + m_{r,t} = \infty)\}$, $\Sigma_3 = \{(r, s, t) \in \Sigma^3 \mid m_{r,s} + m_{s,t} + m_{r,t} < \infty\}$, and $E = \Sigma_1 \cup \{\Delta_{s,t} \mid (s, t) \in \Sigma_2\} \cup \{r\Delta_{s,t} \mid (r, s, t) \in \Sigma_3\}$ (we write $\Delta_{s,t}$ for the right-lcm of $s$ and $t$ when it exists). (i) Explicitly describe the elements of the closure $S$ of $E$ under right-divisor, and deduce that $S$ is finite. (ii) Show that $S$ is closed under right-lcm and deduce that $S$ is a Garside family in $B^+$. (iii) Show that $S$ is the smallest Garside family in $B^+$. (iv) Show that, if $\Sigma$ has $n$ elements and $m_{s,t} \neq \infty$ holds for all $s, t$, then $E$ has $3\binom{n}{3}$ elements. (v) Show that, if $\Sigma$ has $n$ elements and $m_{s,t} = m$ holds for all $s, t$, then $S$ has $(n + 2m - 5)(\binom{n}{3}) + n + 1$ elements. Apply to $n = m = 3$.

Notes

Sources and comments. Artin–Tits groups were investigated by J. Tits in the 1960’s as “generalized braid groups”. They subsequently appeared in literature under the name “Artin groups”. As these groups seem to never appear in Artin’s works, calling them “Artin–Tits groups” appears a reasonable compromise.

The reversing approach developed in Subsection 1.2 is close to the one originally developed by F.A. Garside in \[23\] \[24\] (in the case of the braid monoids $B^+_n$). Although maybe less elegant that the germ approach developed in the subsequent section, this approach allows for a direct and elementary treatment.

The dual monoid for $\tilde{A}_n$ was first introduced by J. Birman, K.Y. Ko, and S.J. Lee in \[21\]. The germ approach to this monoid was developed in \[13\]. The lattice property for the case of the dual monoid in general is a difficult result of which only a case-by-case proof is known, see \[7\] 8.14. Previous to this work, D. Bessis had given a construction for the real case in \[10\], using case-by-case arguments for the lattice property. The proof of Proposition 2.7 follows \[13\]. The proof of Proposition 2.11 follows \[13\] and \[10\]. There exists a case-free proof for Coxeter groups of spherical type appears in Brady–Watt \[31\].

For type $\tilde{A}_n$ the dual germ is a Garside germ for two choices of the Coxeter element only, nevertheless it is a germ for the corresponding Artin–Tits group for all choices of the Coxeter element. It is conjectured that this is the case for all types of Coxeter groups.

It has been announced by J. McCammond \[179\] that, for Coxeter groups of affine type other than $\tilde{A}_n$ or $C_n$, the dual germ of Definition 2.2 is never a Garside germ.
D. Bessis proved in [11] that the dual germ is a Garside germ for the universal Coxeter group with a finite number of generators, that is the Coxeter group such that all edges of the Coxeter graph are labeled with $\infty$ (the associated Artin-Tits group is a free group). See Corran–Picantin [66] for an explicit description of a Garside structure on braid groups associated with complex reflection groups of type $(e,e,r)$.

The source for the Garside structures of Example 3.25 is Picantin [194]. Proposition 2.24 comes from D. and al. [100, Proposition II.3.6].

The many uses of the Garside structures of braids. The Garside structure of braid groups and Artin–Tits groups has been used in a number of works that we cannot mention here, starting with the already mentioned solutions to the Word and Conjugacy Problems, first in Garside [124] and then in the many developments and extensions already mentioned in the notes of Chapter VIII. Most of them are based on normal decompositions and, therefore, on the Garside structure of braids, as are most of the practical implementations of braid groups. In particular, should braids become important in cryptography, their Garside structure would certainly play a central role.

Among the structural results based on the Garside structure, the most important is maybe the existence of a (bi)-automatic structure established for the braid groups $B_n$ in Thurston [223] and Epstein and al. [118] and subsequently extended to all spherical type Artin–Tits groups in Charney [54, 55]. In another direction, the algebraic proof of the linearity of braid groups as established in Krammer [160, 161] and extended to other Artin-Tits groups of spherical type in Digne [105] and Cohen–Wales [63] uses decompositions into divisors of the Garside element. An extension of these methods to general Artin-Tits groups was used by L. Paris in [194] to prove that Artin-Tits monoids injects in their group. In the same vein, the proof of the $K(\pi, 1)$ property by P. Deligne in [101] for Artin-Tits groups of spherical type and by D. Bessis in [7] for braid groups of complex reflection groups resort on normal decompositions, as does the study of the homology and the $K(\pi, 1)$-property as investigated in Charney–Meier–Wittlesey [57], D.–Lafont [98], and Charney–Peifer [58].

The complete description of the normalizers and centralizers in Paris [190], González-Meneses–Wiest [142], and Godelle [133, 134] heavily relies on the existence of a Garside element and the properties of the derived normal decompositions. The connected problem of extracting roots in a braid group was addressed using $\Delta$-normal decompositions in Stychnev [217], then extended in Sibert [208], again using normal forms. So is the recognition of palindromes in Deloup [104].

Even in the topological approach of braid groups as mapping class groups, the algebraic properties of the fundamental braids $\Delta_\alpha$ and the existence of $\Delta$-normal decompositions are often useful. Let us for instance mention the recognition of the Nielsen–Thurston type in Lee–Lee [169], the recognition of quasi-positive braids in Orevkov [188], or the study of Kleinian singularities in Bray–Thomas [32]. A topological interpretation of the parameters $\inf_\Delta$ and $\sup_\Delta$ appears in Wiest [226]. We stop here this certainly very incomplete review.

Combinatorics of normal sequences. Every finite Coxeter group gives rise to a finite Garside family in the associated Artin–Tits monoid, and natural counting problems im-
mediately arise, namely counting (strict) normal sequences of a given length. Note that, by Proposition III.3.24 (adjacency matrix), the associated combinatorics is essentially contained in the $n! \times n!$-matrix $M_n$ that specifies length 2 normal sequences. By Lemma 1.31 the divisors of $\Delta_n$ in $B_n^+$ are in one-to-one correspondence with the permutations of $\{1, \ldots, n\}$, and the question arises of characterizing normality in terms of permutations. For $f$ in the symmetric group $S_n$, one says that $i$ is a descent of $f$ if $f(i) > f(i + 1)$ holds.

**Lemma.** Let $\sigma$ be the lifting from $S_n$ to $B_n^+$ as in Lemma 1.27. Then, for $f, g$ in $S_n$, the pair $\sigma(f)|\sigma(g)$ is $\Delta_n$-normal if and only if every descent of $g^{-1}$ is a descent of $f$.

The result follows from the characterization of normality of Proposition IV.1.53 (recognizing greedy). We are thus left with the question of investigating the $S_n \times S_n$-matrix $M_n$ whose $(f, g)$ entry is 1 if every descent of $g^{-1}$ is a descent of $f$, and is 0 otherwise. It turns out that $M_n$ is connected with the descent algebra of Solomon [211], and many interesting questions arise, in particular about the eigenvalues of $M_n$, see [85]. Let us mention that the size of the matrix $M_n$, which somehow indicates the size of the automata involved in an automatic structure, can be reduced from $n!$ to the number of partitions of $n$, see [loc. cit.] and Gebhardt [129]. The natural but nontrivial fact that the characteristic polynomial of $M_n$ divides that of $M_{n+1}$ was proved using quasi-symmetric functions in Hivert–Novelli–Thibon [146]. One of the puzzling open questions in the area involves the spectral radius $\rho(M_n)$ of the matrix $M_n$ (maximal modulus of an eigenvalue), which directly controls the growth of the numbers of $\Delta_n$-length $p$ elements in $B_n^+$:

**Conjecture.** The ratio $\rho(M_{n+1})/n!\rho(M_n)$ tends to $\log 2$ when $n$ grows to $\infty$.

An application of the counting results of [loc. cit.] is the construction of sequences of braids that are finite but so long that one cannot prove their existence in weak logical subsystems of Peano arithmetic in Carlucci–D.–Weiermann [50], a paradoxical situation.

Similar questions arise in the dual case. As shown in Subsection 2.2, the set $\text{Div}(\Delta_n)$ in the dual braid monoid $B_n^{++}$ is in one-to-one correspondence with the set $\text{NC}(n)$ of all noncrossing partitions of $\{1, \ldots, n\}$. Then the counterpart of the above lemma is

**Lemma.** Let $\sigma^*$ be the map from $\text{NC}(n)$ to $B_n^{++}$ stemming from Proposition 2.7. Then, for $\lambda, \mu$ in $\text{NC}(n)$, the pair $\sigma^*(\lambda)|\sigma^*(\mu)$ is $\Delta_n^*$-normal if and only if the polygons associated with the Kreweras complement of $\lambda$ and with $\mu$ have no chord in common.

Above, the polygons associated with a partition are those displayed in Figure 2 and the Kreweras complement of a partition $\lambda$ is the cut of $1_n$ at $\lambda$, where $1_n$ is the finest partition of $\{1, \ldots, n\}$. Then a size $\text{Cat}(n) \times \text{Cat}(n)$ incidence matrix $M_n^*$ arises and governs the combinatorics of dual normal sequences of braids. Little is known so far, but the number of length two $\Delta_n^*$-normal pairs and the determinant of the matrix $M_n^*$ are computed in Biane–D. [16] using a connection with free cumulants for a product of independent variables.
Finally, let us mention that very little is known about combinatorics of braids with respect to Artin generators: in the case of the monoid $B_3^+$, the generating series for the number of length $p$ braids is easily computed but, even for $B_4$, it remains unknown whether the generating series for the number of length $p$ braids with respect to Artin’s generators $\sigma_i$ is rational or not, see Mairesse–Matheus \[176\].

**Further questions.** A number of questions involving Artin–Tits groups and braid groups of complex reflection groups remain open, even in the case of basic problems:

**Question 26.** Are the Word and Conjugacy Problems of an Artin–Tits group decidable?

Many solutions in particular cases are known. Typically, when it exists, a finite bounded Garside structure provides positive answers to Question 26 by means of Corollaries IV.3.64 (decidability of Word Problem) and VIII.2.25 (decidability of Conjugacy Problem). By contrast, nothing is clear in the non-spherical case. We addressed in Question 25 the existence of a finite (unbounded) Garside family; at the time of printing, a positive answer has been announced \[93\].

**Proposition.** Every finitely generated Artin–Tits monoid admits a finite Garside family.

The proof relies on Proposition 1.41 and on introducing the notion of a low element in a Coxeter group $W$ by using the associated root system $\Phi$ \[23\] Chapter 4]: an element $w$ of $W$ is called low if there exists a subset $A$ of the (finite) set of small roots \[loc. cit., Section 4.7\] such that the right-inversion set $\Phi^+ \cap w(\Phi^-)$ is obtained by taking all roots in the cone (linear combinations with nonnegative coefficients) spanned by $A$. One can show that the family of all low elements includes $\Sigma$, is finite, and is closed under join (that is, least $\leq_{\Sigma}$-upper bound) and $\Sigma$-suffix. This requires in particular to analyze what is called the dominance relation on the root system $\Phi$ \[loc. cit., page 116\].

The above result then makes the following question crucial:

**Question 27.** Can a finite Garside family in the Artin–Tits monoid be used to solve Question 26?

This question is open. A finite Garside family gives a solution to the Word Problem of the monoid, but the latter is trivial: to decide whether two (positive) words $u,v$ represent the same element, we can exhaustively enumerate all words that are equivalent to $u$, which are finite in number, and see whether $v$ occurs. In the non-spherical type, hence outside the range of Ore’s theorem, the problem is to connect the Artin–Tits monoid $B^+$ with its enveloping group $B$, typically to control the elements of $B$ by distinguished zigzag-words where positive and negative factors alternate. What Question 27 asks is whether a finite Garside family in $B^+$ may help.

Let us mention another problem connected with the Word Problem but maybe easier. If $W$ is an infinite Coxeter group, the (left- or right-) reversing process associated with the presentation \[1.19\] of the corresponding Artin–Tits monoid does not always terminate and Algorithm IV.3.23 does not solve the Word Problem. However, some variants can be considered and natural questions then appear. Assuming that $(S,R)$ is a positive presentation and $w,w'$ are signed $S$-words, say that $w \sim w'$ holds if one can transform $w$ into $w'$
by repeatedly right- and left-reversing subwords and replacing positive (resp. negative) subwords with equivalent positive (resp. negative) words. Say that extended reversing solves the Word Problem if \( w \leadsto \varepsilon \) holds for every signed \( S \)-word \( w \) representing 1.

Extended reversing is reminiscent of the Dehn algorithm for hyperbolic groups \([118]\) in that it corresponds to applying the relations of the presentation and the trivial free group relations but banishing the introduction of factors \( s|\overline{s} \) or \( \overline{s}|s \).

**Question 28.** Does extended reversing solve the Word Problem of every Artin–Tits presentation?

By Proposition 1.33, the answer is positive in the spherical case. It is shown in D.–Godelle \([96]\) that the answer is also positive for Artin–Tits groups of type FC (the closure of spherical type Artin–Tits groups under amalgamated products), and right-angled Artin–Tits groups (those in which all exponents are 2 or \( \infty \)).

In another direction, and in view of the preliminary observations of Subsection 2.4, it is natural to raise

**Question 29.** Do the braid groups \( B_n \) admit other Garside structures than the classical and dual ones?

An (extremely) partial answer is given with the exotic Garside structures on \( B_3 \) described in Proposition 2.21 (which do not involve Garside monoids as the associated monoids are in general not Noetherian). A more general positive answer is given in Proposition 2.24 when some left-invariant ordering is involved. In the vein of Example 2.23, the following simple question seems to be open

**Question 30.** Does the submonoid of \( B_n \) generated by \( \sigma_1, \sigma_1\sigma_2, \ldots, \sigma_1\sigma_2\ldots\sigma_{n-1} \) admit a finite presentation? Is it a Garside monoid?

In a completely different direction, interesting submonoids of \( B_n \) originate in the following result of Sergiescu \([206]\).

**Proposition.** Assume that \( \Gamma \) is a finite planar connected graph with \( n \) vertices and no loop of length 1, embedded in the oriented plane. Let \( \sigma_1, \ldots, \sigma_{N-1} \) be an enumeration of the edges of \( \Gamma \), and \( R_\Gamma \) consist of the relations

\[
\begin{cases}
\sigma_i\sigma_j = \sigma_j\sigma_i & \text{if } \sigma_i \text{ and } \sigma_j \text{ are disjoint}, \\
\sigma_i\sigma_j\sigma_i = \sigma_j\sigma_i\sigma_j & \text{if } \sigma_i \text{ and } \sigma_j \text{ have a vertex in common}, \\
\sigma_i\sigma_h\sigma_i = \sigma_j\sigma_i\sigma_j & \text{if } \sigma_i, \sigma_j, \sigma_h \text{ have a vertex in common}, \\
\sigma_1\sigma_2\ldots\sigma_{i-1} = \sigma_{i-1}\ldots\sigma_2\sigma_1 & \text{if } (\sigma_1, \ldots, \sigma_i) \text{ is a positive loop with no vertex inside and } i_1 \neq i_2 \text{ and } i_{p-1} \neq i_p.
\end{cases}
\]

Then \( \langle \sigma_1, \ldots, \sigma_{N-1} | R_\Gamma \rangle \) is a presentation of the braid group \( B_n \).

If \( \Gamma \) is a path of length \( n-1 \), the presentation \((*)\) is the standard Artin presentation of \( B_n \), and the associated monoid is the Artin braid monoid \( B_n^+ \). If \( \Gamma \) is a complete graph on \( n \) vertices, one obtains the Birman–Ko–Lee presentation, and the associated monoid is the dual braid monoid \( B_\ast^+ \). Considering various graphs provides a number of positive presentations for the braid group \( B_n \) and, therefore, a number of monoids that can be called the Sergiescu monoids.
Question 31. Which Sergiescu monoids can be given the structure of a Garside monoid?

No general answer is known. We refer to Picantin [194] for partial observations in the case of the graph shown on the right, where a Garside monoid with 589 divisors of the Garside element arises.
Chapter X
Deligne-Lusztig varieties

This chapter describes an application of the methods of Part A to the representation theory of finite reductive groups and, more specifically, to properties connected with the Broué Abelian defect Conjecture in the theory of finite groups. In essence, finite reductive groups are central extensions of simple groups in the infinite families of finite simple groups; they make a large family that includes all infinite families of finite simple groups except for the alternating groups. The Broué Conjecture in the case of the principal block predicts some deep connection between the representation theory of a finite reductive group and that of its Sylow subgroups. Lacking at the moment for a proof of the Broué Conjecture, one can directly address some of their geometric consequences that involve Deligne-Lusztig varieties and are connected with questions about conjugacy and centralizers in braid groups and ribbon categories. This is where Garside theory appears, mainly through results about conjugacy in a category equipped with a bounded Garside family as developed in Chapters [V] and [VIII]. Of special interest here is Proposition [VIII.1.24], which states that, under convenient assumptions, every conjugation is a cyclic conjugation. Our aim in this chapter is to explain these results and their contribution to a program that could eventually lead to a direct proof of these geometric consequences of the Broué Conjecture. We shall describe mainly the special case of the group $GL_n(F_q)$, but in a way where we can hint to what happens for other finite reductive groups.

The chapter comprises four sections, plus an Appendix. First, in Section [1] and [2] we give a quick introduction to the theory of finite reductive groups and their representations, in particular Deligne-Lusztig theory. We then recall some modular representation theory, ending with a geometric version of the Broué Abelian defect Conjecture in the case of the principal block. Next, for every reductive group, one has an associated Weyl group, hence an Artin-Tits group and a classical Artin-Tits monoid as described in chapter [IX]. This monoid admits a distinguished Garside family. We show how to use the results of chapter [VIII] to establish some geometric consequences of the Broué Conjecture, first in the case of a torus (Section [3]), next in the general case (Section [4]). The results are summarized in Propositions [3.12] and [4.10].

In the final Appendix, we prove Proposition [A.2], a general result of independent interest about representations of categories with Garside families into bicategories, which generalizes a result of Deligne [102, Théorème 1.5] about representations of spherical braid monoids into a category.

1 Finite reductive groups

We begin with a quick introduction to reductive groups and some of their special subgroups.
1.1 Reductive groups

The basic example of a finite reductive group is the general linear group over a finite field.

**Example 1.1 (general linear group).** Let $\mathbb{F}_q$ be the finite field of characteristic $p$ with $q$ elements and $\overline{\mathbb{F}}$ be an algebraic closure of $\mathbb{F}_q$. Then the general linear group $GL_n(\mathbb{F}_q)$ can be seen as the subgroup of the algebraic group $G = GL_n(\overline{\mathbb{F}})$ consisting of all points over $\mathbb{F}_q$. Now the points over $\mathbb{F}_q$ are also the points that are fixed by the Frobenius endomorphism $F$ given by $F(a_{i,j}) = (a_{i,j})^q$, since the elements of $\mathbb{F}_q$ are the solutions of the equation $x^q = x$ in $\overline{\mathbb{F}}$. So, in this case, we have $GL_n(\mathbb{F}_q) = G^F$.

Finite reductive groups are those groups that similarly arise as subgroups of fixed points in a convenient algebraic group.

**Definition 1.2 (reductive group).** A finite reductive group is a group of the form $G^F$ where $G$ is a connected reductive linear algebraic group and $F$ is a Frobenius endomorphism of $G^F$ (or a similar isogeny in the case of a Ree or a Suzuki group).

In the above definition, reductive algebraic group means that $G$ admits no unipotent radical, that is, it has no normal unipotent subgroup, and a Frobenius endomorphism is one that is defined by the same formula as in $GL_n$ in appropriate local coordinates.

Thus, $GL_n(\mathbb{F}_q)$ is the typical example of a finite reductive group. Other examples are the other classical groups like the unitary, symplectic and orthogonal groups over finite fields. There are also the so-called exceptional groups, like the group $E_8(\mathbb{F}_q)$ first constructed by Chevalley. The current unified definition is due to Chevalley and Steinberg.

In the sequel, we will denote by $G$ some connected algebraic group and by $F$ a Frobenius endomorphism of $G$. The reader can have in mind that $G$ is $GL_n$ but, unless explicitly stated, the definitions and results are valid for all connected algebraic reductive groups.

1.2 Some important subgroups

Like the general linear group $GL_n(\mathbb{F}_q)$, every finite reductive group admits some special subgroups.

**Definition 1.3 (maximal torus).** If $G$ is a linear algebraic group, a maximal torus of $G$ is a maximal connected algebraic subgroup consisting of simultaneously diagonalizable elements.

A maximal torus is commutative and it is its own centralizer. All maximal tori are conjugate.

**Definition 1.4 (Borel subgroup).** If $G$ is a linear algebraic group, a Borel subgroup of $G$ is a maximal connected solvable algebraic subgroup.

All Borel subgroups are conjugate. Hereafter we shall fix a maximal torus of $G$, denoted by $T_1$, and a Borel subgroup of $G$, denoted by $B_1$, chosen so that it contains $T_1$ (note that $T_1$ being commutative is included in a Borel subgroup). In the case of a linear
group, we can take for $T_1$ the subgroup of diagonal matrices and for $B_1$ the subgroup of upper triangular matrices:

$$T_1 = \begin{pmatrix} * & \cdots & 0 \\ \vdots & \ddots & \vdots \\ 0 & \cdots & * \end{pmatrix}, \quad B_1 = \begin{pmatrix} * & \cdots & * \\ \vdots & \ddots & \vdots \\ 0 & \cdots & * \end{pmatrix}.$$  

A general Borel subgroup of $GL_n$ is the stabilizer of a complete flag $$V_0 \subset V_1 \subset \cdots \subset V_n$$ with $\dim V_i = i$ in $\mathbb{F}^n$.

The quotient $W = N_G(T_1)/T_1$ is called the Weyl group. It is a Coxeter group. In the case of $GL_n$, the normalizer $N_G(T_1)$ is the group of monomial matrices so that the Weyl group is (isomorphic to) the symmetric group $S_n$.

The subgroups containing a Borel subgroup are called parabolic subgroups. They need not be reductive, but they always have a Levi decomposition: they are the semi-direct product $P = V \rtimes L$ of their unipotent radical by a Levi subgroup which is reductive.

**Example 1.5.** In $GL_n$, parabolic subgroups containing $B_1$ are block-upper triangular matrices, for which the corresponding block-diagonal matrices is a Levi subgroup:

$$P = \begin{pmatrix} * & \cdots & * \\ \vdots & \ddots & \vdots \\ 0 & \cdots & * \end{pmatrix}, \quad L = \begin{pmatrix} * & \cdots & 0 \\ \vdots & \ddots & \cdots \\ \cdots & \cdots & \cdots \end{pmatrix}.$$  

For every parabolic subgroup $P$, the normalizer $N_G(P)$ is equal to $P$.

Each $F$-stable subgroup of $G$ gives rise to a subgroup of $G^F$; we define thus tori, Borel subgroups, parabolic subgroups, etc. of $G^F$. We assume that we have taken $T_1$ and $B_1$ to be $F$-stable (this is always possible, see Proposition 1.7 for Borel subgroups and maximal tori). This condition is obviously satisfied for our choice in the case of $GL_n$.

### 1.3 $G^F$-conjugacy

An important property of the Frobenius endomorphisms is

**Proposition 1.6 (Lang's theorem).** Assume that $H$ is a connected linear algebraic group with a Frobenius endomorphism $F$. Then the map $x \mapsto x^{-1}F(x)$ is surjective.

Lang's theorem enables one to study $G^F$-conjugacy. For example one can show:
Proposition 1.7 (F-stable Borel subgroup). There exist F-stable Borel subgroups; they form a single orbit for $G^F$-conjugation.

Proof. Let us fix a Borel subgroup $B$. Every other Borel subgroup is equal to $^gB$ for some $g$ in $G$. It is F-stable if and only if one has $F(^gB) = ^gB$ or, equivalently, $g^{-1}F(g)(^gB) = B$. But $^gB$ is another Borel subgroup. So we must have $^hF^gB = B$ for some $h$ in $G$, and, by Lang’s theorem, the equation $g^{-1}F(g) = h$ has a solution. Thus $B_1 = ^gB$ is an F-stable Borel subgroup.

Now an arbitrary Borel subgroup $^gB_1$ is F-stable if and only if $F(^gB_1) = ^gB_1$ or, equivalently, $g^{-1}F(g) ∈ N_G(B_1) = B_1$ holds. Since $B_1$ is connected, we may apply Lang’s theorem to write $g^{-1}F(g) = b^{-1}F(b)$ with $b$ in $B_1$. Then we deduce $gb^{-1} = F(gb^{-1})$ and $^gB_1 = gb^{-1}B_1$, and we conclude that $^gB_1$ is conjugate to $B_1$ by the F-stable element $gb^{-1}$.

Things are different with tori since a maximal torus need not be equal to its own normalizer but it is only the connected component of this normalizer, the quotient (the component group) being the Weyl group.

Since every maximal torus of $G$ is included in a Borel subgroup, we see that a maximal torus of a Borel subgroup is a maximal torus of $G$. Arguing as in Proposition 1.7 we obtain that an F-fixed Borel subgroup contains an F-fixed maximal torus. So we obtain the existence of the F-fixed pair $T_1 \subseteq B_1$ as announced.

We now explain the classification of the $G^F$-conjugacy classes of F-fixed maximal tori. To simplify the exposition, except in Subsection 4.2 we consider only split Chevalley groups, which means that we assume that the automorphism $φ$ of $W$ induced by the Frobenius endomorphism is trivial (we sketch in Subsection 4.2 what happens when the assumption is dropped). With the assumption, it is easy to deduce from Lang’s theorem the next result.

Proposition 1.8 (F-stable torus). The $G^F$-class of the F-stable torus $gT_1g^{-1}$ is parameterized by the conjugacy class of the image in $W$ of the element $g^{-1}F(g)$ of $N_G(T_1)$.

If $T$ is an F-stable maximal torus whose $G^F$-class is parameterized by the class of $w$, we say that $T$ is of type $w$ (abusing notation since $w$ is defined up to $W$-conjugacy). For such a torus the pair $(T, F)$ is conjugate by an element of $G$ to $(T_1, wF)$. We denote by $T_w$ a maximal torus of type $w$.

In $G_r(\mathbb{F}_q)$, the elements that lie in a torus of type $w$ are characterized by the fact that $F$ induces the permutation $w$ on the roots of their characteristic polynomial. If the permutation $w$ is a product of cycles of lengths $n_1, \ldots, n_k$ we have

$$T^F_w ≃ T_1^w ≃ \prod_i \mathbb{F}_{q^{n_i}}^\times, \quad \text{whence} \quad |T^F_w| = |T_1^w| = \prod_i (q^{n_i} - 1).$$

Note that every degree $n$ polynomial $c_0 + \cdots + c_{n-1}T^{n-1} + T^n$ in $\mathbb{F}_q[T]$ is the characteristic polynomial of some element of $GL_n^F$, as demonstrated by the companion matrix

$$\begin{pmatrix} 0 & \cdots & \cdots & \cdots & 0 \\ 1 & \cdots & \cdots & \cdots & \vdots \\ \vdots & \cdots & \cdots & \cdots & \vdots \\ 0 & \cdots & \cdots & \cdots & 1 \\ -c_0 & \cdots & \cdots & \cdots & -c_{n-1} \end{pmatrix}$$

of $GL_n^F$. 
2 Representations

We now turn to complex representations of reductive groups, which will lead us to Deligne-Lusztig varieties and to the Broué Conjecture.

2.1 Complex representations of $G^F$

For $G$ a finite group, we denote by $\text{Irr}(G)$ the set of all complex irreducible characters of $G$. A first idea to construct representations of $G^F$ is to use induction from subgroups that resemble it, like a Levi subgroup $L$ isomorphic to a product of smaller reductive groups, that is, in the case of $GL_n$, to a product $GL_{n_1} \times \cdots \times GL_{n_k}$ with $n_1 + \cdots + n_k = n$. However, for $\chi$ in $\text{Irr}(L^F)$, the induced representation $\text{Ind}_{G^F L}^G(\chi)$ has too many irreducible components to be understood. A construction which turns out to work better is the Harish-Chandra induction.

Definition 2.1 (cuspidal character). Assume that $L$ is an $F$-fixed Levi subgroup of an $F$-fixed parabolic subgroup $P = V \rtimes L$ and $\chi$ is a character of $L^F$.

(i) The Harish-Chandra induction $R_L^G(\chi)$ of $\chi$ is $\text{Ind}_{P^F}^{G^F}(\tilde{\chi})$ where $\tilde{\chi}$ is the natural extension of $\chi$ to $P^F$ through the quotient $1 \to V^F \to P^F \to L^F \to 1$.

(ii) We say that $\chi$ is cuspidal if it is irreducible and cannot be obtained by Harish-Chandra induction, this meaning that $\langle \chi, R_L^G(\psi) \rangle_{G^F} = 0$ holds for every $F$-fixed Levi subgroup $M$ of every $F$-fixed proper parabolic subgroup of $L$ and every irreducible character $\psi$ of $M^F$.

It can be shown that $R_L^G(\chi)$ does not depend on the $F$-fixed parabolic subgroup admitting $L$ as a Levi subgroup, which is why we omit the parabolic subgroup from the notation. When $\chi$ is cuspidal, the decomposition of $R_L^G(\chi)$ into irreducible characters is simple; the multiplicities are the same as in the regular representation of the relative Weyl group $N_{G^F}(L, \chi)/L^F$, which is of small size (in particular, of size independent of $q$).

Thus Harish-Chandra induction reduces the problem of parameterizing $\text{Irr}(G^F)$ to that of parameterizing the cuspidal characters.

2.2 Deligne-Lusztig varieties

We denote by $B$ the variety of Borel subgroups of $G$. Since $N_G(B_1) = B_1$ holds, the variety $B$ is isomorphic to $G/B_1$.

Definition 2.2 (relative position of Borel subgroups). For $w$ in $W$, a pair $(B, B')$ in $B \times B$ is said to be in relative position $w$ if it is $G$-conjugate to the pair $(B_1, ^wB_1)$. We denote this by $B \xrightarrow{w} B'$ and we denote by $\mathcal{O}(w)$ the subvariety of $B \times B$ consisting of all pairs in relative position $w$.

Example 2.3 (relative position). In the case of $GL_n$, we saw that Borel subgroups are the stabilizers of complete flags and that the Weyl group is the symmetric group $S_n$. 

Under this dictionary, a pair of complete flags \(((V_i), (V'_i))\) is in relative position \(w\) if there exists a basis \(\{e_i\}\) of \(\overline{F}^n\) such that \(e_i\) spans \(V_i/V_{i-1}\) and \(e_{w(i)}\) spans \(V'_i/V'_{i-1}\).

A pair of Borel subgroups has a uniquely defined relative position. This results from the Bruhat decomposition \(G = \bigsqcup_w B_1 w B_1\). We thus obtain a stratification
\[
\mathcal{B} \times \mathcal{B} = \bigsqcup_w \mathcal{O}(w).
\]

Let \(l\) denote the \(S\)-length in \(W\), where \(S\) is the generating set of \(W\) as a Coxeter group. We denote by \(w_0\) the longest element of \(W\). In \(S_n\) we have \(S = \{(i, i+1) \mid i = 1, \ldots, n-1\}\), the \(S\)-length is the number of inversions and \(w_0\) is the involution \(i \mapsto n+1-i\) (see Example \([X.1.3]\) and Lemma \([X.1.17]\).

The variety \(\mathcal{O}(w)\) has dimension \(\ell(w_0) + \ell(w)\). For \(w = 1\) we obtain that \(\mathcal{O}(1)\) is the diagonal in \(\mathcal{B} \times \mathcal{B}\). The variety \(\mathcal{O}(w_0)\) is the unique open piece in the stratification of \(\mathcal{B} \times \mathcal{B}\); it has dimension \(\dim(\mathcal{B} \times \mathcal{B}) = 2(\ell(w_0))\). In \(\text{GL}_n\), the Borel \(B_1\) of upper triangular matrices is in relative position \(w_0\) with the Borel subgroup of lower triangular matrices, equal to \(w_0 B_1\).

**Definition 2.4 (Deligne-Lusztig variety).** For \(w\) in \(W\), the Deligne-Lusztig variety \(X_w\) associated with \(w\) is \(\{B \mid B \xrightarrow{\overline{w}} F(B)\}\), that is, equivalently, the intersection of \(\mathcal{O}(w)\) with the graph of the Frobenius endomorphism.

The dimension of \(X_w\) is equal to \(\ell(w)\). Let us explain the connection between maximal tori of type \(w\) and the variety \(X_w\). If \(T\) is an \(F\)-stable maximal torus and \(B\) is a Borel subgroup containing \(T\), we have \(\langle T, B \rangle = \overline{w}(T_1, B_1)\) for some \(g\) in \(G\). We saw above that \(g^{-1} F g\) lies in \(N(T)\) and that (the class of) its image \(w\) in the Weyl group is the type of \(T\). As we have \(F B = F(g B_1) = \overline{w} B_1\), and the latter can be written \(\overline{w} B_1\), we see that \(B\) lies in \(X_w\).

We recall that, for every prime \(\ell \neq p\), a variety \(X\) over \(\overline{F}\) has \(\ell\)-adic cohomology groups with compact support \(H^i_c(X, \overline{\mathbb{Q}_\ell})\) which are \(\overline{\mathbb{Q}_\ell}\)-vector spaces that can be non-trivial only for \(i\) in \(\{0, \ldots, 2 \dim X\}\).

The group \(G^F\) acts by conjugation on \(X_w\); this induces an action on the \(\ell\)-adic cohomology of \(X_w\).

Note that \(\overline{\mathbb{Q}_\ell}\) and \(\mathbb{C}\) are abstractly isomorphic, but an explicit isomorphism depends on the axiom of choice. However, for algebraic numbers like entries in representing matrices, there is no difference between \(\ell\)-adic and complex representations.

**Definition 2.5 (Deligne-Lusztig unipotent characters).** The Deligne-Lusztig unipotent characters \(R_{T, w}^G(1)\) are the characters defined for \(g\) in \(G^F\) by
\[
R_{T, w}^G(1)(g) = \sum_{i=0}^{2\ell(w)} (-1)^i \text{Trace}(g | H^i_c(X_w, \overline{\mathbb{Q}_\ell})).
\]
Note that Deligne-Lusztig unipotent characters are virtual characters, due to the signs. It can be shown that they depend only on the conjugacy class of \( w \) in \( W \).

The notation can seem strange since there is no torus in the definition, but it is a particular case of a more general construction that involves the torus \( T_w \) (see Definition 2.6).

For \( w = 1 \), the character \( R^G_{T_w}(1) \) is obtained by Harish-Chandra induction from the trivial character of the torus \( T_1 \) so that the notations agree: indeed the variety \( X_1 \) is the discrete variety \( G_{F}/B_{F} \) of \( F \)-stable Borel subgroups; thus its cohomology is only in degree 0 and we have \( H^{0}_{c}(X_1, \mathbb{Q}_{\ell}) = \mathbb{Q}_{\ell}[G_{F}/B_{F}^{1}] \).

The Deligne-Lusztig unipotent characters are a particular case of the Deligne-Lusztig characters, which we define in general now but will not need further in this chapter.

**Definition 2.6 (Deligne-Lusztig character).** For \( \theta \) in \( \text{Irr}(T_{F}^{w}) \), the Deligne-Lusztig character \( R^G_{T_w}(\theta) \) associated with \( \theta \) is defined to be \( \sum_{i} (-1)^{i} H^{i}_{c}(X_{w}, F_{\theta}) \), where \( F_{\theta} \) is a sheaf on \( X_{w} \) that can be associated with \( \theta \).

Two main properties of Deligne-Lusztig characters are

**Proposition 2.7 (Deligne-Lusztig characters).** (i) For every irreducible representation \( \theta \), one has
\[
\langle R^G_{T_w}(\theta), R^G_{T_w}(\theta) \rangle_{G_{F}} = |N_{G_{F}}(T_{w}, \theta)/T_{w}^{F}|.
\]
(ii) Every irreducible representation occurs as a component of some \( R^G_{T_w}(\theta) \).

In the case of \( \text{GL}_{n} \), the decomposition of \( R^G_{T_w}(\theta) \) has a simple description. For example, one has \( R^G_{T_w}(1) = \sum_{\chi \in \text{Irr}(W)} \chi(w)U_{\chi} \) where \( U_{\chi} \) are irreducible characters. The decomposition is more complicated for other groups.

### 2.3 Modular representation theory

The algebra \( \mathbb{C}G_{F}^{\ell} \) is semi-simple, hence its blocks, that is, its indecomposable factors, are indexed by the irreducible representations.

When \( \ell \) is a prime dividing the cardinal of \( G_{F} \), the algebra \( \mathbb{C}G_{F}^{\ell} \) is not semi-simple, and the first problem of modular representation theory is to understand its blocks. It can be shown that they are the same as the blocks of \( \mathbb{Z}_{\ell}G_{F}^{\ell} \), which are slightly easier to understand since \( \mathbb{Z}_{\ell}G_{F}^{\ell} \) can be compared with \( \mathbb{Q}_{\ell}G_{F}^{\ell} \), which is semisimple.

The principal block is the one containing the identity representation. The following conjecture, a particular case of the Broué Conjecture, somehow describes the representations of the principal block when the considered \( \ell \)-Sylow subgroup is abelian.

**Conjecture 2.8 (Broué Conjecture for principal block).** If \( G \) is a finite reductive group and \( S \) is an abelian \( \ell \)-Sylow subgroup of \( G_{F}^{\ell} \), there exists an equivalence of derived categories between the principal block of \( \mathbb{Z}_{\ell}G_{F}^{\ell} \) and that of \( \mathbb{Z}_{\ell}N_{G_{F}}(S) \).
The rest of the chapter explains some concepts involved in exploring this conjecture for reductive groups. We first describe the abelian Sylow subgroups of reductive groups.

The well known order formula

$$|\text{GL}_n(\mathbb{F}_q)| = \prod_{i=0}^{n-1} (q^n - q^i) = q^{n(n-1)/2} \prod_{d \leq n} \Phi_d(q)^{\lfloor n/d \rfloor}$$

generalizes for split reductive groups to

$$|\text{G}^F| = q^{\sum_i (d_i - 1) \prod_i (q^{d_i} - 1)} = q^{\sum_i (d_i - 1) \prod_d \Phi_d(q)^{a(d)},}$$

where the numbers $d_i$ are the reflection degrees of the Weyl group and $a(d)$ is the number of indices $i$ such that $d_i$ divides $d$; here we consider $W$ as a reflection group on $\mathbb{Z}^{\dim T_1}$, so there exist $\dim T_1$ reflection degrees satisfying $|W| = \prod_i d_i$. In the case of $S_n$, the degrees are $1, 2, ..., n$.

Proposition 2.9 (Sylow subgroup). If $\ell$ is a prime different from $p$, the $\ell$-Sylow subgroup of $G^F$ is abelian if and only if $\ell$ does not divide the cardinal of $W$.

In the case of $\text{GL}_n$, the condition in Proposition 2.9 reduces to $\ell > n$.

If we have $\ell \neq p$ and $\ell \nmid |W|$, but still $\ell | |G^F|$, then $\ell$ divides a single factor $\Phi_d(q)^{a(d)}$ of $|G^F|$, thus determines a number $d$. It can be shown that there are elements of $W$ whose characteristic polynomial on $\mathbb{Z}^{\dim T_1}$ is a multiple of $\Phi_d(X)^{a(d)}$, which shows that $T_w^w$ contains an $\ell$-Sylow subgroup $S$. For $\text{GL}_n$, we take for $w$ the product of $\lfloor n/d \rfloor$ disjoint $d$-cycles for which $|T_w^w| = (q^d - 1)^{\lfloor n/d \rfloor} (q - 1)^n \mod d$.

Definition 2.10 (geometric Sylow subgroup). For $S$ a Sylow subgroup of $G^F$, the minimal connected algebraic subgroup $S$ including $S$ is called the geometric Sylow subgroup associated with $S$.

A geometric Sylow subgroup $S$ is always a subtorus satisfying $|S^F| = \Phi_d(q)^{a(d)}$. Moreover, we have $C_G(S) = C_G(S)$ and $N_G(S) = N_G(S)$. As the centralizer of a torus is a Levi subgroup, we have $C_G(S) = L$ where $L$ is a Levi subgroup that includes $T_w$. We then also have $N_G(S) = N_G(L)$.

The next result is proved in [40].

Proposition 2.11 (maximal eigenspace). Let $S$ be a geometric Sylow subgroup and $w$ be such that $S$ is contained in a maximal torus of type $w$; then $w$ (viewed as a linear transformation) has an $e^{2\pi i / d}$-eigenspace of maximal dimension $a(d)$, and the centralizer of this space is the Weyl group of the Levi subgroup $C_G(S)$.

3 Geometric Broué Conjecture, torus case

We now study a geometric form of the Broué Conjecture, which consists in using the geometric Sylow subgroup $S$ rather than the Sylow subgroup $S$. More precisely we shall
explain some consequences of this conjecture and we shall present a tentative program
that, if completed, would lead to a proof of these consequences. We begin in this section
with the special case when the Levi subgroup $C_G(S)$ is a torus $T_w$.

3.1 The geometric approach

By Proposition 2.11, the assumption $C_G(S) = T_w$ translates into the fact that $w$ (viewed
as a linear transformation) admits an $e^{2\pi i/d}$-eigenspace of maximal dimension $a(d)$ (where $d$
and $a(d)$ are as at the end of Section 2) and, moreover, that the centralizer of this
eigenspace is trivial, so there exists an eigenvector for $e^{2\pi i/d}$ outside the reflecting hyperplanes.
An element of $W$ with an eigenvector outside the reflecting hyperplanes is
called regular. It is called $d$-regular if the associated eigenvalue is $e^{2\pi i/d}$. The
$d$-regular elements have order $d$ and form a single conjugacy class of $W$, see Proposition IX.3.6 (regular elements). In the case of $GL_n$, such elements exist exactly for $d | n$ and for $d | n − 1$.

In the torus case, the derived equivalence predicted by the Broué Conjecture should
be realized “through the cohomology complex” of $X_w$ for an appropriate choice of
its conjugacy class. More precisely the Broué Conjecture imply that one should have

Conjecture 3.1 (Broué conjecture for unipotent characters, torus case). In every con-
jugacy class of regular elements of $W$, there exists an element $w$ satisfying

$\langle H^i_c(X_w, \overline{Q_\ell}), H^j_c(X_w, \overline{Q_\ell}) \rangle_{G^F} = 0$ for $i \neq j$,

and moreover, there exists an action of $N_{G^F}(S)/C_{G^F}(S)$ on $H^*_c(X_w, \overline{Q_\ell})$ which makes
its algebra the commuting algebra of this $G^F$-module.

In the above framework, one has $N_{G^F}(S)/C_{G^F}(S) = N_{G^F}(T_w)/T_w \simeq C_W(w)$. One main problem in Conjecture 3.1 is to construct the action of $C_W(w)$ as $G^F$
endomorphisms of $H^*_c(X_w, \overline{Q_\ell})$. The key point is to construct a sufficiently large family
of $G^F$-endomorphisms of $H^*_c(X_w, \overline{Q_\ell})$. We shall sketch below a two-step program in
this direction.

As the element $w$ considered in Conjecture 3.1 is regular, the group $C_W(w)$ is a com-
plex reflection group (in the case of $GL_n$, it is the group $G(d, 1, \lfloor n/d \rfloor)$, hence isomorphic
to a wreath product $\mathbb{Z}/d \wr S_{\lfloor n/d \rfloor}$). Being a complex reflection group, it has an associ-
ated braid group and one can define cyclotomic Hecke algebras as quotient of the group
algebra of this braid group.

Program 3.2. In the context of Conjecture 3.1 construct for a well chosen represen-
tative $w$ of every class of regular elements of $W$ an action of $C_W(w)$ according to the
following steps:

1. Define an action of a braid monoid for the braid group of $C_W(w)$ as $G^F$-endomor-
phisms of $X_w$. 


2. Check that this action, on the cohomology, factors through a cyclotomic Hecke algebra for $C_W(w)$.

This would conclude using Tits’ theorem which gives an isomorphism of the cyclotomic Hecke algebra and the group algebra of $C_W(w)$.

Here we will address only Step 1 of Program $\text{\S}2$ since it is for this step that the Garside structure of the Artin-Tits monoid is used. Step 2 has been successfully addressed in particular cases by Broué, Digne, Michel, and Rouquier, see [42], [113], and [111].

### 3.2 Endomorphisms of Deligne-Lusztig varieties

From now on, our problem, namely Step 1 of Program $\text{\S}2$, is to construct endomorphisms of $X_w$ when $w$ is a regular element of $W$. To do this, we shall resort to results from Chapter $\text{\text{\S}}\text{X}$ about the cyclic conjugacy category.

A first attempt would be to directly associate endomorphisms with the elements of the Artin-Tits monoid. The price to pay is that every regular element $w$ admits a decomposition $w = xy$ satisfying all conditions listed in (i)–(iii) and the above approach is not sufficient to construct enough endomorphisms of $X_w$.

Then an idea for constructing $G^F$-endomorphisms of $X_w$ could be to use the following three ingredients:

(i) If we have $w = xy$ with $\ell(w) = \ell(x) + \ell(y)$, then, given $B \xrightarrow{w} F(B)$, there exists a unique Borel subgroup $B'$ satisfying $B \xrightarrow{w} B'$ and $B' \xrightarrow{w} F(B)$.

(ii) If we have also $\ell(yx) = \ell(y) + \ell(x)$, then, since $B' \xrightarrow{w} F(B')$ holds, the subgroup $B'$ belongs to $X_{yx}$, hence $B \xrightarrow{w} B'$ defines a map $D_x$ from $X_w$ to $X_{yx}$ that commutes with the action of $G^F$ on both varieties.

(iii) If in addition $x$ commutes to $w$, then $D_x$ is an endomorphism of $X_w$.

However, it is not true in general that every regular element $w$ admits a decomposition $w = xy$ satisfying all conditions listed in (i)–(iii) and the above approach is not sufficient to construct enough endomorphisms of $X_w$.

In order to solve the problem and construct enough endomorphisms of $X_w$, we shall use the associated braid monoid $B^+$ which, as explained in Chapters $\text{\text{\S}}\text{V}$ and $\text{\text{\S}}\text{X}$, can be seen as an unfolded version of $W$. In this way, the constraints above the addition of lengths vanish, corresponding to the fact that the partial product of the germ $W$ extends into an everywhere defined product in $B^+$. The price to pay is that...
we then have to extend the definition of Deligne-Lusztig varieties $X(w)$, so far defined for $w$ in $W$, so as to allow $w$ to be a positive braid.

The set $S$ of Coxeter generators positively generates $W$ and, as shown in Chapter IX, $W$ lifts to a subset $W$ which is a germ for the braid monoid $B^+$. The subset $W$ can be characterized as the set of all braids $w$ whose image $w$ in $W$ has same length as $w$. By definition, for $w, w'$ in $W$ with images $w, w'$ in $W$, the element $ww'$ lies in $W$ if and only if $\ell(w) + \ell(w') = \ell(ww')$ holds, and then $ww'$ lifts $ww'$. The Garside element $\Delta$ is the lift of the longest element of $W$—in the case of $S_n$ the permutation $(\frac{1}{n} \frac{2}{n-1} \cdots \frac{n}{1})$.

Every element of $B^+$ is a product $w_1 \cdots w_r$ with $w_i$ in $W$. We associate a variety $X(w_1, \ldots, w_r) = \{(B_0, \ldots, B_r) \mid B_{i-1} \xrightarrow{w_i} B_i \text{ and } B_r = F(B_0)\}$ to every sequence $w_i$ of elements of $W$. The facts that relative positions compose exactly when the partial multiplication is defined in $W$, and that $W$ is a germ for $B^+$ imply that, up to isomorphism, $X(w_1, \ldots, w_r)$ only depends on the product of $w_1, \ldots, w_r$ in $B$.

In order to actually attach a well defined variety with every braid $b$ in $B^+$, we need more, namely a unique isomorphism between two models associated with different decompositions of the same braid $b$. Such a unique isomorphism does exist by the following special case of Proposition A.2 in the Appendix:

**Proposition 3.5 (Deligne’s theorem).** Every representation of $W$ into a monoidal category extends uniquely to a representation of $B^+$ into that monoidal category.

Applying Deligne’s theorem to the varieties $\mathcal{O}(w_1, \ldots, w_r) = \{(B_0, \ldots, B_r) \mid B_{i-1} \xrightarrow{w_i} B_i \text{ for all } i\}$, we conclude that there is a unique morphism

$$\mathcal{O}(w_1, \ldots, w_r) \times_B \mathcal{O}(w'_1, \ldots, w'_r) \rightarrow \mathcal{O}(w_1, \ldots, w_r, w'_1, \ldots, w'_r)$$

defined on the fibered product, that is, on pairs of sequences where the last term of the first agrees with the first term of the second, defining a structure of monoidal category. Then the restriction to 1-term sequences is a representation of $W$ into a monoidal category. By Deligne’s theorem, it extends to $B^+$, giving a well-defined variety $\mathcal{O}(b)$ attached with every braid $b$ in $B^+$, which for every decomposition $w_1 \cdots |w_r$ of $b$ as a product of elements of $W$, is isomorphic to $\mathcal{O}(w_1, \ldots, w_r)$. We can then extend Definition 2.4 and put:

**Definition 3.6 (extended Deligne-Lusztig variety).** For $b$ in $B^+$, the Deligne-Lusztig variety $X_b$ associated with $b$ is the intersection of $\mathcal{O}(b)$ with the graph of the Frobenius endomorphism.

When $b$ is the lift in $W$ of an element $w$ of $W$, the variety $X_b$ is canonically isomorphic to the ordinary Deligne-Lusztig variety $X_w$. 
Now, whenever we have an (arbitrary) left-divisor $x$ of $b$ in $B^+$, mimicking the three-step approach explained after Lemma 3.4, we obtain a well defined morphism $D_x$ from $X_b$ to $X_{x^{-1}bx}$ commuting with the action of $G^F$ on both varieties. We can therefore state:

**Proposition 3.7 (endomorphisms of $X_b$).** For every $b$ in $B^+$, every element in the cyclic conjugacy category $\text{Cyc}B^+(b, b)$ gives an endomorphism of $X_b$.

We thus obtained a translation of questions about $G^F$-endomorphisms of Deligne-Lusztig varieties, hence about Step 1 in Program 3.2, into questions about braids. The cyclic conjugacy category of $B^+$ maps naturally to the category of Deligne-Lusztig varieties with $G^F$-morphisms $D_x$: an object $b$ maps to $X_b$, and a cyclic conjugation $xy \Rightarrow yx$ maps to the morphism $D_x$.

### 3.3 Periodic elements

Our aim now is to build endomorphisms of the varieties $X_b$ for every element of the centralizer of $b$ in the monoid $B^+$, that is the endomorphisms of $b$ in the conjugacy category of $B^+$, when $b$ is the lift in $B^+$ of a regular element of $W$, according to our Program 3.2.

At this point, the endomorphisms $D_x$ we built come from centralizers in the cyclic conjugacy category. A priori, a problem is that the cyclic conjugacy category is smaller than the full conjugacy category and, therefore, the associated centralizers may be different. However—and this is the point—it turns out that, for the particular elements in the conjugacy class of regular elements involved in the Broué Conjecture, the considered centralizers coincide, as stated in Proposition 3.9 below.

The starting observation is that the elements $b$ we have to consider are connected with periodic elements of $B^+$, see [42, Proposition 3.11 and Théorème 3.12]:

**Proposition 3.8 (periodic elements).** (i) In the conjugacy class of every $d$-regular element of $W$, there exists an element $w$ whose lift $w$ in the Artin-Tits monoid satisfies $w^d = \Delta^2$.

(ii) Conversely, for every $b$ in $B^+$ satisfying $b^d = \Delta^2$, the image of $b$ in $W$ is a regular element of order $d$.

In the case $W = \mathfrak{S}_n$ the second item is due to Kerekjarto and Eilenberg who classified periodic braids. In that case the only numbers $d$ for which $\Delta^2$ has $d$-th roots are the divisors of $n$ and the divisors of $n - 1$.

Now, Proposition VIII.1.24 (every conjugacy cyclic) applied in the monoid $B^+$ with the Garside family $\text{Div}(\Delta)$ implies
Proposition 3.9 (every conjugacy cyclic 1). If an element \( b \) of \( B^+ \) has some power divisible by \( \Delta \), then every conjugation from \( b \) is a cyclic conjugation.

Then, for every element \( w \) whose lift \( \tilde{w} \) is a root of \( \Delta^2 \), the conjunction of Propositions 3.8 and 3.9 provides us with an endomorphism \( D_\tilde{w} \) of \( X_\tilde{w} \) for every \( \tilde{x} \) in \( B^+ \) centralizing \( \tilde{w} \).

Moreover, the morphisms so obtained \( D_\tilde{w} \) are “équivalences of étale sites”, which implies that they induce isomorphisms of cohomology spaces, hence Proposition 3.9 also implies that there is essentially only one variety to consider whenever the \( d \)-th roots of \( \Delta^2 \) are conjugate. We are thus led to wondering whether the latter property is true.

Conjecture 3.10 (roots conjugate). For every finite Coxeter group \( W \) and every \( d \), any two \( d \)-th roots of an element of the associated Artin–Tits monoid \( B^+ \) are conjugate in \( B^+ \).

By [141], Conjecture 3.10 is true for every \( d \) when \( W \) is the symmetric group \( S_n \). On the other hand, for an arbitrary finite Coxeter group \( W \), the conjecture is true for certain values of \( d \), namely when \( 2\ell(\Delta)/d \) is the minimal length in the conjugacy class of \( e^{2\pi i/d} \)-regular elements, as state the first two items of the following result of [175, 144]:

Proposition 3.11 (minimal length). Assume that \( W \) is a finite Coxeter group and \( w \) is an element of \( W \) that has minimal length in its conjugacy class and does not lie in a proper parabolic subgroup.

(i) Every braid in \( B^+ \) that lifts \( \tilde{w} \) has a power divisible by \( \Delta \).

(ii) All liftings in \( B^+ \) of elements of minimal length in the \( W \)-conjugacy class of \( \tilde{w} \) are conjugate in \( B^+ \).

(iii) If \( \tilde{w} \) lifts \( w \), the morphism from \( C_{B^+}(\tilde{w}) \) to \( C_W(w) \) is surjective.

Proposition 3.11(ii) helps to complete Step 1 in Program 3.2: what we want is an action of a monoid for the braid group associated to the reflection group \( C_W(w) \) (see Subsection IX.3.2 for a definition). What we have built here is an action of the centralizer of \( w \) in \( B^+ \).

In the case of \( S_n \), the results of [13] show that the centralizer of a \( d \)-th root of \( \Delta^2 \) is the braid group of \( G(d, 1, \lfloor n/d \rfloor) \), so, in this case, we actually obtain an action of the expected type for this braid group. It has been shown more generally by Bessis that for a well-generated complex reflection group, the centralizer in the braid group of a periodic element is the braid group of the centralizer of its image in the reflection group, see Proposition IX.3.24 (regular braids).

Thus, summarizing, we may state:

Proposition 3.12 (step 1 completed 1). For every finite Coxeter group, Step 1 in Program 3.2 is completed for every class of regular elements of \( W \).
4 Geometric Broué Conjecture, the general case

When $S$ is a general geometric Sylow subgroup of $G$, the centralizer $C_G(S)$ is a Levi subgroup that can be larger than the torus $T_w$. There is again a geometric version of the Broué Conjecture, but it involves Deligne-Lusztig varieties that are associated with parabolic subgroups. Then, in order to extend the approach of Section 3, we will have to consider a Garside family in a convenient category rather than in a braid monoid. In this context, we will consider the analog of Step 1 in Program 3.2, see Program 4.7.

4.1 The parabolic case

As everywhere above, we consider the case of split Chevalley groups, that is, we assume that the automorphism $\phi$ of $W$ induced by the Frobenius endomorphism is trivial. If $W$ is the Weyl group of $G$ and $S$ its set of Coxeter generators, for every subset $I$ of $S$, we denote by $P_I$ the parabolic subgroup containing $B_1$ such that the Weyl group of its Levi subgroup is the subgroup $W_I$ of $W$ generated by $I$, see Corollary IX.1.12 (parabolic subgroup) and Proposition IX.1.13 (left-cosets). It is known that there is a unique such parabolic subgroup for every $I$. For every parabolic subgroup $P_I$, there is a unique subset $I$ of $S$ such that $P_I$ is conjugate to $P_I$.

Definition 4.1 (type of a parabolic). If $P$ is a parabolic subgroup conjugate to $P_I$, we say that $I$ is the type of $P$.

Example 4.2 (type of a parabolic). If $G = GL_n$, a subset $I$ of $S$ corresponds to a partition of the set $\{1, \ldots, n\}$ and the group $W_I$ is the subgroup of $S_n$ that permutes the integers within each part of that partition. The corresponding parabolic subgroup $P_I$ is the group of matrices which are block upper-triangular according to that partition.

We want to replace pairs of Borel subgroups by pairs of parabolic subgroups having a common Levi subgroup (note that a Levi subgroup of a Borel subgroup is a maximal torus and that two Borel subgroups contain always a common maximal torus). Such a pair of parabolic subgroups $(P', P'')$ is $G$-conjugate to the pair $(P_J, wP_K w^{-1})$ for some $J, K$ included in $S$ and some $w$ in $W$ satisfying $J = wKw^{-1}$. From now on, we fix $I$ and we will consider only parabolic subgroups of type $J$ where $J$ is $W$-conjugate to $I$. Then we can define the relative position of two parabolic subgroups having a common Levi subgroup:

Definition 4.3 (relative position of parabolic subgroups). Let $J$ be the set of all subsets $J$ of $S$ that are $W$-conjugate to $I$. Let $\mathcal{C}(J)$ be the category with object set $J$ and whose elements are conjugations of the form $J \xrightarrow{w} K$ with $K = Jw$. For $J \xrightarrow{w} K$ in $\mathcal{C}(J)$, we say that two parabolic subgroups $P'$ and $P''$ are in relative position $J \xrightarrow{w} K$ if the pair $(P', P'')$ is conjugate to $(P_J, wP_K w^{-1})$. We write this as $P' \xrightarrow{J \xrightarrow{w} K} P''$.

Since the relative position is well defined only up to changing $w$ in its double-coset $W_J w W_K$, we may assume that $w$ is $J$-reduced, or, equivalently, that its lift $\tilde{w}$ is $J$-reduced, see Definition VIII.1.24, where $w$ is the lift of $w$ to the Artin-Tits monoid and $J$ included in $S$ is the lift of $J$ for $J \subseteq S$. 
\textbf{Definition 4.4 (parabolic Deligne-Lusztig variety).} For $J \xrightarrow{w} J$ in $\mathcal{C}(J)$, the parabolic Deligne-Lusztig variety associated to $J \xrightarrow{w} J$ is

$$X(J \xrightarrow{w} J) = \{ P \mid P \xrightarrow{w} J \rightarrow F(P) \}.$$ 

Note that, since we have assumed that $F$ acts trivially on $W$, the group $F(P)$ is conjugate to $P$ if $P$ is.

We will identify $J$ with the set of all $B^+$-conjugates of $I$ that are included in $S$.

If we choose for the monoid $M$ of Definition VIII.1.45 (ribbon category) the braid monoid $B^+$, the ribbon category $\text{Rib}(B^+, J)$ has a Garside germ whose arrows are in one-to-one correspondence with $\mathcal{C}(J)$, the partial product of the germ being defined when the lengths add.

To an element $J \xrightarrow{w} J$ of $\text{Rib}(B^+, J)^\circ$ with $w \in W$, we associate the variety $X(J \xrightarrow{w} J)$. Similarly, to an element $J \xrightarrow{b} J = J \xrightarrow{w_1} J_1 | \ldots | J_{n-1} \xrightarrow{w_n} J$ with $w_i \in W$ for each $i$, we associate the variety

$$\{ P, P_1, \ldots, P_n \mid P \xrightarrow{w_1} I_1 \rightarrow P_1 \rightarrow \ldots \rightarrow P_n \xrightarrow{w_n} J \rightarrow F(P) \}.$$ 

By using the extension of Deligne’s theorem stated as Proposition VIII.2, one can show that there exists a canonical isomorphism between the varieties attached to two decompositions of $J \xrightarrow{b} K$. Then, as above in Definition 3.6 we can attach to each element of $\text{Rib}(B^+, J)^\circ$ a unique, well defined parabolic Deligne-Lusztig variety naturally denoted by $X(J \xrightarrow{b} J)$.

At this point, the cyclic conjugacy category of the ribbon category occurs: for every left-divisor $x$ of $b$ in $B^+(J)$, there exists a well defined morphism

$$D_x : X(J \xrightarrow{b} J) \rightarrow X(J^{-1}Jx \xrightarrow{x^{-1}bx} x^{-1}Jx)$$

in the same way as in the torus case; moreover, as in the torus case, the category with objects the parabolic varieties $X(J \xrightarrow{b} J)$ for $J$ in $\mathcal{I}$ and elements the compositions of the endomorphisms $D_x$ identifies with the cyclic conjugacy category $\mathcal{C}(\text{Rib}(B^+, J))$.

The next result of [111, 144] is the analog for the general case of Proposition 3.8 for the torus case. For $J$ included in $S$, we will write $\Delta^2/\Delta^2_1$ for $\Delta^{-1}_J \Delta$, which makes sense since, in an Artin-Tits group, the element $\Delta$ is central. But beware that $\Delta^{-1}_J \Delta$ is not an endomorphism in $\text{Rib}(B^+, J)$ unless $\phi_{\Delta}(J) = J$ holds.

\textbf{Proposition 4.5 (root of $\Delta^2/\Delta^2_1$).} Let $W$ be a finite Coxeter group. Let $\zeta = e^{2\pi i/d}$ and let $V_\zeta$ be a subspace of $V$ on which some element $w$ of $W'$ acts by $\zeta$. Then, up to $W$-conjugacy, we have $C(W(V_\zeta)) = W_I$ for some $I$ included in $S$. Moreover, if $w$ is $I$-reduced, its lift $w$ to the braid monoid satisfies $w^d = \Delta^2/\Delta^2_1$. 


Proposition 4.6 (not extendible). Assume that $w$ lies in $B^+$ and we have $w^d = \Delta^2 / \Delta_I^2$ for some $I$ included in $S$.

(i) The relation $wIw^{-1} = I$ holds, $w$ defines an element $I \xrightarrow{w} I$ in $\text{Rib}(B^+, \mathcal{J})$, and $C_W(V_d)$ is included in $W_I$, where $V_d$ is the $e^{2\pi i / d}$-eigenspace of $w$.

(ii) Moreover, $w$ is not extendible, in the sense that there are no proper subset $J$ of $I$ and $v$ in $B^+_I$ satisfying $(vw)^d = \Delta^2 / \Delta_J^2$, if and only if we have $C_W(V_d) = W_I$ and $V_d$ is a maximal $e^{2\pi i / d}$-eigenspace of $W$.

The assumption that $C_G(S)$ contains $T_w$ translates into the fact that $w$ has a $e^{2\pi i / d}$-eigenspace of maximal dimension $a(d)$, where $d$ and $a(d)$ are as at the end of Section 4.6, and moreover that the centralizer of this space is $W_I$ where $I$ is the type of a parabolic subgroup having $C_G(S)$ as a Levi subgroup. Now, Proposition 4.5 guarantees that we can choose $w$ in its conjugacy class such that its lift $w$ is a root of $\Delta^2 / \Delta_I^2$, and Proposition 4.6 shows that $w$ is not extendible. This is the reason why we are only interested in elements $w$ satisfying the assumptions of Proposition 4.5 and Property (ii) of Proposition 4.6. In this context, the analog of step 1 in program 3.2 is

Program 4.7. Construct for every element $w$ satisfying the assumptions of Proposition 4.5 and Property (ii) of Proposition 4.6 an action of a braid monoid for the braid group of the complex reflection group $NW(wW)/W_I$ as $G^F$-endomorphisms of $X(I \xrightarrow{w} I)$.

As in the torus case, Proposition VIII.1.24 (every conjugacy cyclic) applies, here in the case of the category $\text{Rib}(B^+, \mathcal{J})$ and the Garside family consisting of all elements of the form $I \xrightarrow{\Delta^{-1} \Delta} \phi_{\Delta}(I)$, and it gives:

Proposition 4.8 (every conjugacy cyclic II). Assume that $I \xrightarrow{w} I$ is an element of $\text{Rib}(B^+, \mathcal{J})$ such that some power of $w$ is divisible by $\Delta^{-1} \Delta$. Then every conjugate of $I \xrightarrow{w} I$ is a cyclic conjugate: every element $I \xrightarrow{w} I$ that conjugates $I \xrightarrow{w} I$ to itself, that is, every element of $\text{Conj}(\text{Rib}(B^+, \mathcal{J}))(I \xrightarrow{w} I, I \xrightarrow{w} I)$, belongs to $\text{Cyc}(\text{Rib}(B^+, \mathcal{J}))(I \xrightarrow{w} I, I \xrightarrow{w} I)$.

Now Proposition 4.8 provides us with endomorphisms of $X_w$ for every $x$ as in the proposition. Note than such an element $x$ must lie in $C_{B^+}(w)$.

By [112], if $w$ is a root of $\Delta^2 / \Delta_I^2$ that is not extendible in the sense of Proposition 4.6(ii), the group $NW(wW)/W_J$ is a complex reflection group. Hence what is missing to complete Program 4.7 is a positive answer to the following conjecture analogous to Proposition IX.3.24

Conjecture 4.9 (centralizer in braid group equal braid group of centralizer II). If $W$ is a finite Coxeter group and $w$ is a root of $\Delta^2 / \Delta_I^2$ that is not extendible in the sense of
Proposition 4.6 (ii), the enveloping group of the monoid
\[ \{ x \in C_{B+}(w) \mid xI x^{-1} = I \text{ and } x \text{ is } I\text{-reduced} \} \]
is the braid group of the complex reflection group \( N_W(wW_I)/W_I \).

Very little is known in general on this property. Summarizing the results, we may state:

**Proposition 4.10 (step 1 completed II).** If \( W \) is a finite Coxeter group and \( w \) is an element of \( W \) satisfying the assumptions of Proposition 4.5 and Property (ii) of Proposition 4.6 and for which Conjecture 4.9 is true, Program 4.7 is completed.

Note that, as in the torus case, as the morphisms \( D_x \) induce isomorphisms of cohomology spaces, the variety that has to be considered for a given \( I \) and a given \( d \) is essentially unique in the case when all \( d \)-th roots of \( \Delta^2/\Delta^2_I \) are conjugate. We are thus led to addressing the question of whether all \( d \)-th roots of \( \Delta^2/\Delta^2_I \) are conjugate. This is conjectured to be true.

### 4.2 The really general case

Until now, we made the simplifying assumption that the automorphism \( \phi \) induced by the Frobenius endomorphism \( F \) on the Weyl group \( W \) is trivial.

This is not always the case: for instance, the unitary group is defined by starting with the same algebraic group \( \text{GL}_n(F) \), but composing the Frobenius endomorphism of \( \text{GL}_n(F_q) \) with the transpose and inverse maps. In this example, \( \phi \) acts on \( W \) by conjugation by the longest element.

Thus, in the very general case, we have to replace conjugacy by \( \phi \)-conjugacy in the sense of Subsection VIII.1.3, namely defining the \( \phi \)-conjugate of \( w \) under \( v \) to be the element \( v^{-1} w \phi(v) \). The \( G^F \)-classes of tori are then parameterized by \( \phi \)-conjugacy classes.

We obtain morphisms of Deligne-Lusztig varieties in the cyclic \( \phi \)-conjugacy category \( \mathcal{C}_{G^F} \) instead of \( \mathcal{C}_{G^F} \). To handle this case, we have to add \( \phi \) to the category as an invertible element. The results of Chapter VIII are still relevant in this context. But we need results about \( \phi \)-centralizers and, here already, there are no known results similar to those of Bessis, stated in Proposition IX.3.24 (regular braids), used to establish Proposition 3.12 (step 1 completed I).

### Appendix : Representations into bicategories

We now establish a general result that extends Deligne’s theorem (Proposition 3.3) used above to attach a Deligne-Lusztig variety to a morphism of a ribbon category. Deligne’s
theorem is about Artin-Tits monoids of spherical type. Our theorem covers the case of non-spherical Artin-Tits monoids.

We follow the terminology of [167, XII.6] for bicategories. By a “representation of a category $C$ into a bicategory $B$”, we mean a morphism of bicategories between $C$ and $B$ viewed as a trivial bicategory into the given bicategory $B$. This amounts to giving a map $T$ from $\text{Obj}(C)$ to the 0-cells of $X$, and for $g$ in $C$ of source $x$ and target $y$, an element $T(g)$ of $V(T(x), T(y))$ where $V(T(x), T(y))$ is the category whose objects (resp. morphisms) are the 1-cells of $X$ with domain $T(x)$ and codomain $T(y)$ (resp. the 2-cells between them), together, with for every path $g | h$, an isomorphism $T(g)T(h) \sim T(gh)$ such that the resulting square

\[
\begin{array}{ccc}
T(f)T(g)T(h) & \sim & T(fg)T(h) \\
\sim & & \sim \\
T(f)T(gh) & \sim & T(fgh)
\end{array}
\]

(A.1)

commutes.

We consider now a Garside family $S$ in $C$. We define a representation of the Garside family $S$ as satisfying the same property (A.1), except that the above square is restricted to the case when $f$, $g$, $fg$ lie in $S$ and $fgh$ lies in $S^\#$ (which implies that $h$ and $gh$ lie in $S^\#$ since the latter is closed under right-divisor). Here is the main result:

**Proposition A.2 (bicategory representation).** If $C$ be a left-cancellative category that is right-Noetherian and admits conditional right-lcms and $S$ is a Garside family in $C$, every representation of $S$ into a bicategory extends uniquely to a representation of $C$ into the same bicategory.

In order to establish Proposition A.2, we will use strict decompositions of an arbitrary element $g$ of $C$ into elements of $S^\#$. By strict decomposition, we mean a decomposition $g_1 | \cdots | g_n$ where $g_1, \ldots, g_{n-1}$ lie in $S \setminus \mathcal{C}^\circ$ and $g_n$ lies in $S^\# \setminus \mathcal{C}^\circ$. The proof goes exactly as in [102], in that what must been proven is a simple connectedness property for the set of strict decompositions of an element of $C$—this generalizes [102, 1.7] and is used in the same way. In his context, Deligne shows more, namely the contractibility of the set of decompositions; on the other hand, our proof, which follows a suggestion by Serge Bouc to use a version of [26, Lemma 6], is simpler and valid in our more general context.

Fix a non-invertible element $g$ in $C$. We denote by $E(g)$ the set of all strict decompositions of $g$. Then $E(g)$ is a poset, the order being defined by

$$g_1 \cdots | g_{i-1} | g_i | g_{i+1} | \cdots | g_n \succ g_1 \cdots | g_{i-1} | g'_i | g''_i | g_{i+1} | \cdots | g_n$$

if $g_i = g'_i g''_i$ holds in $S$.

We recall the definition of homotopy in a poset $E$ (a translation of the corresponding notion in a simplicial complex isomorphic as a poset to $E$). A path from $x_1$ to $x_k$ in $E$ is a sequence $x_1, \ldots, x_k$ where each $x_i$ is comparable with $x_{i+1}$. The composition of
paths is defined by concatenation. Homotopy, denoted by ~, is the finest equivalence relation on paths compatible with concatenation and generated by the three following elementary relations: $x|y|z \sim x|z$ if $x \leq y \leq z$ and both $x|y|x \sim x$ and $y|x|y \sim y$ when $x \leq y$ holds. Homotopy classes form a groupoid, as the composition of a path with source $x$ and of the inverse path is homotopic to the constant path at $x$. For $x$ in $E$, we denote by $\Pi_1(E, x)$ the fundamental group of $E$ with base point $x$, which is the group of homotopy classes of loops starting from $x$.

A poset $E$ is said to be simply connected if it is connected (there is a path linking any two elements of $E$) and if the fundamental group with some (or any) base point is trivial.

Note that a poset with a smallest or largest element $x$ is simply connected since every path $x|y|z|t| \cdots |x$ is homotopic to $x|y|x|z|t| \cdots |x$ which is homotopic to the trivial loop.

**Proposition A.3 (simply connected).** The set $E(g)$ is simply connected.

Before proving Proposition A.3, we begin with a version of a result from [26] on order preserving maps between posets. If $E$ is a poset, we write $E_{\geq x}$ for $\{x' \in E \mid x' \geq x\}$, which is a simply connected subposet of $E$ since it has a smallest element. If $f : X \to Y$ is an order preserving map, it is compatible with homotopy (it corresponds to a continuous map between simplicial complexes), so it induces a homomorphism $f^*$ from $\Pi_1(X, x)$ to $\Pi_1(Y, f(x))$.

**Lemma A.4.** Assume that $f : X \to Y$ is an order preserving map between two posets. We assume that $Y$ is connected and that, for every $y$ in $Y$, the poset $f^{-1}(Y_{\geq y})$ is connected and nonempty. Then $f^*$ is surjective. If moreover $f^{-1}(Y_{\geq y})$ is simply connected for every $y$, then $f^*$ is an isomorphism.

**Proof.** Let us first show that $X$ is connected. Let $x, x'$ belong to $X$. We choose a path $y_0, \cdots, y_n$ in $Y$ from $y_0 = f(x)$ to $y_n = f(x')$. For $i = 0, \ldots, n$, we choose $x_i$ in $f^{-1}(Y_{\geq y_i})$ with $x_0 = x$ and $x_n = x'$. Then, if $y_i \geq y_{i+1}$ holds, the inclusion $f^{-1}(Y_{\geq y_i}) \subseteq f^{-1}(Y_{\geq y_{i+1}})$ is true, so that there exists a path in $f^{-1}(Y_{\geq y_{i+1}})$ from $x_i$ to $x_{i+1}$; otherwise $y_i < y_{i+1}$ holds, which implies $f^{-1}(Y_{\geq y_i}) \supseteq f^{-1}(Y_{\geq y_{i+1}})$ and there exists a path in $f^{-1}(Y_{\geq y_i})$ from $x_i$ to $x_{i+1}$. Concatenating these paths gives a path connecting $x$ and $x'$.

We fix now $x_0$ in $X$. Let $y_0 = f(x_0)$. We prove that $f^* : \Pi_1(X, x_0) \to \Pi_1(Y, y_0)$ is surjective. Let $y_0, y_1, \cdots, y_n$ with $y_n = y_0$ be a loop in $Y$. We lift arbitrarily this loop into a loop $x_0, \cdots, x_n$ in $X$ as above, where $x_i$ stands for a path from $x_i$ to $x_{i+1}$ which is either in $f^{-1}(Y_{\geq y_i})$ or in $f^{-1}(Y_{\geq y_{i+1}})$. Then the path $f(x_0, x_1, \cdots, x_n)$ is homotopic to $y_0, \cdots, y_n$, this can be seen by induction: let us assume that the path $f(x_0, x_1, \cdots, x_i, x_{i+1})$ is homotopic to $y_0, \cdots, y_i, f(x_i)$; then the same property holds for $i+1$: indeed we have $y_i, y_{i+1} \sim y_i, f(x_i), y_{i+1}$ as they are two paths in a simply connected set which is either $Y_{\geq y_i}$ or $Y_{\geq y_{i+1}}$; similarly, we have $f(x_i, y_{i+1}, f(x_{i+1})) \sim f(x_i, y_{i+1})$. Putting things together gives

\[
y_0, \cdots, y_i, y_{i+1}, f(x_{i+1}) \sim y_0, y_1, \cdots, y_i, f(x_i), y_{i+1}, f(x_{i+1})
\sim f(x_0, \cdots, x_i), y_{i+1}, f(x_{i+1})
\sim f(x_0, \cdots, x_i, x_{i+1}).
\]
We now prove that \( f^* \) is injective when all \( f^{-1}(Y_{\geq 0}) \) are simply connected.

We first prove that if \( x_0 \cdots x_i x_i' \cdots x_{i+1} x_{i+1}' \cdots x_{n} \) and \( x_0 \cdots x_i x_i' \cdots x_{i+1} x_{i+1}' \cdots x_{n} \) are two loops lifting the same loop \( y_0 \cdots y_n \), then they are homotopic. Indeed, we obtain using induction on \( i \) that \( x_{i-1}, x_i, x_i' \) and \( x_i', \cdots, x_0 \) are all in the same simply connected subposet, namely either \( f^{-1}(Y_{\geq 0}, y_{i-1}) \) or \( f^{-1}(Y_{\geq 0}) \) holds.

It remains to prove that we can lift homotopies, which amounts to showing that, if we lift as above two loops which differ by an elementary homotopy, the liftings are homotopic. If \( y - y' \sim y \) is an elementary homotopy with \( y < y' \) (resp. \( y > y' \)), then we have \( f^{-1}(Y_{\geq 0} y') \subseteq f^{-1}(Y_{\geq 0} y) \) (resp. \( f^{-1}(Y_{\geq 0} y) \subseteq f^{-1}(Y_{\geq 0} y') \)) and the lifting of \( y - y' \) constructed as above is in \( f^{-1}(Y_{\geq 0} y') \) (resp. \( f^{-1}(Y_{\geq 0} y) \)), so is homotopic to the trivial path. If \( y < y' < y'' \) holds, a lifting of \( y - y' \) constructed as above is in \( f^{-1}(Y_{\geq 0}) \) so is homotopic to any path in \( f^{-1}(Y_{\geq 0}) \) with the same endpoints. \( \square \)

Proof of Proposition A.3. We argue by contradiction. If the result fails, we choose \( g \) in \( C \) minimal for proper right-divisibility such that \( E(g) \) is not simply connected.

Let \( L \) be the set of all non-invertible elements of \( S \) that left-divide \( g \). For every \( I \) included in \( L \), since the category admits conditional right-lcms and is right-Noetherian, the elements of \( I \) have a right-lcm. We fix such a right-lcm \( \Delta_I \). Let \( E_I(g) \) be the set \( \{ g_1 \cdots g_n \in E(g) \mid \Delta_I \subseteq g_1 \} \). We claim that \( E_I(g) \) is simply connected when \( I \) is nonempty. This is clear if \( g \) lies in \( \Delta_I C^\infty \), in which case we have \( E_I(g) = \{ (g) \} \). Let us assume this is not the case. In the following, if \( \Delta_I \leq a \) holds, we denote by \( a^I \) the element satisfying \( a = \Delta_I a^I \). The set \( E(g^I) \) is defined since \( g \) does not lie in \( \Delta_I C^\infty \). We apply Lemma A.4 to the map \( f : E_I(g) \rightarrow E(g^I) \) defined by

\[
g_1 \cdots g_n \mapsto \begin{cases} 
g_2 \cdots g_n & \text{for } g_1 = \Delta_I 
g_1^I \cdots g_n & \text{otherwise} \end{cases}
\]

This map preserves the order and every set \( f^{-1}(Y_{\geq 0} g_1 \cdots g_n) \) has a least element, namely \( \Delta_I g_1 \cdots g_n \), so it is simply connected. As, by minimality of \( g \), the set \( E(g^I) \) is simply connected, Lemma A.4 implies that \( E_I(g) \) is simply connected.

Let \( Y \) be the set of non-empty subsets of \( L \). We now apply Lemma A.4 to the map \( f \) from \( E(g) \) to \( Y \) defined by \( g_1 \cdots g_n \mapsto \{ s \in L \mid s \leq g_1 \} \), where \( Y \) is ordered by inclusion. This map is order preserving since \( g_1 \cdots g_n < g_1' \cdots g_n' \) implies \( g_1 \leq g_1' \). We have \( f^{-1}(Y_{\geq 1}) = E_I(g) \), so this set is simply connected. Since \( Y \), having a greatest element, is simply connected, Lemma A.4 implies that \( E(g) \) is simply connected, whence the result. \( \square \)

Proof of Proposition A.2. We have to define \( T(g) \) for each \( g \) in \( C \) and isomorphisms \( T(g) T(h) \rightarrow T(gh) \) for every composable pair \( (g, h) \), starting from the analogous data for the Garside family. To each strict decomposition \( g_1 \cdots g_n \) of a non invertible \( g \) we associate \( T(g_1) \cdots T(g_n) \). To each elementary homotopy is associated an isomorphisms between these functors. Now, as in [102] Lemma 1.6, the simple connectedness of \( E(g) \), as established in Proposition A.3 implies that this set of isomorphisms generates a transitive system so that we can define \( T(g) \) as the projective limit of this system and we get isomorphisms \( T(g) T(h) \simeq T(gh) \) as wanted. \( \square \)
Sources and comments. The current exposition is based on Digne–Michel [112] and [111]. Many of the ideas are already present in Broué–Michel [42]. Details and more complete information on reductive groups can be found for instance in the books by A. Borel [25], J. Humphreys [148], or T. Springer [213]. For their representation theory, see the books by R. Carter [52] or by F. Digne and J. Michel [110].

The construction of cuspidal characters was first done for $\text{GL}_n$ by J.A. Green (1955) using a complicated inductive construction. I.G. Macdonald (1970) predicted that the cuspidal characters should be associated to some twisted tori, that is, some $T_w$ with $w \neq 1$. Finally, P. Deligne and G. Lusztig (1976) constructed a variety associated to twisted tori such that the cuspidal representations occur in its $\ell$-adic cohomology.

What we have looked at is a simplified version of a particular case of the Broué conjecture as stated in [38]. The general Broué conjecture is about the cohomology of a non-necessarily constant sheaf on the variety $X_w$ where moreover the base ring is the ring of $\ell$-adic integers instead of $\mathbb{Q}_\ell$.

Proposition 3.5 was proved by P. Deligne in the paper [102]. This paper was motivated by a construction of A.I. Bondal and M.M. Kapranov and by a question of M. Broué and J. Michel when they were writing the paper [42] and wanted to define Deligne-Lusztig varieties associated to all elements of an Artin–Tits monoid, see [42, 1.6]. Another proof was given recently by S. Gaussent, Y. Guiraud, and P. Malbos in [127]. The generalization (Proposition A.2) we give in the Appendix appeared in [112].
Chapter XI

Left self-distributivity

Left self-distributivity is the algebraic law

\[(LD) \quad x(yz) = (xy)(xz).\]

Syntactically, it appears as a variant of the associativity law \(x(yz) = (xy)z\) and, indeed, it turns out that these laws have much in common. However, the repetition of the variable \(x\) in the right-hand term of the LD-law changes the situation radically and makes the study of the LD-law much more delicate than that of associativity. In particular, the Word Problem of the LD-law, that is, the question of effectively recognizing whether two formal expressions are equivalent modulo the LD-law, is not trivial and remained open until 1991.

By contrast, the similar question for associativity is trivial: two expressions are equivalent modulo associativity if and only if they become equal when all parentheses are erased.

In the early 1990’s a rather sophisticated theory was developed in order to investigate the LD-law and, in particular, solve the above mentioned Word Problem, see the Notes section at the end of this chapter. It turns out that, at the heart of the theory, a key role is played by a certain monoid \(M_{LD}\) and that this monoid has a Garside structure, yet it is not a Garside monoid. This Garside structure is interesting in several respects. First, it provides a natural and nontrivial example of a Garside family that is not associated with a Garside element. Next, this structure can actually be described in terms of a Garside map, but at the expense of switching to a category framework, thus providing another argument in favor of the category approach. Finally, the Garside structure associated with the LD-law turns out to be closely connected with that of braids, the latter being a projection of the former. As a consequence, a number of algebraic results involving braids immediately follow from analogous results involving the LD-law: from that point of view, Garside’s theory of braids is the emerged part of an iceberg, namely the algebraic theory of the LD-law.

In this chapter, we shall give a self-contained overview of this theory, with a special emphasis on the associated Garside structure. In particular, we discuss what is known as the Embedding Conjecture, a puzzling open question directly connected with the normal decompositions associated with the Garside structure.

The chapter is organized as follows. In Section 1, we describe the general framework of a (right)-Garside sequence associated with a partial action of a monoid on a set. This can be seen as a weak variant for the notion of a (right)-Garside element as investigated in Chapter \(\n\) a (right)-Garside sequence in a monoid \(M\) consists of elements \(\Delta_x\) that play a role of local (right)-Garside elements for the elements of \(M\) that act on \(x\). A (right)-Garside element then corresponds to a constant (right)-Garside sequence and an action that is defined everywhere.

In Section 2 we provide some background about the LD-law, introducing in particular the notion of an LD-expansion, a partial order on terms that corresponds to applying the
LD-law in the expanding direction only. A certain category $\mathcal{LD}_0$ naturally arises, which contains a map $\Delta_0$ that (at the least) resembles a right-Garside map.

In Section 3, we introduce the monoid $M_{\mathcal{LD}}$, the geometry monoid of the LD-law, a counterpart of Richard Thompson’s group $F$ in the context of self-distributivity, derive the notion of labeled LD-expansion and prove that the associated category $\mathcal{LD}$ has a right-Garside map (Proposition 3.25). This leads us to introducing and discussing the Embedding Conjecture, a natural statement that would make our understanding of the LD-law much more complete but, frustratingly, resisted efforts so far. Some forms of this conjecture directly involve the Garside structure on $M_{\mathcal{LD}}$ (Propositions 3.27 and 3.33).

Finally, in Section 4, we describe the connection between the category $\mathcal{LD}$ and Artin’s braids: formalized in Proposition 4.8, it enables one to recover a number of braid properties from the results of Section 3, see for instance Proposition 4.14.

1 Garside sequences

One of the main benefits of the existence of a (right)-Garside element $\Delta$ in a monoid $M$ is the existence of a $\Delta$-normal decomposition for every element of $M$. There are cases—and the structure studied from Section 2 will be an example—when no Garside element exists, but instead there exists a sequence $(\Delta_x)_{x \in X}$ of elements playing the role of local Garside elements and again leading to a Garside family, hence to distinguished decompositions for the elements of the considered monoid. In this section, we describe a general context for such constructions, in connection with what will be called a partial action.

There are three subsections. In Subsection 1.1 we introduce the notion of a partial action of a monoid on a set and associated a natural category. Next, in Subsection 1.2, we define the notion of a (right)-Garside sequence in a monoid and connect it with a (right)-Garside map in the associated category. Finally, in Subsection 1.3 we show how the existence of a right-Garside sequence leads to results similar to those following from the existence of a right-Garside map.

1.1 Partial actions

The convenient framework here is that of a monoid with a partial action on a set, namely an action that need not be defined everywhere. Several definitions may be figured out. For our current purpose the suitable one is as follows.

**Definition 1.1 (partial action).** A partial action of a monoid $M$ on a set $X$ is a partial function $F : M \to (X \to X)$ if, writing $x \cdot g$ for $F(g)(x)$,

\begin{align}
(1.2) & \quad \text{We have } x \cdot 1 = x \text{ for every } x \text{ in } X,
(1.3) & \quad \text{We have } (x \cdot g) \cdot h = x \cdot gh \text{ for all } x \in X \text{ and } g, h \text{ in } M, \text{ this meaning that either both terms are defined and they are equal, or neither is defined.}
\end{align}
For \( x \in X \), we then put
\[
\text{Def}(x) = \{ g \in M \mid x \cdot g \text{ is defined} \}.
\]
The partial action is called \textit{proper} if, moreover,
\[
(1.4) \quad \text{For every finite subset } A \text{ of } M, \text{ there exists } x \text{ in } X \text{ such that } x \cdot g \text{ is defined for every } g \text{ in } A.
\]

In terms of the sets \( \text{Def}(x) \), (1.2), (1.3), and (1.4) respectively express as
\[
1 \in \text{Def}(x), \quad gh \in \text{Def}(x) \iff (g \in \text{Def}(x) \text{ and } h \in \text{Def}(x \cdot g)), \quad \forall A \text{ finite } \subseteq M \exists x \in X (A \subseteq \text{Def}(x)).
\]

An action of a monoid \( M \) in the standard sense, that is, an everywhere defined action, is a partial action, and, in this case, we have \( \text{Def}(x) = M \) for every \( x \in X \). A partial action may well be empty, that is, nowhere defined. However, this is impossible for a proper action, which we shall see behaves in many respects as an everywhere defined action.

\textbf{Example 1.5 (partial action).} Consider the braid monoid \( B_\infty^+ \) (Reference Structure 2, page 5). We obtain a (trivial) partial action of \( B_\infty^+ \) on \( \mathbb{N} \) by putting
\[
(1.6) \quad n \cdot g = n \text{ if } g \text{ lies in } B_n^+, \quad \text{and } n \cdot g \text{ undefined otherwise.}
\]

Indeed, for every \( n \), the unit braid \( 1 \) belongs to \( B_n^+ \), and, if \( g, h \) belong to \( B_n^+ \), so does the product \( gh \). This action is proper, since, for every finite family of positive braids \( g_1, \ldots, g_p \) in \( B_\infty^+ \), there exists \( n \) such that \( g_1, \ldots, g_p \) all lie in \( B_n \), and, therefore, \( n \cdot g_i \) is defined for every \( i \). The set \( \text{Def}(n) \) is then the submonoid \( B_n^+ \) of \( B_\infty^+ \).

A category naturally arises when a partial action of a monoid is given.

\textbf{Definition 1.7 (category \( \mathcal{C}_F(M,X) \)).} For \( F \) a partial action of a monoid \( M \) on a set \( X \), the category \textit{associated with} \( F \), denoted by \( \mathcal{C}_F(M,X) \), or simply \( \mathcal{C}(M,X) \), is as follows:
- The objects of \( \mathcal{C}_F(M,X) \) are the elements of \( X \);
- The elements of \( \mathcal{C}_F(M,X) \) are triples \( (x, g, y) \) with \( x \in X, g \in M \) such that \( x \cdot g \) is defined, and \( y = x \cdot g \);
- The source (resp. target) of \( (x, g, y) \) is \( x \) (resp. \( y \)), and the multiplication of \( (x, g, y) \) and \( (y, h, z) \) is \( (x, gh, z) \).

In practice, we shall use the same convention as in Chapters VIII and X and write \( x \xrightarrow{g} y \) for a triple \( (x, g, y) \). So, for instance, the category \( \mathcal{C}(B_\infty^+, \mathbb{N}) \) associated with the proper partial action \( (1.6) \) of \( B_\infty^+ \) on \( \mathbb{N} \) is the category whose objects are positive integers and whose elements are triples \( n \xrightarrow{g} n \) with \( g \) in \( B_n^+ \).

The category \( \mathcal{C}_F(M,X) \) is a sort of pointed version of the monoid \( M \) in which the action on \( X \) is made explicit. If the partial action \( F \) is proper, then, for every \( g \) in \( M \), there exists at least one element \( x \) for which \( x \cdot g \) is defined and, therefore, mapping \( x \xrightarrow{g} y \) to \( g \) provides a surjection of \( \mathcal{C}_F(M,X) \) onto \( M \) ("forgetful surjection").
We begin with a few observations about the categories $C_F(M,X)$ that are directly reminiscent of those about the conjugacy categories $Conj C$ in Chapter VIII. As in Chapter VIII, the first two entries in a triple $x \to y$ determine the third one, so we can write $x \to y$ with no ambiguity when there is no need to give a name to the last entry.

**Lemma 1.8.** Assume that $F$ is a partial action of a monoid $M$ on a set $X$.

(i) If the monoid $M$ is left-cancellative, then so is the category $C_F(M,X)$.

(ii) Conversely, if $F$ is proper and $C_F(M,X)$ is left-cancellative, then so is $M$.

The easy verification is left to the reader, as is the one of the next result:

**Lemma 1.9.** Assume that $F$ is a partial action of a monoid $M$ on a set $X$.

(i) Assume that $x \cdot g$ is defined. Then $y \cdot h \to x \cdot g$ holds in $C_F(M,X)$ if and only if we have $y = x$ and $h \leq g$ in $M$.

(ii) Assume that $x \cdot f$ and $x \cdot g$ are defined. Then $x \cdot h \to$ is a left-gcd of $x \cdot f$ and $x \cdot g$ in $C_F(M,X)$ if and only if $h$ is a left-gcd of $f$ and $g$ in $M$.

We refer to Exercise [105] for further easy preservation results between the monoid $M$ and the associated categories $C_F(M,X)$.

**1.2 Right-Garside sequences**

The example of the category $C(B^+_\infty, \mathbb{N})$ shows the interest of going from a monoid to a category. The monoid $B^+_\infty$ may contain no Garside element, since it has infinitely many atoms and no element may be a multiple of all atoms simultaneously. However, the partial action of (1.6) enables us to restrict to subsets $B^+_n$ (submonoids in the current case) for which Garside elements exist. So the category context allows one to capture the fact that $B^+_\infty$ has, in some sense, a local Garside structure. We now formalize this intuition in a general context. The natural idea is to consider, for every $x$ in the set $X$ on which the monoid $M$ acts, an element $\Delta_x$ playing the role of a Garside element for the subset $\text{Def}(x)$ of $M$ made by those elements that act on $x$.

**Definition 1.10 (right-Garside sequence).** If $M$ is a left-cancellative monoid and $F$ is a partial action of $M$ on a set $X$, a sequence $(\Delta_x)_{x \in X}$ of elements of $M$ is called a right-Garside sequence with respect to $F$ if

1. For every $x$ in $X$, the element $x \cdot \Delta_x$ is defined;
2. The monoid $M$ is generated by $\bigcup_{x \in X} \text{Div}(\Delta_x)$;
3. The relation $g \leq \Delta_x$ implies $\Delta_x \leq g \Delta_x \cdot g$;
4. For all $x$ and $g$ such that $x \cdot g$ is defined, $g$ and $\Delta_x$ admit a left-gcd;
5. For all $x, y$ in $X$, the set $\text{Div}(\Delta_x) \cap \text{Def}(y)$ is included in $\text{Div}(\Delta_y)$.

Right-Garside elements trivially give rise to right-Garside sequences:
Lemma 1.16. If $F$ is an everywhere defined partial action of a left-cancellative monoid $M$ on a set $X$, then a sequence $(\Delta_x)_{x \in X}$ is a right-Garside sequence in $M$ with respect to $F$ if and only if $\Delta_x$ is a right-Garside element for every $x$ and its $\equiv^*$-equivalence does not depend on $x$.

Proof. Owing to the assumption that $F$ is defined everywhere, (1.14) implies that $\text{Div}(\Delta_x)$ is included in $\text{Div}(\Delta_y)$ for all $x, y$. By symmetry, we deduce $\text{Div}(\Delta_x) = \text{Div}(\Delta_y)$, whence $\Delta_x \equiv^* \Delta_y$. Then, comparing (1.12)–(1.14) with (V.1.22)–(V.1.24) in Chapter V, we immediately see that $\Delta_x$ is a Garside element in $M$.

Conversely, it is equally easy that every sequence $(\Delta_x)_{x \in X}$ such that $\Delta_x$ is a Garside element for each $x$ and $\Delta_x \equiv^* \Delta_y$ holds for all $x, y$ satisfies (1.11)–(1.15). \qed

Of course, we shall be interested here in the case when the action is genuinely partial.

Example 1.17 (right-Garside sequence). Consider the braid monoid $B_\infty$ and its action on $\mathbb{N}$ as defined in (I.1.6). Let $\Delta_n$ be the Garside element of $B_n^+$ as defined in (1.16). Then $(\Delta_n)_{n \in \mathbb{N}}$ is a right-Garside sequence in $B_\infty^+$ with respect to the considered action. Everything is easy in this case, as the set $\text{Def}(n)$ is the braid monoid $B_n^+$, and the latter admits $\Delta_n$ as a (right)-Garside element. In particular, (1.15) is satisfied as the divisors of $\Delta_n$ have an intrinsic definition that does not depend on $n$, namely that any two strands cross at most once in any positive diagram that represent them.

For our current purpose, the point is the following connection between a right-Garside sequence in a monoid $M$ and a right-Garside map in the associated category $C_F(M, X)$.

Proposition 1.18 (right-Garside sequence). Assume that $M$ is a left-cancellative monoid with a partial action $F$ of $M$ on a set $X$.

(i) If $(\Delta_x)_{x \in X}$ is a right-Garside sequence in $M$ with respect to $F$, then the map $\Delta$ defined on $X$ by $\Delta(x) = x \xrightarrow{\Delta_x}-$ is a right-Garside map in $C_F(M, X)$ satisfying

\begin{equation}
\text{(1.19) } \text{If } x \xrightarrow{\Delta_x}- \text{ lies in } \text{Div}(\Delta), \text{ then so does } y \xrightarrow{\Delta_y}- \text{ whenever defined.}
\end{equation}

(ii) Conversely, if $F$ is proper and $\Delta$ is a right-Garside map in $C_F(M, X)$ satisfying (1.19), then $(\Delta_x)_{x \in X}$ is a right-Garside sequence in $M$, where, for $x$ in $X$, we define $\Delta_x$ to be the (unique) element of $M$ satisfying $\Delta(x) = x \xrightarrow{\Delta_x}-$.

Proof. (i) First, Lemma 1.8 implies that $C_F(M, X)$ is left-cancellative, so it makes sense to speak of a right-Garside family in $C_F(M, X)$. Next, for every $x$ in $X$, the source of $\Delta(x)$ is $x$, so $\Delta$ satisfies (V.1.19).

Then, by Lemma 1.9, $y \xrightarrow{\Delta_x}-$ - left-divides $\Delta(x)$ if and only if we have $y = x$ and $h \in \text{Div}(\Delta_x)$. Hence the family $\text{Div}(\Delta)$ in $C_F(M, X)$ is the family of all triples $x \xrightarrow{\Delta_y}-$ with $g$ in $\bigcup_{x \in X} \text{Div}(\Delta_x)$. Now let $x \xrightarrow{\Delta_y}-$ be an arbitrary element of $C_F(M, X)$. By assumption, $\bigcup_{x \in X} \text{Div}(\Delta_x)$ generates $M$. Hence there exists a decomposition $s_1|\cdots|s_p$ of $g$ such
that, for every $i$, there exists $y_i$ such that $s_i$ left-divides $\Delta(y_i)$. Now, by assumption, $x \cdot g$ is defined, hence so is $x \cdot s_1 \cdots s_i$ for every $i$. Let $x_0 = x$ and $x_i = x \cdot s_1 \cdots s_{i-1}$ for $i = 1, \ldots, p$. By assumption, we have $x_{i-1} \cdot s_i = x_i$ for every $i$. Moreover, by (1.15), the assumption that $g_i$ left-divides some element $\Delta(y_i)$ implies that is left-divides $\Delta x_{i-1}$ and, therefore, $x_{i-1} \xrightarrow{y} x_i$ is an element of $\operatorname{Div}(\Delta)$. Hence $\operatorname{Div}(\Delta)$ generates $C$, and $\Delta$ satisfies (V.1.19).

Assume now that $x \xrightarrow{y}$ right-divides $\Delta(y)$ in $\mathcal{C}_F(M,X)$. This means that there exists $y$ in $X$ and $f$ in $M$ satisfying $y \xrightarrow{f} x \xrightarrow{y}$. Then we have in particular $fg = \Delta y$. Then $f$ left-divides $\Delta y$, hence, by (1.15), we have $\Delta y \Leftarrow f \Delta y \cdot f$. That is, $fg \Leftarrow f \Delta y$. Left-cancelling $f$, we deduce $g \Leftarrow \Delta y$, whence $x \xrightarrow{y}$ - $\Delta(x)$. This shows that $\Delta$ satisfies (V.1.19).

Finally, let $x \xrightarrow{y}$ - be an element of $\mathcal{C}_F(M,X)$ with source $x$. Then, by definition, $x \cdot g$ is defined and, therefore, by (1.14), the elements $g$ and $\Delta x$ admit a left-gcd, say $s$. Then, by Lemma (1.9(ii)), $x \xrightarrow{g}$ - is a left-gcd of $x \xrightarrow{g}$ - and $\Delta(x)$ in $\mathcal{C}_F(M,X)$. So $\Delta$ satisfies (V.1.19) and, therefore, it is a right-Garside map in $\mathcal{C}_F(M,X)$.

For (1.19), assume that $x \xrightarrow{g}$ - belongs to $\operatorname{Div}(\Delta)$ and $y \xrightarrow{g}$ - is another element of $\mathcal{C}_F(M,X)$. By assumption, $g$ left-divides $\Delta y$, and it belongs to $\operatorname{Def}(y)$. Hence, by (1.15), $g$ left-divides $\Delta y$, and, therefore, $y \xrightarrow{g}$ - belongs to $\operatorname{Div}(\Delta)$ as well. So (1.19) is satisfied.

(ii) Let $x$ be an element of $X$. First, by definition, $\Delta(x)$ is an element of $\mathcal{C}_F(M,X)$ whose source is $x$, hence of the form $x \xrightarrow{g}$ - , so the definition of $\Delta x$ makes sense. Then, by construction, $x \cdot \Delta x$ is defined. Hence $(\Delta x)_{x \in X}$ satisfies (1.11).

Let $g$ be an element of $M$. As $F$ is proper, there exists $x$ in $X$ such that $x \cdot g$ is defined. Then $x \xrightarrow{g}$ - is an element of $\mathcal{C}_F(M,X)$. By assumption, $\operatorname{Div}(\Delta)$ generates the category, so there exists a decomposition $x_1 \xrightarrow{s_1} \cdots x_p \xrightarrow{s_p}$ - of $x \xrightarrow{g}$ - as a product of elements of $\operatorname{Div}(\Delta)$. Then, by construction, we have $g = s_1 \cdots s_p$, and each element $s_i$ belongs to $\bigcup_{x \in X} \operatorname{Div}(\Delta x)$. So $(\Delta x)_{x \in X}$ satisfies (1.12).

Next, assume $g \Leftarrow \Delta x$. Let $h$ satisfy $gh = \Delta x$, and let $y = x \cdot g$. In $\mathcal{C}_F(M,X)$, we have $x \xrightarrow{g} y \xrightarrow{\Delta(x)} = \Delta(x)$, so $y \xrightarrow{g} \Delta(x)$ lies in $\operatorname{Div}(\Delta)$. By assumption, $\Delta$ satisfies (V.1.15), so $y \xrightarrow{h} \Delta(x)$ must belong to $\operatorname{Div}(\Delta)$. The only possibility is that $y \xrightarrow{h} \Delta(x)$ left-divides $\Delta(y)$ in $\mathcal{C}_F(M,X)$, hence that $h$ left-divides $\Delta y$. It follows that $gh$, which is $\Delta(x)$, left-divides $g \Delta y$, that is, $(\Delta y)_{x \in X}$ satisfies (1.13).

Assume now that $x \cdot g$ is defined. Then, in $\mathcal{C}_F(M,X)$, the elements $x \xrightarrow{g}$ - and $\Delta(x)$ admits a left-gcd. By Lemma (1.9(ii)), the latter must be of the form $x \xrightarrow{s}$ - where $s$ is a left-gcd of $g$ and $\Delta x$ in $M$. So $(\Delta x)_{x \in X}$ satisfies (1.14).

Finally, assume that $g$ belongs to $\operatorname{Div}(\Delta x) \cap \operatorname{Def}(y)$. Then $x \xrightarrow{g}$ - is an element of $\operatorname{Div}(\Delta)$. On the other hand, $y \xrightarrow{g}$ - is another element of $\mathcal{C}_F(M,X)$ with middle entry $g$. By (1.19), this element must lie in $\operatorname{Div}(\Delta)$ as well, which means that $g$ must left-divide $\Delta y$. So $(\Delta x)_{x \in X}$ satisfies (1.15), and it is a right-Garside sequence in $M$. 

Note that Condition (1.15) is crucial in the above argument: otherwise, there would be no way to compose the elements of $\operatorname{Div}(\Delta)$. 


1.3 Derived notions

Proposition 1.18 shows that, if we have a right-Garside sequence in a monoid $M$ in connection with a partial action $F$ of $M$ on a set $X$, then we deduce a right-Garside map in the associated category $C_F(M,X)$, and, therefore, a distinguished Garside family in this category. The interest of the construction is that it also provides a Garside family in the initial monoid $M$.

**Proposition 1.20 (Garside family).** If $F$ is a proper partial action of a left-cancellative monoid $M$ on $X$ and $(\Delta_x)_{x \in X}$ is a right-Garside sequence in $M$ with respect to $F$, then $\bigcup_{x \in X} \text{Div}(\Delta_x)$ is a Garside family in $M$ that is closed under left-divisor.

**Proof.** Put $S = \bigcup_{x \in X} \text{Div}(\Delta_x)$. First, $S$ contains 1 and is closed under left-divisor by very definition. Next, by definition again, $S$ generates $M$ and it is closed under right-divisor. So, in order to apply Proposition IV.1.50(i) (recognizing Garside III), it suffices to prove that every element $g$ of $M$ has an $S$-head. Let $g$ be an arbitrary element of $M$. Since $F$ is assumed to be proper, there exists $x$ in $X$ such that $x \cdot g$ is defined. Let $s$ be a left-gcd of $g$ and $\Delta_x$, which exists by (1.14). Then $s$ left-divides $g$ and belongs to $S$. Now let $t$ be any element of $S$ that left-divides $g$. As $t \preceq g$ holds, $x \cdot t$ is defined, that is, $t$ lies in $\text{Def}(x)$. By (1.15), the assumption that $t$ lies in some set $\text{Div}(\Delta_y)$ implies that it lies in $\text{Div}(\Delta_x)$. Hence $t$ must left-divide $s$, and $s$ is an $S$-head of $g$. So $S$ is a Garside family in $M$.

It follows that, under the assumption that a right-Garside sequence exists in $M$, we obtain for the elements of $M$ normal decompositions with all the properties explained in Chapter V. However, in general, the Garside family provided by Proposition 1.20 need not be (right)-bounded: a typical example will be described in Section 3 below.

In addition to the existence of distinguished decompositions, we saw in Section V.1 that a right-Garside map implies the existence of common right-multiples. Using Proposition 1.18 we easily derive a similar result from the existence of a right-Garside sequence.

**Proposition 1.21 (common right-multiple).** Every left-cancellative monoid containing a right-Garside sequence with respect to a proper partial action necessarily admits common right-multiples.

**Proof.** Assume that $F$ is a proper partial action of $M$ on some set $X$ and $(\Delta_x)_{x \in X}$ is a right-Garside sequence in $M$ with respect to $F$. By Proposition 1.18 the category $C_F(M,X)$ admits a right-Garside map. Hence, by Corollary V.1.48 (common right-multiple), any two elements of $C_F(M,X)$ admit a common right-multiple. Let $f, g$ belong to $M$. As $F$ is assumed to be proper, there exists $x$ in $X$ such that $x \cdot f$ and $x \cdot g$ are defined. Then $x \overset{f}{\rightarrow} \cdot$ and $x \overset{g}{\rightarrow} \cdot$ are elements of $C_F(M,X)$ that share the same source, hence they admit a common right-multiple, say $x \overset{h}{\rightarrow} \cdot$. Then, by construction, $h$ must be a common right-multiple of $f$ and $g$ in $M$. 

\[\square\]
One of the main tools deriving from a (right)-Garside map $\Delta$ is the associated functor $\phi_{\Delta}$, hereafter written $\phi$. In the case of a right-Garside sequence, we similarly obtain a sort of local endomorphism. Once again, we can appeal to the category $\mathcal{CF}(M,X)$.

**Proposition 1.22 (map $\phi_x$).** Assume that $M$ is a left-cancellative monoid, $F$ is a proper partial action of $M$ on $X$, and $(\Delta_x)_{x \in X}$ is a right-Garside sequence in $M$. Then, for all $x$ in $X$ and $y$ in $M$ such that $x \cdot y$ is defined, $\Delta_x \preceq g \Delta_{x \cdot y}$ holds and, if we define $\phi_x(g)$ to be $g \Delta_{x \cdot y} \equiv \Delta_x \phi_x(g)$, then the equality

\[
\phi_x(gh) = \phi_x(g)\phi_{x,y}(h).
\]

holds whenever $x \cdot gh$ is defined. Moreover, we have $\phi_x(\Delta_x) = \Delta_{\phi(x)}$.

**Proof.** Let $\Delta$ be the right-Garside map on $\mathcal{CF}(M,X)$ provided by Proposition 1.20. Then, by construction, $\phi_x(g)$ is the unique element of $M$ satisfying

\[
\phi_{\Delta}(x \Delta_y y) = \phi(x) \phi_{\Delta}(g) = \phi_y.
\]

Then it suffices to translate the results of Proposition V.1.28 (functor $\phi_{\Delta}$) for the associated functor $\phi_{\Delta}$ in terms of $\phi_x$.

Relation (1.23) is illustrated in the commutative diagram shown on the right. Note that, if the action is defined everywhere and the $\Delta$-sequence is constant, $\phi_x$ does not depend on $x$ and it is an endomorphism of the ambient monoid, but this need not be the case for an arbitrary partial action.

Finally, we conclude with a sort of local version of Lemma 1.16.

**Proposition 1.25 (local delta).** Assume that $F$ is a partial action of a left-cancellative monoid $M$ on a set $X$ and $x_0$ is an element of $X$ such that

\[
x_0 \cdot gh \text{ is defined if and only if } x_0 \cdot g \text{ and } x_0 \cdot h \text{ are defined}.
\]

(i) The set $\text{Def}(x_0)$ is a left-cancellative submonoid of $M$ that is closed under left- and right-divisor.

(ii) If $(\Delta_x)_{x \in X}$ is a right-Garside sequence in $M$ with respect to $F$, then $\Delta_{x_0}$ is a right-Garside element in the monoid $\text{Def}(x_0)$.

**Proof.** (i) Put $M_0 = \text{Def}(x_0)$. First, 1 belongs to $M_0$ by (1.2). Then (1.26) implies that the product of two elements of $M_0$ belongs to $M_0$. Hence, $M_0$ is a submonoid of $M$. It is left-cancellative as a counter-example to left-cancellativity in $M$ would be a counter-example in $M$. The closure properties are clear since $gh \in M_0$ implies both $g \in M_0$ and $h \in M_0$.

(ii) First, $\Delta_{x_0}$ belongs to $M_0$ by (1.11). Next, let $g$ be an arbitrary element of $M_0$. By (1.11), we can write $g = s_1 \cdots s_p$ with $s_1, \ldots, s_p$ in $\bigcup_x \text{Div}(\Delta_x)$. Then (1.26) implies that $x_0 \cdot s_i$ is defined for every $i$, and (1.15) then implies that $s_i$ lies in $\text{Div}(\Delta_{x_0})$. This
shows that $\text{Div}(\Delta_{x_0})$, which is included in $M_0$, is generates $M_0$. So $\Delta_{x_0}$ satisfies (V.1.22) in $M_0$.

Next, assume $fg = \Delta_{x_0}$. By (1.26), the element $g$ belongs to $M_0$. As $(\Delta_x)_{x \in X}$ is a right-Garside sequence in $M$, there exists $y$ such that $g$ left-divides $\Delta_y$, and (1.15) then implies that $g$ left-divides $\Delta_{x_0}$. In other words, $\overline{\text{Div}}(\Delta_{x_0})$ is included in $\text{Div}(\Delta_{x_0})$, and $\Delta_{x_0}$ satisfies (V.1.23) in $M_0$.

Finally, assume $g \in M_0$. Then $x_0 \cdot g$ is defined, so, by (1.15), the elements $g$ and $\Delta_{x_0}$ admit a left-gcd in $M$, say $s$. Assume $g = sg'$ and $\Delta_{x_0} = sh$. First, (1.26) implies that $s$, $g'$, and $h$ belong to $M_0$. So $s$ is a common left-divisor of $g'$ and $\Delta_{x_0}$ in $M_0$. Moreover, if $t$ is a common left-divisor of $g$ and $\Delta_{x_0}$ in $M_0$, then it is a common left-divisor in $M$ as well, hence it must left-divide $s$. So $s$ is a left-gcd of $g$ and $\Delta_{x_0}$ in $M_0$, and $\Delta_{x_0}$ satisfies (V.1.24). Hence it is a right-Garside element in $M_0$.

We stop with general results here. It should be clear that what was made above for right-Garside elements could be made for Garside elements as well. However, we shall not go into this direction here, as it is not relevant for the sequel of this chapter.

2 LD-expansions and the category $LD_0$

We now turn to the specific case of left self-distributivity. Our exposition is centered around the notion of an LD-expansion, which corresponds to applying the LD-law in the expanding direction. In this way, arise a poset and, more relevant in our current approach, a category. The main technical result is that this category $LD_0$ admits a map $\Delta_0$ that is close to be a right-Garside map. However, one of the ingredients for a genuine right-Garside map is missing: as we shall see subsequently, this is one of the many forms of the Embedding Conjecture.

The section is organized as follows. The LD-law and the notion of an LD-system are introduced in Subsection 2.1. Next, in Subsection 2.2, we define the partial ordering of terms provided by LD-expansions and sketch a proof of the result that any two LD-equivalent terms admit a common LD-expansion. In Subsection 2.3, we introduce the category $LD_0$ naturally associated with the partial ordering of LD-expansions and show the existence of a map $\Delta_0$ that is nearly a right-Garside map on $LD_0$. Finally, in Subsection 2.4, we give an intrinsic characterization of those LD-expansions that left-divide $\Delta_0$ in the category $LD_0$.

2.1 Free LD-systems

We recall that LD refers to the left self-distributivity law $x(yz) = (xy)(xz)$. An algebraic structure consisting of a set equipped with a binary operation satisfying (LD) will be called an LD-system.

Example 2.1 (LD-system). If $X$ is any set and $f$ any map of $X$ to itself, then the operation $\ast$ defined on $X$ by $x \ast y = f(y)$ satisfies the LD-law, and, therefore, $(X, \ast)$ is a
(trivial) LD-system.

If \( R \) is a ring and \( V \) is an \( R \)-module, then, for \( t \) in \( R \), the operation \( * \) defined on \( V \) by \( x * y = (1 - t)x + ty \) satisfies the LD-law, so \((V, *)\) is an LD-system.

If \( G \) is a group, then the conjugacy operation defined on \( G \) by \( x * y = yxy^{-1} \) satisfies the LD-law, so \((G, *)\) is an LD-system.

Up to a few variants, the last two families complete the description of what can be called classical LD-systems. Note that, in both case, the idempotency law \( xx = x \) is satisfied. An example of a completely different type involves the braid group \( \mathcal{B}_\infty \) (Reference Structure[2] page[5]). Indeed, let \( \sigma_i \) be the endomorphism of \( \mathcal{B}_\infty \) that maps \( \sigma_i \) to \( \sigma_{i+1} \) for every \( i \). Then the operation \( * \) defined on \( \mathcal{B}_\infty \) by \( x * y = x \sigma_i(y) \sigma_i(x)^{-1} \) satisfies the LD-law, so \((\mathcal{B}_\infty, *)\) is an LD-system. As \( 1 * 1 = \sigma_1 \) holds, the LD-system \((\mathcal{B}_\infty, *)\) is not idempotent.

In the sequel, we shall investigate particular LD-systems, namely free LD-systems. In the case of the LD-law as, more generally, in the case of every algebraic law or family of algebraic laws, free systems are the universal objects in the associated variety; they can be described uniformly as quotients of absolutely free structures under convenient congruences.

**Definition 2.2 (term).** For \( n \geq 1 \), we define \( \mathcal{T}_n \) to be the set of all (well-formed) bracketed expressions involving variables \( x_1, \ldots, x_n \), that is, the closure of \( \{x_1, \ldots, x_n\} \) under the operation \( ^\wedge \) defined by \( T_1 \wedge T_2 = (T_1)(T_2) \). We use \( \mathcal{T} \) for the union of all sets \( \mathcal{T}_n \). The elements of \( \mathcal{T} \) are called terms. The size \( \mu(T) \) of a term \( T \) is the number of brackets in \( T \) divided by four.

Typical terms are \( x_1 \), which has size zero, \( x_2 \wedge x_1 \), which, by definition, is \( (x_2)(x_1) \) and has size one, and \( x_3 \wedge (x_3 \wedge x_1) \), which, by definition, is \( (x_3)((x_3)(x_1)) \) and has size two. It is convenient to think of terms as of rooted binary trees with leaves indexed by variables: the trees associated with the previous terms are \( x_1, x_2 \wedge x_1, \) and \( x_3 \wedge (x_3 \wedge x_1) \), respectively. The size of a term is the number of internal nodes in the tree associated with \( T \), which is also the number of leaves diminished by one. Then \((\mathcal{T}_n, \wedge)\) is the absolutely free system (or algebra) generated by \( x_1, \ldots, x_n \), and every binary system generated by \( n \) elements is a quotient of \((\mathcal{T}_n, \wedge)\). So is in particular the free LD-system of rank \( n \).

**Definition 2.3 (LD-equivalence).** We denote by \( =_{LD} \), the least congruence (that is, equivalence relation compatible with the product) on \((\mathcal{T}_n, \wedge)\) that contains all pairs of the form 

\[
(T_1 \wedge (T_2 \wedge T_3), (T_1 \wedge T_2)^ \wedge (T_1 \wedge T_3)).
\]

Two terms \( T, T' \) satisfying \( T =_{LD} T' \) are called LD-equivalent.

The following result is then standard.

**Proposition 2.4 (free LD-system).** For every \( n \), the binary system \((\mathcal{T}_n, =_{LD}, \wedge)\) is a free LD-system based on \( \{x_1, \ldots, x_n\} \).
2.2 LD-expansions

The LD-equivalence relation \(=_{LD}\) is a complicated relation, about which some basic questions remain open. In order to investigate it, it is useful to introduce the subrelation that corresponds to applying the LD-law in one direction only.

**Definition 2.5 (LD-expansion).** For \(T, T'\) terms, we say that \(T'\) is an atomic LD-expansion of \(T\) if \(T'\) is obtained from \(T\) by replacing some subterm of the form \(T_1 \wedge (T_2 \wedge T_3)\) with the corresponding term \((T_1 \wedge T_2) \wedge (T_1 \wedge T_3)\). We say that \(T'\) is an LD-expansion of \(T\), written \(T \leq_{LD} T'\), if there exists a finite sequence of terms \(T_0, ..., T_p\) satisfying \(T_0 = T\), \(T_p = T'\), and, for every \(i\), the term \(T_i\) is an atomic LD-expansion of \(T_{i-1}\).

By definition, being an LD-expansion implies being LD-equivalent, but the converse is not true. For instance, the term \((x^i \wedge x) \wedge (x^i \wedge x)\) is an (atomic) LD-expansion of \(x^i \wedge (x^i \wedge x)\), but the latter is not an LD-expansion of the former. However, the relation \(=_{LD}\) is generated by \(\leq_{LD}\) in the sense that two terms \(T, T'\) are LD-equivalent if and only if there exists a finite zigzag \(T_0, T_1, ..., T_{2p}\) satisfying \(T_0 = T, T_{2p} = T'\), and \(T_i \leq_{LD} T_i \geq_{LD} T_{i+1}\) for each odd \(i\). The first nontrivial result about LD-equivalence is that zigzags may always be assumed to have length two.

**Proposition 2.6 (confluence).** Two terms are LD-equivalent if and only if they admit a common LD-expansion.

This result is similar to the property that, if any two elements of a monoid \(M\) admit a common right-multiple, then every element in the enveloping group of \(M\) can be expressed as a fraction of the form \(gh^{-1}\) with \(g, h\) in \(M\). Proposition 2.6 plays a fundamental role in the sequel, and we need to explain some elements of its proof.

**Definition 2.7 (dilatation).** A binary operation \(^\wedge\) on terms is recursively defined by

\[
(2.8) \quad T^{\wedge} x_i = T^\wedge x_i, \quad T^{\wedge} (T_1 \wedge T_2) = (T^\wedge T_1) \wedge (T^\wedge T_2).
\]

Next, for each term \(T\), the term \(\phi(T)\) is recursively defined by

\[
(2.9) \quad \phi(x_i) = x_i, \quad \phi(T_1 \wedge T_2) = \phi(T_1)^\wedge \phi(T_2).
\]

An easy induction shows that \(T^{\wedge} T'\) is the term obtained by distributing \(T\) everywhere in \(T'\), this meaning replacing each variable \(x_i\) with \(T^\wedge x_i\). Then \(\phi(T)\) is the image of \(T\) when \(\wedge\) is replaced with \(^\wedge\) everywhere in the unique expression of \(T\) in terms of variables.

Examples are given in Figure 1. A straightforward induction shows that \(T^{\wedge} T'\) is always an LD-expansion of \(T'\) and, therefore, that \(\phi(T)\) is an LD-expansion of \(T\).

The main step for establishing Proposition 2.6 consists in proving that \(\phi(T)\) plays with respect to atomic LD-expansions a role similar to Garside’s fundamental braid \(\Delta_n\) with respect to Artin’s generators \(\sigma_i\) in the braid monoid \(B_{\infty}\)—which makes it natural to call \(\phi(T)\) the fundamental LD-expansion of \(T\).

**Lemma 2.10.** [77] Lemmas V.3.11 and V.3.12] (i) The term \(\phi(T)\) is an LD-expansion of every atomic LD-expansion of \(T\).

(ii) If \(T'\) is an LD-expansion of \(T\), then \(\phi(T')\) is an LD-expansion of \(\phi(T)\).

(iii) The map \(\phi\) is injective.
The fundamental LD-expansion $\phi(T)$ of a term $T$, recursive definition: $\phi(T_1 \land T_2)$ is obtained by distributing $\phi(T_1)$ everywhere in $\phi(T_2)$.

\[
\phi \left( \begin{array}{c}
T_1 \\
T_2
\end{array} \right) = \phi(T_2)
\]

Figure 1. The fundamental LD-expansion $\phi(T)$ of a term $T$, recursive definition: $\phi(T_1 \land T_2)$ is obtained by distributing $\phi(T_1)$ everywhere in $\phi(T_2)$.

The case of (ii) is similar.

Proof (sketch). In each case, one uses induction on the size of $T$. Here is a typical case for (i). Assume $T = T_1 \land (T_2 \land T_3)$ and $T' = (T_1 \land T_2) \land (T_1 \land T_3)$. Using the fact that $\phi(T) \geq_{LD} T$ always holds, we find

$$\phi(T) = \phi(T_1) \land \phi(T_2 \land T_3) \geq_{LD} T_1 \land (T_2 \land T_3) = (T_1 \land T_2) \land (T_1 \land T_3) = T'.$$

The case of (ii) is similar.

Let us go into more details for (iii). The aim is to show using induction on the size of $T$ that $\phi(T)$ determines $T$. The result is obvious if $T$ has size 0. Assume now $T = T_0 \land T_1$. By construction, the term $\phi(T)$ is obtained by substituting every variable $x_i$ occurring in the term $\phi(T_1)$ with the term $\phi(T_0) \land x_i$. Hence $\phi(T_0)$ is the $1^{n-10}$th subterm of $\phi(T)$ (see Definition 2.11 below), where $n$ is the common right-height of $T$ and $\phi(T)$. From there, $\phi(T_1)$ can be recovered by replacing the subterms $\phi(T_0) \land x_i$ of $\phi(T)$ by $x_i$. Then, by induction hypothesis, $T_0$ and $T_1$, hence $T$, can be recovered from $\phi(T_1)$ and $\phi(T_0)$.

Proof of Proposition 2.6 (sketch). One uses induction on the size of the involved terms. Once Lemma 2.10 is established, an easy induction on $m$ shows that, if there exists a length $m$ sequence of atomic LD-expansions connecting $T$ to $T'$, then $\phi^m(T)$ is an LD-expansion of $T'$. Then a final induction on the length of a zigzag connecting $T$ to $T'$ shows that, if $T$ and $T'$ are LD-equivalent, then $\phi^m(T)$ is an LD-expansion of $T'$ for sufficiently large $m$, namely for $m$ at least equal to the number of zag’s in the zigzag.

By construction, the relation $\leq_{LD}$ is a partial ordering on the set $T$ of all terms. Indeed, it is reflexive and transitive by definition, and, as every LD-expansion that is not the identity increases the size of the tree, we may have $T \leq_{LD} T'$ and $T' \leq_{LD} T$ simultaneously only for $T = T'$.

Question 2.11 (lattice). Is $(T, \leq_{LD})$ an upper semilattice, that is, do every two terms that admit a common upper bound with respect to $\leq_{LD}$ admit a least upper bound?

By Proposition 2.6 two terms are LD-equivalent if and only if they admit a common $\leq_{LD}$-upper bound. So Question 2.11 asks whether any two LD-equivalent terms admit a smallest common LD-expansion. We shall return on it in Section 3 below.
2.3 The category $\mathcal{LD}_0$

We now make the Hasse diagram of the partial ordering $\leq_{\mathcal{LD}}$ into a category.

**Definition 2.12 (category $\mathcal{LD}_0$).** We let $\mathcal{LD}_0$ be the category whose objects are terms, and whose elements are pairs of terms $(T,T')$ satisfying $T \leq_{\mathcal{LD}} T'$, the source (resp. target) of $(T,T')$ being $T$ (resp. $T'$). For a term $T$ a term, we put $\Delta_0(T) = (T,\phi(T))$.

Note that the definition of the source and target imposes that the product of $(T,T')$ and $(T',T'')$ necessarily is $(T,T'')$.

**Proposition 2.13 (category $\mathcal{LD}_0$).** (i) The category $\mathcal{LD}_0$ is cancellative.

(ii) Two elements of $\mathcal{LD}_0$ with the same source have a common right-multiple.

(iii) The category $\mathcal{LD}_0$ is strongly Noetherian; the atoms of $\mathcal{LD}_0$ are the pairs $(T,T')$ with $T'$ an atomic LD-expansion of $T$.

(iv) The map $\Delta_0$ satisfies (V.1.16)–(V.1.18) from the definition of a right-Garside map; if the answer to Question 2.11 is positive, $\Delta_0$ is a right-Garside map in $\mathcal{LD}_0$.

**Proof.** (i) Cancellativity is obvious from the construction. Indeed, assume $fg = fg'$ in $\mathcal{LD}_0$. This means that there exist terms $T,T',T''$ satisfying $f = (T,T')$, $g = (T',T'')$, and the only possibility is then $g' = (T',T'')$.

(ii) The existence of common right-multiples if a consequence (actually a restatement) of Proposition 2.6. Indeed, $g,g'$ sharing the same source means that there exist $T,T',T''$ such that $T'$ and $T''$ are LD-expansions of $T$ and we have $g = (T,T')$ and $g' = (T,T'')$. By Proposition 2.6 $T'$ and $T''$ admit a common LD-expansion $T'''$ and, then, $(T,T''')$ is a common right-multiple of $g$ and $g'$ in $\mathcal{LD}_0$.

(iii) Put $\lambda((T,T')) = \mu(T') - \mu(T)$, where we recall $\mu(T)$ denotes the size of $T$. Then $\lambda$ is $\mathbb{N}$-valued since an LD-expansion cannot decrease the size. Moreover, if $T'$ is an atomic LD-expansion of $T$, hence whenever $T'$ is any nontrivial LD-expansion of $T$. It follows that $\lambda$ is an $\mathbb{N}$-valued Noetherian witness for $\mathcal{LD}_0$. Moreover, if $T'$ is an atomic LD-expansion of $T$, then $T'$ is an immediate successor of $T$ with respect to $\leq_{\mathcal{LD}}$, so $(T,T')$ is an atom of $\mathcal{LD}_0$. Conversely, if $T'$ is an LD-expansion of $T$ that is not atomic, there exists $T''$ such that $(T,T') = (T,T'')(T'',T')$ holds in $\mathcal{LD}_0$ and, therefore, $(T,T')$ is not an atom.

(iv) By definition, $\Delta_0$ is a map of $\mathcal{T}$, that is, of $\mathcal{Ob}(\mathcal{LD}_0)$, to $\mathcal{LD}_0$ and, for every term $T$, the source of $\Delta_0(T)$ is $T$. So $\Delta_0$ satisfies Condition (V.1.16).

Next, let $(T,T')$ be any element of $\mathcal{LD}_0$. By definition (or by Noetherianity), there exists at an atomic LD-expansion $T''$ of $T$ such that $(T,T'')$ left-divides $(T,T')$ in $\mathcal{LD}_0$, that is, $T'' \leq_{\mathcal{LD}} T'$ holds. Then, by Lemma 2.10(i), $\phi(T)$ is an LD-expansion of $T''$, that is, $(T,T'')$ left-divides $\Delta_0(T)$ in $\mathcal{LD}_0$. This shows that every element of $\mathcal{LD}_0$ is left-divisible by an element of $\mathcal{Div}(\Delta_0)$. By (iii) $\mathcal{LD}_0$ is Noetherian, so, by Lemma II.2.57 this is enough to conclude that $\mathcal{Div}(\Delta_0)$ generates $\mathcal{LD}_0$. Hence $\Delta_0$ satisfies Condition (V.1.17).

Assume now that $g$ right-divides $\Delta_0(T)$ in $\mathcal{LD}_0$. This means that there exists $f$ satisfying $fg = \Delta_0(T)$, hence there exists an LD-expansion $T'$ of $T$ such that $f$ is $(T,T')$ and $g$ is $(T',\phi(T))$. Then, by Lemma 2.10(ii), $\phi(T')$ is an LD-expansion of $\phi(T)$. Hence we have $g = (T',\phi(T)) \leq (T',\phi(T')) = \Delta_0(T')$, that is, $g$ belongs to $\mathcal{Div}(\Delta_0)$. Hence $\Delta_0$ satisfies Condition (V.1.18).
Finally, assume that the answer to Question 2.11 is positive. Then $\mathcal{LD}_0$ admits conditional right-lcms. As it is Noetherian, it then admits left-gcds. Hence, for every term $T$ and every LD-expansion $T'$ of $T$, the elements $(T, T')$ and $\Delta_0(T)$ admit a left-gcd. Hence $\Delta_0$ satisfies Condition (V.I.19) and, therefore, it is a right-Garside map in $\mathcal{LD}_0$. \qed

Remark 2.14. In any case, $\Delta_0$ is not a Garside map in $\mathcal{LD}_0$. Indeed, $\Delta_0$ is target-injective as, according to Lemma 2.10(iii), $T \neq T'$ implies $\phi(T) \neq \phi(T')$. But $\text{Div}(\Delta_0)$ is certainly not equal to $\text{Div}(\Delta_0)$ since the mapping $\phi$ is not surjective on $\mathcal{T}$: for instance, for $T_0 = x^\wedge(x^\wedge x)$, no term $T$ may satisfy $\phi(T) = T_0$ and, therefore, the pair $(T_0, T_0)$ is an element of $\text{Div}(\Delta_0)$ that does not lie in $\text{Div}(\Delta_0)$.

### 2.4 Simple LD-expansions

For every term $T$, the LD-expansions of $T$ that lie below $\phi(T)$, that is, the terms $T'$ that satisfy $T \leq_{\text{LD}} T' \leq_{\text{LD}} \phi(T)$, turn out to admit a simple intrinsic characterization. Such terms will play an important role in the sequel, namely that of simple braids, that is, braid dividing $\Delta_0$, and we describe them now.

**Definition 2.15 (simple LD-expansion).** If $T$, $T'$ are terms, we say that $T'$ is a simple LD-expansion of $T$ if $T \leq_{\text{LD}} T' \leq_{\text{LD}} \phi(T)$ holds.

In order to state the announced characterization of simple LD-expansions, we introduce the covering relation, a geometric notion involving the names and the positions of variables occurring in a term. We recall that a sequence of variables $x_1, x_2, \ldots$ has been fixed and $\mathcal{T}$ denotes the set of all terms built from these variables.

**Definition 2.16 (injective, semi-injective, covering).** A term $T$ of $\mathcal{T}$ is called injective if no variable $x_i$ occurs twice or more in $T$. It is called semi-injective if no variable $x_i$ occurring in $T$ covers itself, where $x_i$ covers $x_j$ in $T$ if there exists a subterm $T''$ of $T$ such that $x_i$ is the rightmost variable in $T''$ and $x_j$ occurs at some other position in $T''$.

**Example 2.17 (injective, semi-injective, covering).** Consider the terms $T = x_1^\wedge(x_2^\wedge x_3)$, $T' = (x_1^\wedge x_2)^\wedge(x_1^\wedge x_3)$, and $T'' = ((x_1^\wedge x_2)^\wedge x_1)^\wedge((x_1^\wedge x_2)^\wedge x_3)$. Then $T'$ is an atomic LD-expansion of $T$, and $T''$ is an atomic LD-expansion of $T'$. Then we have

![Diagram](image)

The term $T$ is injective: each variable $x_1, x_2, x_3$ occurs once, and none is repeated. On the other hand, $T'$ is not injective, as $x_1$ occurs twice. However $T'$ is semi-injective, as the second occurrence of $x_1$ does not cover the first one: there is no subterm of $T'$ ending with $x_1$ and containing another occurrence of $x_1$. By contrast, $T''$ is not semi-injective: its left subterm is $(x_1^\wedge x_2)^\wedge x_1$ (in grey), ends with $x_1$ (underlined) and contains another occurrence of $x_1$. So $x_1$ covers itself in $T''$. 


Proposition 2.18 (simple LD-expansion). \[77\text{ Lemma VIII.5.8} \] If $T$ is an injective term and $T'$ is an LD-expansion of $T$, then the following are equivalent:

(i) The term $T'$ is a simple LD-expansion of $T$;

(ii) The term $T'$ is semi-injective.

Proof (sketch). The preliminary observation is that an LD-expansion can only add covering: if $x_i$ covers $x_j$ in $T$, then $x_i$ covers $x_j$ in every LD-expansion of $T$. Then a relatively simple induction on $T$ shows that $\phi(T)$ is a semi-injective LD-expansion of $T$, and one easily deduces that (i) implies (ii).

For the other direction, one shows that $\phi(T)$ is a maximal semi-injective LD-expansion of $T$, that is, no proper LD-expansion of $\phi(T)$ is semi-injective. Then the point is that, if $T_0$ is a semi-injective term and $T_1, T_2$ are semi-injective LD-expansions of $T_0$, then there must exist a semi-injective term $T_3$ that is an LD-expansion both of $T_1$ and $T_2$: one first shows the result when $T_1$ and $T_2$ are atomic expansions of $T_0$ by exhaustively considering all possible cases, and then uses an induction to treat the case of arbitrary expansions. Now, assume that $T'$ is a semi-injective LD-expansion of $T$. Then $\phi(T)$ is another semi-injective LD-expansion of $T$, so, by the above result, there must exist a semi-injective term $T''$ that is an LD-expansion both of $T'$ and $\phi(T)$. Now, as no proper LD-expansion of $\phi(T)$ is semi-injective, the only possibility is that $T''$ equals $\phi(T)$, that is, $\phi(T)$ is an LD-expansion of $T'$. Hence $T'$ is a simple LD-expansion of $T$.

3 Labeled LD-expansions and the category $LD$

At this point, we obtained a category $LD_0$ that describes LD-expansions, but its study remains incomplete in that we do not know about the possible existence of right-lcms in $LD_0$, or, equivalently, about whether the map $\Delta_0$ is a right-Garside map in $LD_0$. Our strategy for going further consists in becoming more precise and considering labeled LD-expansions, which are LD-expansions plus explicit descriptions of the way the expansion is performed. This approach relies on introducing a certain monoid $M_{LD}$ whose elements can be used to specify LD-expansions.

The section is organized as follows. In Subsection 3.1, we introduce the operators $\Sigma_\alpha$, which correspond to performing an LD-expansion at a specified position in a term. Next, in Subsection 3.2, we study the relations that connect the various operators $\Sigma_\alpha$ and we are led to introducing a certain monoid $M_{LD}$. In Subsection 3.3, we define the notion of a labeled LD-expansion, introduce the associated category $LD$, and show that it admits a natural right-Garside map. Finally, we discuss the Embedding Conjecture, which claims that the categories $LD_0$ and $LD$ are isomorphic, in Subsection 3.4.

3.1 The operators $\Sigma_\alpha$

By definition, applying the LD-law to a term $T$ means selecting some subterm of $T$ and replacing it with a new, LD-equivalent term. When terms are viewed as binary rooted trees,
the position of a subterm can be specified by describing the path that connects the root of the tree to the root of the considered subtree, hence by a finite sequence of 0s and 1s, according to the convention that 0 means “forking to the left” and 1 means “forking to the right”. Hereafter, we use $A$ for the set of such sequences, which we call addresses, and $\emptyset$ for the empty address, which corresponds to the position of the root in a tree.

**Definition 3.1 (subterm, skeleton).** For $T$ a term and $\alpha$ an address, we denote by $T_{/\alpha}$ the subterm of $T$ whose root has address $\alpha$, if it exists, that is, if $\alpha$ is short enough. The skeleton of $T$ is the set of all addresses $\alpha$ such that $T_{/\alpha}$ exists.

So, for instance, if $T$ is the tree $x_1 \land (x_2 \land x_3)$, we have $T_{/0} = x_1$, $T_{/10} = x_2$, whereas $T_{/00}$ is not defined, and $T_{/\emptyset} = T$ holds, as it holds for every term. The skeleton of $T$ consists of the five addresses $\emptyset$, 0, 1, 10, and 11.

**Definition 3.2 (operator $\Sigma_\alpha$).** (See Figure 3.) We say that $T'$ is the $\Sigma_\alpha$-expansion of $T$ at $\alpha$, written $T' = T \cdot \Sigma_\alpha$, if $T'$ is the atomic LD-expansion of $T$ obtained by applying the LD-law in the expanding direction at the position $\alpha$, that is, replacing the subterm $T_{/\alpha}$, supposed to have the form $T_1 \land (T_2 \land T_3)$, with the corresponding term $(T_1 \land T_2) \land (T_1 \land T_3)$.

![Figure 3. Action of $\Sigma_\alpha$ to a term $T$: the LD-law is applied to expand $T$ at position $\alpha$, that is, to replace the subterm $T_{/\alpha}$, which is $T_{/00}(T_{/10} \land T_{/11})$, with $(T_{/00} \land T_{/10} \land T_{/11})$; in other words, the light grey subtree is duplicated and distributed to the left of the dark grey and black subtrees.](image)

By construction, every atomic LD-expansion is a $\Sigma_\alpha$-expansion for a unique $\alpha$. Note that $T \cdot \Sigma_\alpha$ need not be defined for all $T$ and $\alpha$: it is defined if and only if the subterm $T_{/\alpha}$ is defined and it can be expressed as $T_1 \land (T_2 \land T_3)$. The latter condition amounts (in particular) to $T_{/00}$ being defined, so $T \cdot \Sigma_\alpha$ is defined if and only if $T_{/00}$ is.

The idea now is to use the letters $\Sigma_\alpha$ as labels for LD-expansions. As arbitrary LD-expansions are compositions of finitely many atomic LD-expansions, hence of operators $\Sigma_\alpha$, it is natural to use finite sequences of letters $\Sigma_\alpha$, that is, words, to label LD-expansions. Hereafter, a word in the alphabet $\{\Sigma_\alpha | \alpha \in A\}$ will be called a $\Sigma$-word.

**Definition 3.3 (action).** For $T$ a term and $w$ a $\Sigma$-word, say $w = \Sigma_\alpha_1 | \cdots | \Sigma_\alpha_p$, we define $T \cdot w$ to be $((T \cdot \Sigma_\alpha_1) \cdot \Sigma_\alpha_2) \cdots \cdot \Sigma_\alpha_p$ if the latter is defined.
In this way, we obtain a partial action of $\Sigma$-words, hence a partial action of the free monoid $\{\Sigma_\alpha \mid \alpha \in \mathbb{A}\}^*$, on $\mathcal{T}$, in the sense of Definition 3.2. This action is directly connected with the notion of an LD-expansion, and a technically significant point is that it is proper and that the domains of definition can be specified precisely. The next result summarizes the needed results. A map $\sigma : \{x_i \mid i \in \mathbb{N}\} \to \mathcal{T}$ is called a substitution; if $T$ is a term and $\sigma$ is a substitution, we denote by $T^\sigma$ the term obtained from $T$ by applying $\sigma$ to every occurrence of variable in $T$, that is, substituting $x_i$ with $\sigma(x_i)$ everywhere.

**Lemma 3.4.** (i) A term $T'$ is an LD-expansion of a term $T$ if and only if there exists a $\Sigma$-word $w$ satisfying $T' = T \cdot w$.

(ii) For every $\Sigma$-word $w$, there exists a pair of terms $(T_w^-, T_w^+)$ such that $T_w^-$ is injective and, for every term $T$, the term $T \cdot w$ is defined if and only if there exists a substitution $\sigma$ such that $T$ is $(T_w^+)^\sigma$, in which case $T \cdot w$ is $(T_w^+)^\sigma$.

(iii) The partial action of $\{\Sigma_\alpha \mid \alpha \in \mathbb{A}\}^*$ on terms is proper.

*Proof (sketch).* Point (i) is obvious as, by definition, $T'$ is an LD-expansion of $T$ if and only if there exists a finite sequence of atomic LD-expansions connecting $T$ to $T'$.

For (ii), one uses induction on the length of $w$. If $w$ is empty, the result is clear with $T_w^- = T_w^+ = x_1$. Assume now that $w$ has length one, say $w = \Sigma_\alpha$. For $\alpha = \emptyset$, the result is clear with $T_w^- = x_1 \wedge (x_2 \wedge x_3)$ and $T_w^+ = (x_1 \wedge x_2) \wedge (x_1 \wedge x_3)$. Then we use induction on the length of $\alpha$. For $\alpha = 0$, we can take $T_0^- = T_0^+ = x_n$, where $n$ is the size of $T_0^-$, and, for $\alpha = 1\beta$, we can take $T_\alpha^- = x_1 \wedge (T_\beta^-)^\sigma$, where $\sigma(x_i) = x_{i+1}$ for every $i$. Finally, for $w = uv$, the point is that, because, by induction hypothesis, $T_w^-$ exists and is injective, there must exist a minimal pair of substitutions $(\sigma, \tau)$ satisfying $(T_w^+)^\sigma = (T_w^-)^\tau$; then defining $T_w^- = (T_w^-)^\sigma$ and $T_w^+ = (T_w^+)^\tau$ gives the result.

For (iii), let $w_1, \ldots, w_p$ be $\Sigma$-words. Because the terms $T_w^-$ all are injective, there exist substitutions $\sigma_1, \ldots, \sigma_p$ satisfying $(T_w^+)^{\sigma_1} = \cdots = (T_w^-)^{\sigma_p}$. Then $T \cdot w_i$ is defined for every $i$ whenever the skeleton of $T$ includes the common skeleton of $(T_w^+)^{\sigma_1}, \ldots, (T_w^-)^{\sigma_p}$.

See Exercise 104 for more about the terms $T$ such that $T \cdot w$ is defined.

### 3.2 The monoid $M_{LD}$

Various relations connect the actions of the operators $\Sigma_\alpha$: different sequences may lead to the same term transformation, in particular some commutation relations hold. We now identify a family of such relations, and introduce the monoid presented by the latter.

**Lemma 3.5.** For all addresses $\alpha, \beta, \gamma$, the following pairs have the same action on trees:

(i) $\Sigma_{\alpha 0\beta} | \Sigma_{\alpha 1\gamma} \text{ and } \Sigma_{\alpha 1\gamma} | \Sigma_{\alpha 0\beta}$; ("parallel case")

(ii) $\Sigma_{\alpha 0\beta} | \Sigma_{\alpha} \text{ and } \Sigma_{\alpha} | \Sigma_{\alpha 0\beta}$; ("nested case 1")

(iii) $\Sigma_{\alpha 1\beta} | \Sigma_{\alpha} \text{ and } \Sigma_{\alpha} | \Sigma_{\alpha 0\beta}$; ("nested case 2")

(iv) $\Sigma_{\alpha 1\beta} | \Sigma_{\alpha} \text{ and } \Sigma_{\alpha} | \Sigma_{\alpha 1\beta}$; ("nested case 3")

(v) $\Sigma_{\alpha} | \Sigma_{\alpha 1} \text{ and } \Sigma_{\alpha} | \Sigma_{\alpha 1} \Sigma_{\alpha} | \Sigma_{\alpha} | \Sigma_{\alpha 0}$; ("critical case")
**Proof (sketch).** The commutation relation of the parallel case is clear, as the transformations involve disjoint subterms. The nested cases are commutation relations as well, but, because one of the involved subtree is nested in the other, it may be moved and possibly duplicated when the main expansion is performed, so that the nested expansion(s) have different names before and after the main expansion. Finally, the critical case is specific to the LD-law, and there is no way to predict it except the verification, see Figure 4.

![Figure 4. Relations between \( \Sigma_\alpha \)-expansions: the critical case. We read that the action of \( \Sigma_1 \mid \Sigma_1 | \Sigma_0 \) and \( \Sigma_1 \mid \Sigma_0 | \Sigma_1 \mid \Sigma_0 \) coincide.](image)

**Question 3.6.** Do the relations of Lemma 3.5 exhaust all relations between the operators \( \Sigma_\alpha \): does every equality \( T \cdot w = T \cdot w' \) imply that \( w \) and \( w' \) are connected by a finite sequence of relations as above?

We shall come back on the question below. For the moment, we introduce the monoid presented by the above relations.

**Definition 3.7 (monoid \( M_{LD} \)).** We define \( R_{LD} \) to be the family of all relations of Lemma 3.5, and \( M_{LD} \) to be the monoid \( \langle \{ \Sigma_\alpha | \alpha \in A \} \mid R_{LD} \rangle^+ \).

**Lemma 3.8.** The partial action of the free monoid \( \{ \Sigma_\alpha | \alpha \in A \}^+ \) on terms induces a well-defined proper partial action \( F \) of the monoid \( M_{LD} \) on \( T \).

For \( T \) a term and \( g \) in \( M_{LD} \), we shall naturally denote by \( T \cdot g \) the common value of \( T \cdot w \) for all \( \Sigma \)-words \( w \) that represent \( g \).

We are now left with the technical question of investigating the presented monoid \( M_{LD} \). The next step is to show that the monoid \( M_{LD} \) is left-cancellative. To this end, we once more use the method developed in Subsection II.4.

**Lemma 3.9.** The presentation \( (\{ \Sigma_\alpha | \alpha \in A \}, R_{LD}) \) is right-complemented and (strongly) Noetherian.
Proof. That \( \{ \Sigma_\alpha | \alpha \in A \}, \mathcal{R}_{ld} \) is right-complemented follows from an inspection of \( \mathcal{R}_{ld} \): there exists no relation of the form \( \Sigma_\alpha \ldots = \Sigma_\alpha \ldots \) in \( \mathcal{R}_{ld} \), and, for all distinct \( \alpha, \beta, \gamma \), there exists exactly one relation of the form \( \Sigma_\alpha \ldots = \Sigma_\beta \ldots \).

As for Noetherianity, we use the partial action of \( \{ \Sigma_\alpha | \alpha \in A \}^* \) on terms. Let \( w \) be a word in the alphabet \( \{ \Sigma_\alpha | \alpha \in A \} \). As the partial action of \( \{ \Sigma_\alpha | \alpha \in A \}^* \) on terms is proper, there exists a term \( T \) such that \( T \cdot w \) is defined. Then, let us put

\[
\lambda^* (w) = \min \{ \mu (T \cdot w) - \mu (T) \mid T \cdot w \text{ is defined} \}.
\]

By definition, \( \lambda^* \) is \( \mathcal{R}_{ld} \)-invariant. Indeed, by Lemma 3.3 if \( w \) and \( w' \) are \( \mathcal{R}_{ld} \)-equivalent \( \Sigma \)-words and \( T \) is a term such that \( T \cdot w \) is defined, then \( T \cdot w' \) is defined as well and it is equal to \( T \cdot w' \). It follows that the minimum of \( \mu (T \cdot w) - \mu (T) \) for \( T \) such that \( T \cdot w \) is defined coincides with the minimum of \( \mu (T \cdot w') - \mu (T) \) for \( T \) such that \( T \cdot w' \) is defined, that is, \( \lambda^* (w) \) and \( \lambda^* (w') \) are equal.

Now let \( \alpha \) be an address. Then \( \lambda^* (\Sigma_{\alpha \alpha} | w) \) is the minimum of \( \mu (T \cdot \Sigma_{\alpha \alpha} | w) - \mu (T) \) for \( T \) such that \( T \cdot \Sigma_{\alpha \alpha} | w \) is defined. Let \( T \) be a term realizing the above minimum. By assumption, \( T \cdot \Sigma_{\alpha \alpha} | w \) is defined, hence, by (1.3), so is \( T \cdot \Sigma_{\alpha \alpha} \). Put \( T' = T \cdot \Sigma_{\alpha \alpha} \). We find

\[
\lambda^* (\Sigma_{\alpha \alpha} | w) = \mu (T \cdot \Sigma_{\alpha \alpha} | w) - \mu (T)
\]

\[
= \mu (T \cdot \Sigma_{\alpha \alpha} | w) - \mu (T \cdot \Sigma_{\alpha \alpha}) + \mu (T \cdot \Sigma_{\alpha \alpha}) - \mu (T)
\]

\[
= \mu (T' \cdot w) - \mu (T') + \mu (T \cdot \Sigma_{\alpha \alpha}) - \mu (T) \geq \lambda^* (w) + 1 > \lambda^* (w).
\]

Hence \( \lambda^* \) is a right-Noetherian witness for \( \{ \Sigma_\alpha | \alpha \in A \}, \mathcal{R}_{ld} \). \( \square \)

**Proposition 3.10 (left-cancellativity).** The monoid \( M_{ld} \) is left-cancellative, and it admits conditional right-lcms and left-gcds.

**Proof.** For the first two properties, owing to Proposition 11.4.16 (right-complemented) and to Lemma 3.3, it suffices to show that, for every triple of distinct addresses \( \alpha, \beta, \gamma \), the \( \theta \)-cube condition is true for \( \Sigma_\alpha, \Sigma_\beta, \Sigma_\gamma \). This is Proposition VIII.1.9 of [77]. The proof consists in considering all possible mutual positions of the involved addresses. A priori, a high (but finite) number of cases have to be considered, but uniform geometric arguments show that all instances involving the parallel or nested cases in Lemma 3.3 are automatically satisfied. Essentially, the only really nontrivial case is that of a triple \( (\alpha, \alpha 1, \alpha 11) \) involving two critical cases. Using \( \theta \) for the involved syntactic right-complement, we have to check that, if \( \theta^*_\alpha (\Sigma_\theta, \Sigma_1, \Sigma_{11}) \) is defined (which is true), then \( \theta^*_\alpha (\Sigma_1, \Sigma_\theta, \Sigma_{11}) \) is defined as well and is \( \mathcal{R}_{ld} \)-equivalent, and similarly when a cyclic rotation is applied. Now, one obtains

\[
\theta^*_\alpha (\Sigma_\theta, \Sigma_1, \Sigma_{11}) = \Sigma_1 | \Sigma_1 | \Sigma_\theta = \theta^*_\alpha (\Sigma_1, \Sigma_\theta, \Sigma_{11}),
\]

\[
\theta^*_\alpha (\Sigma_1, \Sigma_{11}, \Sigma_\theta) = \Sigma_\theta | \Sigma_1 | \Sigma_0 | \Sigma_{11} | \Sigma_0 | \Sigma_0 = \theta^*_\alpha (\Sigma_1, \Sigma_1, \Sigma_\theta),
\]

\[
\theta^*_\alpha (\Sigma_{11}, \Sigma_\theta, \Sigma_1) = \Sigma_1 | \Sigma_\theta | \Sigma_{11} | \Sigma_1 | \Sigma_{00} | \Sigma_0 = \theta^*_\alpha (\Sigma_1, \Sigma_{11}, \Sigma_1),
\]

as expected. Hence, \( M_{ld} \) is cancellative and admits conditional right-lcms. The existence of left-gcds then follows using Lemma 11.2.37 since \( M_{ld} \) is (strongly) Noetherian. \( \square \)
3.3 The category \( \mathcal{LD} \)

We are now ready to introduce our main object of interest, namely the refined version of the category \( \mathcal{LD}_0 \) in which, in addition to an LD-expansion \((T, T')\), one takes into account an element \( g \) of \( M_{LD} \) that maps \( T \) to \( T' \), that is, a distinguished way of expanding \( T \) to \( T' \).

**Definition 3.11 (category \( \mathcal{LD} \)).** The category \( \mathcal{LD} \) of labeled LD-expansions is the category \( \mathcal{C}(M_{LD}, T) \) associated with the action of \( M_{LD} \) on \( T \) in the sense of Definition 1.7.

Thus, the objects of \( \mathcal{LD} \) are terms, and the elements are triples \( T \xrightarrow{g} T' \) with \( g \) in \( M_{LD} \) and \( T \cdot g = T' \). The source of \( T \xrightarrow{g} T' \) is \( T \), and its target is \( T' \). For instance, a typical element of \( \mathcal{LD} \) is the triple \( \Sigma_\emptyset \Sigma_1 \xrightarrow{\gamma} \), whose source is the term \( x \wedge (x \wedge (x \wedge x)) \)—we adopt the convention that an unspecified variable means some fixed variable \( x \)—and whose target is \( (x \wedge x) \wedge ((x \wedge x) \wedge (x \wedge x)) \). Two natural projections apply to \( \mathcal{LD} \): forgetting the central entry of the triples gives a surjective functor from \( \mathcal{LD} \) onto \( \mathcal{LD}_0 \), whereas forgetting the first and third entries gives a surjective homomorphism from \( \mathcal{LD} \) onto the monoid \( M_{LD} \).

**Proposition 3.12 (left-cancellativity).** The category \( \mathcal{LD} \) is left-cancellative and admits conditional right-lcms and left-gcds.

**Proof.** Assume that \( T \xrightarrow{g} T' \xrightarrow{h} T'' \) holds in \( \mathcal{LD} \). Then, by definition, we have \( gh = gh' \) in \( M_{LD} \), whence \( h = h' \) by Proposition 3.10, and \( T' \xrightarrow{h'} T'' \). Hence \( \mathcal{LD} \) is left-cancellative.

Assume now that \( T \xrightarrow{g} - \) and \( T \xrightarrow{g'} - \) admit a common right-multiple in \( \mathcal{LD} \). By definition, this common right-multiple is of the form \( T \xrightarrow{h} - \), where \( h \) is a common right-multiple of \( g \) and \( g' \). By Proposition 3.10, \( g \) and \( g' \) must admit a right-lcm, say \( g'' \). Then \( T \xrightarrow{g''} - \) is easily seen to be a right-lcm of \( T \xrightarrow{g} - \) and \( T \xrightarrow{g'} - \) in \( \mathcal{LD} \). The argument for left-gcds is similar.

We shall now prove that the category \( \mathcal{LD} \) admits a natural right-Garside map \( \Delta \). As can be expected, \( \Delta(T) \) will be constructed as a labeled version of \( \Delta_0(T) \), that is, of \( (T, \phi(T)) \). This amounts to fixing some canonical way of expanding a term \( T \) into the corresponding term \( \phi(T) \). To this end, the natural solution is to follow the recursive definition of the operations \( \wedge \) and \( \phi \).

For \( w \) a \( \Sigma \)-word, we denote by \( sh_0(w) \) the word obtained by replacing each letter \( \Sigma_\alpha \) of \( w \) with the corresponding letter \( \Sigma_0\alpha \), that is, by shifting all indices by 0. Similarly, we denote by \( sh_\gamma(w) \) the word obtained by appending \( \gamma \) on the left of each address in \( w \). The
LD-relations of Lemma 3.5 are invariant under shifting: if \( w \) and \( w' \) represent the same element \( g \) of \( M_{LD} \), then, for each \( \gamma \), the words \( sh_\gamma(w) \) and \( sh_\gamma(w') \) represent the same element, naturally denoted by \( sh_\gamma(g) \), of \( M_{LD} \). By construction, \( sh_\gamma \) is an endomorphism of the monoid \( M_{LD} \). For every \( g \) in \( M_{LD} \), the action of \( sh_\gamma(g) \) on a term \( T \) corresponds to the action of \( g \) on the \( \gamma \)-subterm of \( T \); so, for instance, if \( T' = T \cdot g \) holds, then \( T'' \wedge T_1 = (T'' \wedge T_1) \cdot sh_0(g) \) holds as well, since the 0-subterm of \( T'' \wedge T_1 \) is \( T' \), whereas that of \( T'' \wedge T_1 \) is \( T'' \).

**Definition 3.13 (elements \( \delta_T \) and \( \Delta_T \)).** For \( T \) a term, the elements \( \delta_T \) and \( \Delta_T \) of \( M_{LD} \) are defined by \( \delta_T = \Delta_T = 1 \) if \( T \) is a variable and, recursively, for \( T = T_0 \wedge T_1 \),

\[
\delta_T = \Sigma_0 \cdot sh_0(\delta_{T_0}) \cdot sh_1(\delta_{T_1}),
\]

\[
\Delta_T = sh_0(\Delta_{T_0}) \cdot sh_1(\Delta_{T_1}) \cdot \delta_{\phi(T_1)}.
\]

**Example 3.16 (elements \( \delta_T \) and \( \Delta_T \)).** Let \( T = x^\wedge(x^\wedge x) \). Then we have \( T_0 = x \), whence \( \Delta_{T_0} = 1 \). Next, \( T_1 = x^\wedge x \), so (3.15) reads \( \Delta_T = sh_1(\Delta_{T_1}) \cdot \delta_{\phi(T_1)} \). Then we have \( \phi(T_1) = (x^\wedge x)^\wedge x \), so applying (3.14), we obtain

\[
\delta_{\phi(T_1)} = \Sigma_\emptyset \cdot sh_0(\delta_{x \wedge x}) \cdot sh_1(\delta_{x \wedge x}) = \Sigma_{\emptyset} \Sigma_0 \Sigma_1.
\]

On the other hand, using (3.15) again, we find

\[
\Delta_{T_1} = sh_0(\Delta_x) \cdot sh_1(\Delta_{x \wedge x}) \cdot \delta_{x \wedge x} = 1 \cdot 1 \cdot \Sigma_\emptyset = \Sigma_0,
\]

and, finally, \( \Delta_T = \Sigma_1 \Sigma_\emptyset \Sigma_0 \Sigma_1 \). According to the defining relations of the monoid \( M_{LD} \), this element is also \( \Sigma_0 \Sigma_1 \Sigma_{\emptyset} \). Note the compatibility with the examples of Figures 2 and 4.

**Lemma 3.17.** For all terms \( T_0, T \), we have

\[
(T_0 \wedge T) \cdot \delta_T = T_0 \cdot T,
\]

\[
T \cdot \Delta_T = \phi(T).
\]

The proof is an easy inductive verification.

According to Lemma 2.10 if \( T \) is a term and \( T \cdot \Sigma_\alpha \) is defined, the term \( \phi(T) \) is an LD-expansion of \( T \cdot \Sigma_\alpha \), and the term \( \phi(T \cdot \Sigma_\alpha) \) is an LD-expansion of \( \phi(T) \). This suggests—but does not prove—that, in this case, \( \Sigma_\alpha \) left-divides \( \Delta_T \), and \( \Delta_T \) left-divides \( \Sigma_\alpha \Delta_T \Sigma_{\alpha} \) in \( M_{LD} \). The latter statements can actually be proved, that is, one can get a syntactic counterpart to Lemma 2.10 at the level of the monoid \( M_{LD} \).

**Lemma 3.20.** [77] Lemmas VII.3.16 and VII.3.17 If \( T \) is a term and \( T \cdot \Sigma_\alpha \) is defined, then, in \( M_{LD} \), we have

\[
\Sigma_\alpha \preceq \Delta_T \preceq \Sigma_\alpha \cdot \Delta_T \cdot \Sigma_\alpha.
\]

**Proof (sketch).** This computation is the key for the existence of the Garside structure we are currently describing. The proof uses several inductive arguments both on the length of \( \alpha \) and on the size of \( T \). Here, we shall establish (3.21) in the base case, namely for \( \alpha = 0 \) and \( T = T_0 \wedge (T_1 \wedge x) \). Let \( T' = T \cdot \Sigma_\emptyset = (T_0 \wedge T_1) \wedge (T_0 \wedge x) \). Applying the definitions gives

\[
\Delta_T = sh_0(\Delta_{T_0}) \cdot sh_1(\Delta_{T_1}) \cdot \Sigma_0 \cdot sh_0(\delta_{\phi(T_1)})
\]
Proof. First, Lemma 3.17 guarantees that, for every term 
\( \Delta \), the sequence 
\( \alpha \cdot sh(\Delta) \cdot sh(\delta_\Delta(T)) \cdot sh(\delta_\Delta(T)) \cdot sh(\delta_\Delta(T)) \):

this shows that \( \Sigma_0 \) left-divides \( \Delta_T \). Similarly, in (3.23), we can move the factor \( sh_1(\Delta) \) to the left and the factor \( \Sigma_g \) to the right to obtain

\( \Sigma_0 \cdot \Delta_T = \Sigma_0 \cdot sh(\Delta) \cdot sh(\delta_\Delta(T)) \cdot sh(\delta_\Delta(T)) \cdot sh(\delta_\Delta(T)) \).

which shows the equality \( \Sigma_0 \Delta_T = \Delta_T \Sigma_0 \). Hence \( \Delta_T \) left-divides \( \Sigma_0 \Delta_T \).

The general cases are similar. Full details appear in [77, Section VII.3].

**Proposition 3.24 (right-Garside sequence).** The sequence \( (\Delta_T)_{T \in T} \) is a right-Garside sequence in the monoid \( M_LD \) with respect to its partial action on terms via self-distributivity.

Proof. First, Lemma 3.17 guarantees that, for every term \( T \), the term \( T \cdot \Delta_T \) is defined, so the sequence \( (\Delta_T)_{T \in T} \) satisfies (1.11).

Next, by definition, the monoid \( M_LD \) is generated by the elements \( \Sigma_\alpha \). Now, for every address \( \alpha \), there exists a term \( T \) such that \( T \cdot \Sigma_\alpha \) is defined. Then, by Lemma 3.20 \( \Sigma_\alpha \) left-divides \( \Delta(T) \), hence it belongs to \( Div(\Delta) \). Hence \( Div(\Delta) \) generates \( LD \), and the sequence \( (\Delta_T)_{T \in T} \) satisfies (1.12).

Then, assume that \( T \cdot \Sigma_\alpha \) is defined. According to (3.21), \( \Delta_T \approx \Sigma_\alpha \Delta_T \cdot \Sigma_\alpha \) holds in \( M_LD \), which means that the sequence \( (\Delta_T)_{T \in T} \) satisfies (1.13).

As for the existence of a left-gcd for \( g \) such that \( T \cdot g \) is defined and \( \Delta_T \), it is automatic, as, by Proposition 3.10, any two elements of \( M_LD \) with the same source admit a left-gcd. So the sequence \( (\Delta_T)_{T \in T} \) satisfies (1.14).

Finally, assume that \( T \cdot g \) and \( T' \cdot g \) are defined and that \( g \approx \Delta_T \). We claim that \( g \approx \Delta_T \) must hold as well. Let \( T_0 \) be an injective term with the same skeleton as \( T \). By Lemma 3.21(ii), the assumption that \( T \cdot g \) is defined implies that \( T_0 \cdot g \) is defined as well, and there exists a substitution \( \sigma \) satisfying \( T_0 = (T_g)^\sigma \). As \( T_0 \) is injective and \( g \) left-divides \( \Delta_T \), which is also \( \Delta_T(g) \), Proposition 3.3 implies that \( T_0 \cdot g \) is semi-injective. Now, we have \( T_0 \cdot g = (T_g)^\sigma \), and \( T_0 \cdot g \) being semi-injective implies \( T_g \) must be semi-injective as well.

Now, let \( T'_0 \) be an injective term with the same skeleton as \( T' \). Then there exists a substitution \( \sigma' \) satisfying \( T'_0 = (T_g)^{\sigma'} \). One easily checks that the conjunction of \( (T_g)^{\sigma'} \) being injective and \( T_g^{\sigma'} \) being semi-injective implies that \( (T_g)^{\sigma'} \) is semi-injective. So \( T'_0 \cdot g \) is semi-injective. By Proposition 3.3, this implies that \( g \) left-divides \( \Delta_{T'_0} \), which is also \( \Delta_{T'} \). Hence the sequence \( (\Delta_T)_{T \in T} \) satisfies (1.15), and it is a right-Garside sequence.
Proposition 3.25 (Garside map). For every term $T$, put $\Delta(T) = T \xrightarrow{\Delta} \phi(T)$. Then $\Delta$ is a target-injective right-Garside map in the category $\mathcal{LD}$.

**Proof.** We apply Proposition 1.18 to the monoid $M_{\mathcal{LD}}$ and the right-Garside sequence $(\Delta_T)_{T \in T}$. The property that $\Delta$ is target-injective, that is, $\phi$ is injective on terms, follows from Lemma 2.10(iii).

Thus the category $\mathcal{LD}$ is an example of a left-cancellative category that admits a natural and nontrivial right-Garside map. As in the case of the category $\mathcal{LD}_0$, the left and the right sides do not play symmetric roles and the right-Garside map $\Delta$ is not a Garside map. Indeed, the map $\phi$ is not surjective on terms: for instance, no term $T$ satisfies $\phi(T) = x^\wedge (x^\wedge x)$, and, therefore, $(x^\wedge(x^\wedge x), 1, x^\wedge(x^\wedge x))$ is an element of $\text{Div}(\Delta)$ that cannot lie in $\tilde{\text{Div}}(\Delta)$. More generally, the proportion of terms of a given size that lie in the image of $\phi$ is exponentially small and, therefore, the lack of surjectivity of $\phi$ is by no means a marginal phenomenon.

Corollary 3.26 (right-lcm). (i) The category $\mathcal{LD}$ admits right-lcms and left-gcds.

(ii) The monoid $M_{\mathcal{LD}}$ admits right-lcms and left-gcds.

**Proof.** (i) Since $\mathcal{LD}$ admits a right-Garside map, it is eligible for Corollary V.1.48 (common right-multiple), so any two elements of $\mathcal{LD}$ with the same source admit a common right-multiple. On the other hand, by Proposition 3.12 any two elements of $\mathcal{LD}$ that admit a common right-multiple admit a right-lcm and a left-gcd. Hence any two elements of $\mathcal{LD}$ with the same source admit a right-lcm and a left-gcd.

For (ii), we repeat the argument using Proposition 3.10 instead of Proposition 3.12 or, equivalently, using Lemma 1.9 and its counterpart involving right-lcms.

3.4 The Embedding Conjecture

From the viewpoint of self-distributive algebra, the main benefit of the current approach might be that it leads to a natural program for possibly establishing the so-called Embedding Conjecture. This conjecture, at the moment the most puzzling open question involving free LD-systems, can be stated in several equivalent forms.
3 Labeled LD-expansions and the category $\mathcal{LD}$

Proposition 3.27 (equivalence). [77, Section IX.6] The following are equivalent:

(i) The monoid $M_{LD}$ embeds in a group;
(ii) The monoid $M_{LD}$ is right-cancellative;
(iii) The category $\mathcal{LD}$ is right-cancellative;
(iv) The functor $\phi_{\Delta}$ is injective on $\mathcal{LD}$;
(v) The answer to Question 3.6 is positive;
(vi) The categories $\mathcal{LD}_0$ and $\mathcal{LD}$ are isomorphic.

Moreover, if (i)–(vi) are true, then so is
(vii) The answer to Question 2.11 is positive.

Conjecture 3.28 (Embedding Conjecture). The equivalent statements of Proposition 3.27 are true.

Because of its importance, we shall give an almost complete proof of Proposition 3.27. First, we need a preliminary result about $R_{\mathcal{LD}}$-equivalence of signed $\Sigma$-words, that is, words in the alphabet \{\(\Sigma_\alpha | \alpha \in A\} \cup \{\Sigma_\alpha | \alpha \in A\}$. We recall from Section II.3 that, for $w$ a signed $\Sigma$-word (or path), $\overline{w}$ denotes the signed word (or path) obtained from $w$ by exchanging $s$ and $\overline{s}$ everywhere and reversing the order of letters.

Lemma 3.29. For $T$ a term of $T_1$, define signed $\Sigma$-words $\chi_T, \hat{\chi}_T$ by $\chi_T = \hat{\chi}_T = \varepsilon$ for $T = x_1$ and, for $T = T_0 \land T_1$,

$$\chi_T = \chi_{T_0} | \text{sh}_1(\chi_{T_0}) | \Sigma_0 | \text{sh}_1(\chi_{T_1}) \quad \text{and} \quad \hat{\chi}_T = \chi_{T_0} | \text{sh}_1(\hat{\chi}_{T_1}).$$

Then, for $w$ a signed $\Sigma$-word and $T \cdot w$ is defined, $T' = T \cdot w$ implies $\hat{\chi}_{T'} \equiv_{R_{\mathcal{LD}}} \hat{\chi}_T w$.

Proof (sketch). For an induction it is sufficient to establish the result when $w$ has length one and is positive, say $w = \Sigma_\alpha$. Then the proof is a verification.

Proof of Proposition 3.27 If the monoid $M_{LD}$ embeds in a group, it must be cancellative. Conversely, by Proposition 3.10 the monoid $M_{LD}$ is left-cancellative, and, by Proposition 1.21 which is valid as $(\Delta_T)_{T \in T}$ is a right-Garside sequence on $M_{LD}$, any two elements of $M_{LD}$ admit a common right-multiple. So, if $M_{LD}$ is right-cancellative, it satisfies the right Ore conditions, and embeds in a group of right-fractions. So (i) and (ii) are equivalent.

Next, as $\mathcal{LD}$ is $C(M_{LD}, F)$, (ii) and (iii) are equivalent by (the right counterpart) of Lemma 1.8.

Then, by Proposition 3.25 $\mathcal{LD}$ is a left-cancellative category, $\text{Div}(\Delta)$ is a Garside family of $\mathcal{LD}$ that is right-bounded by $\Delta$, and $\Delta$ is target-injective. Hence, by Proposition V.1.36 (right-cancellative I), $\mathcal{LD}$ is right-cancellative if and only if $\phi_{\Delta}$ is injective on $\mathcal{LD}$. So (iii) and (iv) are equivalent.
Assume now that \( w, w' \) are \( \Sigma \)-words and we have \( T \cdot w = T \cdot w' \) for some term \( T \). Then, by Lemma \ref{lemma:LD-sign-graph-equivalence}, the signed \( \Sigma \)-words \( \hat{\chi}_w \) and \( \hat{\chi}_{w'} \) both are \( \mathcal{LD}_{\Sigma} \)-equivalent to \( \hat{\chi}_{T \cdot w} \). By left-cancelling \( \hat{\chi}_T \), we deduce \( w \equiv_{\mathcal{LD}} w' \). Now, if (i) is true, the monoid \( M_{\mathcal{LD}} \) embeds in its enveloping group, and, therefore, \( w \equiv_{\mathcal{LD}} w' \) implies \( w \equiv_{\mathcal{LD}} w' \), that is, \( w \) and \( w' \) represent the same element of \( M_{\mathcal{LD}} \). This means that the answer to Question \ref{quest:LD-injectivity} is positive. Hence (i) implies (v).

On the other hand, if the answer to Question \ref{quest:LD-injectivity} is positive, then the categories \( \mathcal{LD}_0 \) and \( \mathcal{LD} \) are isomorphic, that is, (v) implies (vi). Indeed, in this case, for every pair \( (T, T') \) in \( \mathcal{LD}_0 \), that is, every pair such that \( T' \) is an LD-expansion of \( T \), there exists a unique element \( g \) of \( M_{\mathcal{LD}} \) satisfying \( T' = T \cdot g \) and, therefore, the projection of \( \mathcal{LD} \) onto \( \mathcal{LD}_0 \) is injective.

And (vi) implies (iii) since, by Proposition \ref{prop:LD-injective}, the category \( \mathcal{LD}_0 \) is, in every case, right-cancellative. So the equivalence of (i)–(vi) is established.

Finally, according to Corollary \ref{cor:LD-sign-graph-expansion} any two elements of \( \mathcal{LD} \) sharing the same source admit a right-lcm and a left-gcd. If (vi) is true, the same properties hold in the category \( \mathcal{LD}_0 \). This means in particular that, if \( T', T'' \) are two LD-expansions of some term \( T \), the elements \( (T, T') \) and \( (T, T'') \) of \( \mathcal{LD}_0 \) admit a right-lcm and a left-gcd, that is, the terms \( T' \) and \( T'' \) admit a least upper bound and a greatest lower bound with respect to \( \leq_{\mathcal{LD}} \). So \( (T, \leq_{\mathcal{LD}}) \) is a lattice, and the answer to Question \ref{quest:LD-lattice} is positive.

At the moment, the Embedding Conjecture remains open, although a number of partial positive statements have been established. One of the interests of emphasizing the Garside structure involved in the framework is to suggest a possible approach for establishing the conjecture. The method relies on the following technical result.

**Lemma 3.30.** The functor \( \phi_\Delta \) is injective on \( \text{Div}(\Delta) \).

**Proof (sketch).** Assume that \( T' \xrightarrow{\Delta} T \) - left-divides \( \Delta(T) \) and that we have the equality \( \phi_\Delta(T) \xrightarrow{\Delta \cdot -} \phi_\Delta(T' \xrightarrow{\Delta} -) \). By Proposition \ref{prop:LD-injective} we deduce \( \phi(T) = \phi(T') \) and \( \phi(T \cdot g) = \phi(T' \cdot g') \), whence, by Lemma \ref{lemma:LD-cancellative}(ii), \( T = T' \) and \( T \cdot g = T' \cdot g' \), that is, \( T \cdot g = T \cdot g' \). By \cite{77}, Proposition IX.6.6], the latter equality implies \( g = g' \) provided \( g \) left-divides \( \Delta_T \) in \( M_{\mathcal{LD}} \).

Then we deduce

**Lemma 3.31.** Assume that the functor \( \phi_\Delta \) preserves \( \Delta \)-normality. Then the Embedding Conjecture is true.

**Proof.** We apply Proposition \ref{prop:LD-normality} (right-cancellative II). Indeed, \( \mathcal{LD} \) is a left-cancellative category, and \( \text{Div}(\Delta) \) is a Garside family in \( \mathcal{LD} \) that is right-bounded by \( \Delta \). By Proposition \ref{prop:LD-target-injective} \( \Delta \) is target-injective. Moreover, as the relation \( \leq_{\mathcal{LD}} \) is a partial ordering, the category \( \mathcal{LD} \) contains no non-trivial invertible element. By Proposition \ref{prop:LD-normality} the assumption that \( \phi_\Delta \) preserves \( \Delta \)-normality together with the result of Lemma \ref{lemma:LD-injective} that \( \phi_\Delta \) is injective on \( \text{Div}(\Delta) \) imply that \( \mathcal{LD} \) is right-cancellative. According to Proposition \ref{prop:LD-cancellative} this is one of the forms of the Embedding Conjecture. We are thus left with the question of proving that the functor \( \phi_\Delta \) preserves normality.
Lemma 3.32. Assume that $C$ is a left-cancellative category and $\Delta$ is a right-Garside map in $C$. Then a sufficient condition for $\phi_\Delta$ to preserve normality is that $\phi_\Delta(s)$ and $\phi_\Delta(t)$ are left-coprime whenever $s$ and $t$ are left-coprime elements of $\text{Div}(\Delta)$.

Proof. Assume that $s_1|s_2$ is an $S$-normal sequence. By Proposition V.1.53 (recognizing greedy), the elements $\partial_1 s_1$ and $s_2$ are left-coprime. Hence, by assumption, so are $\phi_\Delta(\partial_1 s_1)$ and $\phi_\Delta(s_2)$. By V.1.30, we have $\phi_\Delta(\partial_1 s_1) = \partial_1(\phi_\Delta(s_1))$, so $\partial_1(\phi_\Delta s_1)$ and $\phi_\Delta(s_2)$ are left-coprime and, by Proposition V.1.53 again, we deduce that $\phi_\Delta(s_1)|\phi_\Delta(s_2)$ is $S$-greedy, hence $S$-normal. So $\phi_\Delta$ preserves $\Delta$-normality.

In the case of the category $\LD$ and the right-Garside map $\Delta$, the functor $\phi_\Delta$ takes the specific form described in Proposition 1.22. For every term $T$, there exists a partial map $\phi_T$ on $M_{\Delta D}$ such that $\phi_T(g)$ is defined if and only if $T \cdot g$ is defined and, in this case, we have $\phi_\Delta(T \xrightarrow{g} T^*) = \phi(T) \xrightarrow{\phi(g)} \phi(T^*)$. Then the criterion of Lemma 3.32 directly leads to the following result:

**Proposition 3.33 (Embedding Conjecture).** A sufficient condition for the Embedding Conjecture to be true is:

\[(3.34) \text{ If } s, t \text{ are left-coprime simple elements of } M_{\Delta D} \text{ and } T \text{ is a term such that } T \cdot s \text{ and } T \cdot t \text{ are defined, then } \phi_T(s) \text{ and } \phi_T(t) \text{ are left-coprime as well.}\]

**Example 3.35 (Embedding Conjecture).** Assume $s = \Sigma_0$, $t = \Sigma_1$, and let $T$ be the term $x^\Delta(x^\Delta x)$. Then $T \cdot s$ and $T \cdot t$ are defined, and they are left-coprime. On the other hand, we have $\phi(T) = ((x^\Delta x)^\Delta(x^\Delta x))^\Delta((x^\Delta x)^\Delta(x^\Delta x))$. An easy computation gives $\phi(T)(\Sigma_0) = \Sigma_0 \Sigma_1$ and $\phi(T)(\Sigma_1) = \Sigma_0$, see Figure 5. Then $\phi_T(s)$ and $\phi_T(t)$ are left-coprime, and the corresponding instance of (3.34) is true, see Figure 5.

**Remark 3.36.** Relation (3.34) would follow from the more general relation that $\phi_T$ preserves left-gcds, in the natural sense that, whenever defined, the left-gcd of $\phi_T(s)$ and $\phi_T(t)$ is the image under $\phi_T$ of the left-gcd of $s$ and $t$. We have no counter-example to the latter statement, but we can note here that the counterpart involving right-lcms fails. Indeed, for $s = \Sigma_0$, $t = \Sigma_1$, and $T = x^\Delta(x^\Delta x)$ as in Example 3.35 the right-lcm of $\phi_T(s)$ and $\phi_T(t)$ is a proper right-multiple of the $\phi_T$-image of the right-lcm of $s$ and $t$, namely the product of the latter by $\Sigma_0 \Sigma_1$. This corresponds to the fact that the terms $\phi(T \cdot \Sigma_0)$ and $\phi(T \cdot \Sigma_1)$ admit a common LD-expansion that is smaller than $\phi_T(T \cdot \text{lcm}(\Sigma_0, \Sigma_1))$, which turns out to be $\phi^2(T)$, see Figure 5 again.

4 Connection with braids

There exists a deep, multiform connection between left self-distributivity and braids. Among others, this connection includes orderability properties (using orderable LD-sys-
We wish to define a projection from the world of left self-distributivity onto the world of braids. The first step is to define a projection at the levels of the monoids $M_{LD}$ and $B_{\infty}^+$. 

**Lemma 4.1.** Define $\pi : \{\Sigma_\alpha \mid \alpha \in A\} \rightarrow \{\sigma_i \mid i \geq 1\} \cup \{1\}$ by 

$$\pi(\Sigma_\alpha) = \begin{cases} 
\sigma_{i+1} & \text{if } \alpha \text{ is the address } 1^i, \text{ that is, } 11 \cdots 1, \text{ i times 1}, \\
1 & \text{otherwise.}
\end{cases}$$

Then $\pi$ induces a surjective homomorphism of the monoid $M_{LD}$ onto the monoid $B_{\infty}^+$. 

The section is organized as follows. In Subsection 4.1 we explain the connection between the categories $LD$ and $C(B_{\infty}^+, \mathbb{N})$. Then, in Subsection 4.2 we show how the results about the LD-law can be used to (re)-prove results about braids. Finally, in Section 4.3 we describe intermediate categories that naturally arise between $LD$ and $C(B_{\infty}^+, \mathbb{N})$ in connection with the Hurwitz action of braids on sequences from an LD-system. 

### 4.1 The main projection

Figure 5. An instance of Relation (3.34): here, we find $\Delta_T = \Sigma_\varnothing \Sigma_1 \Sigma_\varnothing$, $\Delta_T \Sigma_1 = \Sigma_1 \Sigma_\varnothing \Sigma_0 \Sigma_\varnothing \Sigma_1 \Sigma_\varnothing$, leading to $\phi_T(\Sigma_1) = \Sigma_\varnothing$ and $\phi_T(\Sigma_\varnothing) = \Sigma_0 \Sigma_1$. Here $\phi_T(\Sigma_\varnothing)$ and $\phi_T(\Sigma_1)$ are left-coprime, so (3.34) is true. The right diagram shows that the counterpart involving right-lcms fails.
Proof. The point is that every relation of $R_{LD}$ projects under $\pi$ onto a braid equivalence. All relations involving addresses that contain at least one 0 collapse to equalities. The remaining relations are

\[ \Sigma_1, \Sigma_1 = \Sigma_1, \Sigma_1, \quad \text{with } j \geq i + 2, \]

which projects to the valid braided relation $\sigma_{i+1} \sigma_{j+1} = \sigma_{j+1} \sigma_{i+1}$, and

\[ \Sigma_1, \Sigma_1 = \Sigma_1, \Sigma_1, \Sigma_1, \Sigma_1, \quad \text{with } j = i + 1, \]

which projects to the not less valid braided relation $\sigma_{i+1} \sigma_{j+1} = \sigma_{j+1} \sigma_{i+1} \sigma_{j+1}$.

The second step is to go to the level of the categories $\mathcal{L}D$ and $\mathcal{C}(B^*_\infty, \mathbb{N})$, that is, to take into account the partial actions of the monoids $M_{LD}$ and $B^*_\infty$ on terms and on positive integers, respectively. The point is that these partial actions are compatible.

Definition 4.3 (compatible). If $F$ and $F'$ are partial actions of monoids $M$ and $M'$ on sets $X$ and $X'$, respectively, a morphism $\varphi: M \rightarrow M'$ is said to be compatible with a map $\psi: X \rightarrow X'$ with respect to $F$ and $F'$ if

\[ \psi(x \cdot g) = \psi(x) \cdot \varphi(g) \]

holds whenever $x \cdot g$ is defined. Then, we denote by $\mathcal{C}(\varphi, \psi)$ the functor from $\mathcal{C}(M,X)$ to $\mathcal{C}(M',X')$ that coincides with $\psi$ on objects and maps $x \xrightarrow{g} x'$ to $\psi(x) \xrightarrow{\varphi(g)} \psi(x')$.

Lemma 4.3. The morphism $\pi$ of (4.2) is compatible with the right-height of terms inductively defined by $h_{\pi}(x_1) = 0$ and $h_{\pi}(T_0 \cdot T_1) = h_{\pi}(T_1) + 1$, and $\mathcal{C}(\pi, h_{\pi})$ is a surjective functor from $\mathcal{L}D$ onto $\mathcal{C}(B^*_\infty, \mathbb{N})$.

The number $h_{\pi}(T)$ is the length of the rightmost branch in $T$ viewed as a tree or, equivalently, the number of final closing parentheses in $T$ viewed as a bracketed expression.

Proof. Assume that $T \xrightarrow{g} T'$ belongs to $\mathcal{L}D$. Put $n = h_{\pi}(T)$. The LD-law preserves the right-height of terms, so we have $h_{\pi}(T') = n$ as well. The assumption that $T \cdot g$ exists implies that the factors $\Sigma_{i+1}$ that occur in some (hence in every) expression of $g$ satisfy $i < n - 1$. Hence $\pi(g)$ is a braid of $B^*_n$, and $n \cdot \pi(g)$ is defined. Then the compatibility condition (4.4) is clear, and $\mathcal{C}(\pi, h_{\pi})$ is a functor of $\mathcal{L}D$ to $\mathcal{C}(B^*_\infty, \mathbb{N})$.

Surjectivity is clear, as every braid $\sigma_i$ belongs to the image of $\pi$.

Finally, a simple relation connects the elements $\Delta_T$ of $M_{LD}$ and the braids $\Delta_n$.

Lemma 4.6. We have $\pi(\Delta_T) = \Delta_n$ whenever $T$ has right-height $n \geq 1$.

Proof. We first prove that $h_{\pi}(T) = n$ implies

\[ \pi(\delta_T) = \sigma_1 \sigma_2 \cdots \sigma_n \]

using induction on the size of $T$. If $T$ is a variable, we have $h_{\pi}(T) = 0$ and $\delta_T = 1$, so the equality is clear. Otherwise, write $T = T_0 \cdot T_1$. By definition, we have

\[ \delta_T = \Sigma_0 \cdot \text{sh}_0(\delta_{T_0}) \cdot \text{sh}_1(\delta_{T_1}). \]
Let $sh$ denote the endomorphism of $B_{\infty}^{\times}$ that maps $\sigma_i$ to $\sigma_i + 1$ for each $i$. Then $\pi$ collapses every term in the image of $sh_0$, and $\pi(sh_1(g)) = sh_1(\pi(g))$ holds for each $g$ in $M_{LD}$.

Hence, using the induction hypothesis $\pi(\delta_{T_1}) = \sigma_1 \cdots \sigma_{n-1}$, we deduce

$$\pi(\delta_T) = \sigma_1 \cdot 1 \cdot sh(\sigma_1 \cdots \sigma_{n-1}) = \sigma_1 \cdots \sigma_n,$$

which is (4.7).

Put $\Delta_0 = 1 (= \Delta_1)$. We prove that $ht_0(T) = n$ implies $\pi(\Delta_T) = \Delta_n$ for $n \geq 0$, using induction on the size of $T$ again. If $T$ is a variable, we find $n = 0$, $\Delta_T = 1$ as expected. Otherwise, write $T = T_0 \cdot T_1$. We have $\Delta_T = sh_0(\Delta_{T_0}) \cdot sh_1(\Delta_{T_1}) \cdot \delta_{\phi(T)}$ by definition. As above, $\pi$ collapses the term in the image of $sh_0$, and it transforms $sh_1$ into $sh$. Hence, using the induction hypothesis $\pi(\Delta_{T_1}) = \Delta_{n-1}$ and (4.7) for $\phi(T_1)$, whose right-height is that of $T_1$, we finally obtain $\pi(\Delta_T) = 1 \cdot sh(\Delta_{n-1}) \cdot \sigma_1 \sigma_2 \cdots \sigma_{n-1}$, whence $\pi(\Delta_T) = \Delta_n$.

Summarizing the results, we obtain

**Proposition 4.8 (projection).** The functor $\mathcal{C}(\pi, ht_0)$ is a surjective functor from the category $\mathcal{LD}$ onto the category $\mathcal{C}(B_{\infty}^{\times}, N)$, and it maps the right-Garside map $\Delta$ of $\mathcal{LD}$ to the right-Garside map $\Delta$ of $\mathcal{C}(B_{\infty}^{\times}, N)$, in the sense that, for every term $T$, we have

$$\mathcal{C}(\pi, ht_0)(\Delta(T)) = \Delta(\pi(T)).$$

In other words, the Garside structure of braids is a projection of the Garside structure associated with the LD-law.

### 4.2 Reproving braid properties

One interest of the Garside structure on the category $\mathcal{LD}$ is to allow for proving specific results about the LD-law, such as solving the associated Word Problem or addressing the Embedding Conjecture. However, a side-effect is also to provide new proofs of some algebraic results involving braids as a direct application of the projection of Subsection 4.1.

If $S, S'$ are alphabets and $\pi$ is a map of $S$ to the free monoid $S^\ast$, we denote by $\pi^\ast$ the alphabetical homomorphism of $S^\ast$ to $S'^\ast$ that extends $\pi$, that is, the homomorphism defined by $\pi^\ast(\varepsilon) = \varepsilon$ and $\pi^\ast(s_1 | \cdots | s_k) = \pi(s_1) | \cdots | \pi(s_k)$.

**Lemma 4.10.** Assume that $(S, R)$ and $(S', R')$ are right-complemented presentations of two monoids $M, M'$ respectively associated with syntactic right-complements $\theta$ and $\theta'$, and $\pi$ is a map from $S$ to $S' \cup \{\varepsilon\}$ satisfying $\pi(S) \supseteq S'$ and

$$\pi(\theta(s), \pi(t)) = \pi(\theta(s, t)) \text{ for all } s, t \text{ in } S.$$

Assume moreover that $M$ admits common right-multiples.
(i) The map \( \pi^* \) induces a surjective homomorphism from \( M \) onto \( \overline{M} \).
(ii) The monoid \( M \) admits common right-multiples.
(iii) If right-reversing is complete for \((S, R)\), it is complete for \((\overline{S}, \overline{R})\) too.

Proof. (i) By definition, the relations \( s\theta(s, t) = t\theta(t, s) \) with \( s, t \) in \( S \) make a presentation of \( M \). Now, for \( s, t \) in \( S \), we find
\[
\pi(s)\theta(\pi(s), \pi(t)) = \pi(s\theta(s, t)) = \pi(t\theta(t, s)) = \pi(t)\theta(\pi(t), \pi(s))
\]
in \( \overline{M} \). It follows that, for all \( S \)-words \( u, v \),
\[
(4.12) \quad u \equiv^+_{\overline{R}} v \quad \text{implies} \quad \pi^*(u) \equiv^+_{\overline{R}} \pi^*(v),
\]
and \( \pi^* \) induces a well-defined homomorphism of \( M \) to \( \overline{M} \). This homomorphism, still denoted by \( \pi \), is surjective since, by assumption, its image includes \( \overline{S} \).

(ii) Let \( f, g \) belong to \( \overline{M} \). As \( \pi \) is surjective, there exist \( f, g \) in \( M \) satisfying \( \pi(f) = f \) and \( \pi(g) = g \). By assumption, \( f \) and \( g \) admit a common right-multiple, say \( h \), in \( \overline{M} \). Then \( \pi(h) \) is a common right-multiple of \( f \) and \( g \) in \( \overline{M} \).

(iii) An easy induction shows that, if \( u, v \) are \( S \)-words and \( \theta^*(u, v) \) exists, then \( \theta^*(\pi^*(u), \pi^*(v)) \) exists as well and we have
\[
(4.13) \quad \theta^*(\pi^*(u), \pi^*(v)) = \pi^*(\theta^*(u, v)).
\]
According to Exercise 22 (complete vs. cube, right-complemented case), in order to show that right-reversing is complete for \((S, R)\), it is sufficient to establish that the \( \theta \)-cube condition is valid for every triple of \( \overline{S} \)-words. So assume that \( u, v, w \) are \( \overline{S} \)-words sharing the same source and \( \theta^*(u, v, w) \) is defined. The assumption that \( \pi(S) \) includes \( S \) guarantees that there exist \( S \)-words \( u, v, w \) satisfying \( \pi^*(u) = u, \pi^*(v) = v, \pi^*(w) = w \). The assumption that any two elements of \( M \) admit a common right-multiple implies that \( \theta^* \) is defined on every pair of \( S \)-words. Then the assumption that right-reversing is complete for \((S, R)\) implies that the \( \theta \)-cube condition is valid for \( u, v, w \). By applying \( \pi^* \) and using (4.13), we obtain
\[
\pi^*(\theta^*(u, v, w)) \equiv^+_{\overline{R}} \pi^*(\theta^*_S(u, v, w)),
\]
which, by (4.12), is \( \theta^*_S(u, v, w) \equiv^+_{\overline{R}} \theta^*_S(u, v, w) \). So the \( \theta \)-cube condition is valid for \((\overline{S}, \overline{R})\), and we conclude that right-reversing is complete for \((\overline{S}, \overline{R})\). \( \square \)

In our current framework, we immediately deduce

**Proposition 4.14 (braids I).** For every positive \( n \), the braid monoid \( B_n^{\Sigma} \) is left-cancellative and admits right-lcms.

Proof. The projection \( \pi \) defined in (4.2) satisfies (4.11): using \( \theta \) and \( \theta \) for the syntactic right-complements involved in the presentations of \( M_\Sigma \) and \( B_n^{\Sigma} \), respectively, we check, for all addresses \( \alpha, \beta \), the equality
\[
(4.15) \quad \pi(\theta(\Sigma_\alpha, \Sigma_\beta)) = \theta(\pi(\Sigma_\alpha), \pi(\Sigma_\beta)).
\]
For instance, we find
\[ \pi(\theta(\Sigma_1, \Sigma_0)) = \pi(\Sigma_0|\Sigma_1|\Sigma_0) = \sigma_1|g(\sigma_2, \sigma_1), \]
and similar relations hold for all pairs of generators \( \Sigma_\alpha, \Sigma_\beta \). Then, by Lemma 4.10, we deduce that (as already stated in Subsection 4.1) \( \pi \) induces a surjective homomorphism from \( M_{LD} \) onto \( B_\infty^L \), that any two elements of \( B_\infty^L \) admit a common right-multiple, and that right-reversing is complete for the braid presentation (4.3). Then, by Propositions 11.4.44 (left-cancellativity) and 11.4.46 (common right-multiple), this implies that \( B_\infty \) is left-cancellative and that any two elements of \( B_\infty \) admit a right-lcm. \( \Box \)

We now turn to right-Garside sequences, and, pretending that we ignore the properties of the fundamental braids \( \Delta_n \), deduce them from the properties of the elements \( \Delta_T \) of \( M_{LD} \). In general, there is no reason why the image of a right-Garside sequence under a surjective homomorphism should be a right-Garside sequence. However, we can easily state sufficient conditions for this to happen: the following statement may look intricate, but it just says that, when natural compatibility conditions are met, the projection of a right-Garside family is a right-Garside family.

**Lemma 4.16.** Assume that \( M \) is a left-cancellative monoid, \( F \) is a proper partial action of \( M \) on some set \( X \), and \( (\Delta_x)_{x \in X} \) is a right-Garside map on \( M \) with respect to \( F \). Assume moreover that \( S \) is a family of atoms that generate \( M \). Now assume that \( \pi : M \rightarrow \mathcal{M} \) is a surjective homomorphism, \( \pi_* : X \rightarrow \mathcal{X} \) is a surjective map, and, for all \( x \) in \( X \) and \( g \) in \( M \),

(4.17) The value of \( \pi_*(x \cdot g) \) only depends on \( \pi_*(x) \) and \( \pi_*(g) \);

(4.18) The value of \( \pi(\Delta_x) \) only depends on \( \pi_*(x) \).

Assume finally that \( \tilde{\pi} : \mathcal{X} \rightarrow S \) is a section of \( \pi \) such that, for \( x \) in \( X \), \( \bar{s} \) in \( \mathcal{S} \) and \( w \) in \( \mathcal{S}^\ast \),

(4.19) If \( \pi_*(x) \cdot \bar{s} \) is defined, then so is \( x \cdot \tilde{\pi}(\bar{s}) \).

(4.20) The relation \([w] \trianglelefteq \Delta_\pi(x) \) implies \([\tilde{\pi}^\ast(w)] \trianglelefteq \Delta_x \).

Define a partial action \( F \) of \( M \) on \( \mathcal{X} \) by \( \pi_*(x) \cdot \pi_*(g) = \pi_*(x \cdot g) \), and, for \( x \) in \( \mathcal{X} \), let \( \Delta_x \) be the common value of \( \pi(\Delta_x) \) for \( x \) satisfying \( \pi_*(x) = \bar{s} \). Then \( F \) is a proper partial action of \( M \) on \( \mathcal{X} \) and \( (\Delta_x)_{x \in \mathcal{X}} \) is a right-Garside sequence on \( \mathcal{M} \).

The easy proof is left to the reader.

**Proposition 4.21 (braids II).** The sequence \((\Delta_n)_{n \in \mathbb{N}}\) is a right-Garside sequence in the monoid \( B_\infty^L \).

**Proof.** We check that the assumptions of Lemma 4.16 are satisfied for the monoids \( M_{LD} \) and \( B_\infty^L \), with \( S = \{ \Sigma_\alpha : \alpha \in A \} \), \( \mathcal{S} = \{ \sigma_i : i \geq 1 \} \) and \( \pi \) as defined in (4.2). We already established in Proposition 4.14 that the mapping \( \pi \) induces a surjective homomorphism of \( M_{LD} \) onto \( B_\infty^L \), and that \( B_\infty^L \) admits right-lcms and left-gcds. The property that every element \( \Sigma_\alpha \) of \( M_{LD} \) is an atom directly follows from Lemma 3.9.

Now, for \( T \) in \( T \), let \( \pi_*(T) \) be the right-height of \( T \), that is, the length of the rightmost branch of \( T \) viewed as a tree. The right-height is invariant under LD-equivalence, and,
therefore, we have $\pi_\ast(T \ast g) = \pi_\ast(T)$ whenever $T \ast g$ is defined. Hence (4.17) is satisfied. On the other hand, the equality $\pi(\Delta_T) = \Delta_{\pi_\ast(T)}$ was established in Lemma 4.6 so (4.18) is satisfied.

Next, define $\tilde{\pi} : S \to S$ by $\tilde{\pi}(\sigma_i) = \Sigma_{1}^{i-1}$. Assume that $T$ is a term and $\pi_\ast(T) \ast \sigma_i$ is defined. By definition, this implies that $\pi_\ast(T)$ is at least $i + 1$, that is, the right-height of $T$ is at least $i + 1$. This guarantees that $T \ast \Sigma_{1}^{i-1}$ is defined. Hence (4.19) is satisfied.

Finally, assume that $w$ is a braid word that represents a left-divisor of $\Delta_n$. A direct inspection shows that any two strands in the diagram associated with the recursive definition of $\Delta_n$ cross at most once, hence the same must be true for the braid diagram encoded in $w$. On the other hand, an easy induction shows that, if $w$ is a word in the letters $\Sigma_1$, and $T$ is an injective term $x_1^{i}(x_2^{n}(\ldots))$, then $T \ast w$ is semi-injective if and only if, in the braid diagram encoded in $\pi_\ast(w)$, any two strands cross at most once. It follows that (4.20) is satisfied.

We then apply Lemma 4.16.

\textbf{Corollary 4.22 (braids III).} For every $n$, the braid monoid $B_n^+$ is a Garside monoid.

\textbf{Proof.} We apply Proposition 1.25 to the right-Garside $(\Delta_n)_{n \in \mathbb{N}}$ in $B^+_{\infty}$. Then every integer $n$ is eligible, as $n \ast g$ is defined if and only if $g$ has at least one expression that involves no $\sigma_i$ with $i \geq n$, which implies that $n \ast gh$ is defined if and only if $n \ast g$ and $n \ast h$ are defined.

So, as announced, the right-Garside structure of braids can be recovered from the right-Garside structure associated with the LD-law. As the right-Garside structure has no left counterpart, we cannot expect for more. However, by the symmetry of the braid relations, the existence of a right-Garside structure immediately implies the existence of a left-structure, and merging the left- and the right-structures completes the results.

\section{4.3 Hurwitz action of braids on LD-systems}

We conclude with a related but different topic. The projection of the self-distributivity category $\mathcal{LD}$ to the braid category $\mathcal{C}(B^+_{\infty}, \mathbb{N})$ described above is partly trivial in that terms are involved through their right-height only and the corresponding action of braids on integers is constant. One can consider alternative projections that correspond to less trivial braid actions and lead to factorizations

$$\mathcal{LD} \longrightarrow \mathcal{C}(B^+_{\infty}, \ldots) \longrightarrow \mathcal{C}(B^+_{\infty}, \mathbb{N})$$

for the projection of $\mathcal{LD}$ onto $\mathcal{C}(B^+_{\infty}, \mathbb{N})$, and, in good cases, to new examples of categories admitting non-trivial right-Garside maps. We shall describe two such examples.
The first example comes from the action of braids on sequences of integers provided by the associated permutations. For \((p_1, \ldots, p_n)\) a finite sequence of nonnegative integers and \(i < n\), let us define
\[
(4.23) \quad (p_1, \ldots, p_n) \cdot \sigma_i = (p_1, \ldots, p_{i-1}, p_{i+1}, p_i, p_{i+2}, \ldots, p_n).
\]
In this way, we obtain a partial action of the braid monoid \(B^+\) on the set \(\text{Seq}(\mathbb{N})\) of all finite sequences of natural numbers. We deduce a new category, hereafter denoted by \(C(B^+_\infty, \text{Seq}(\mathbb{N}))\). A typical element of \(C(B^+_\infty, \text{Seq}(\mathbb{N}))\) is a triple of the form \((1, 2, 2) \xrightarrow{\sigma_1} (2, 1, 2)\).

Clearly \(C(\text{id}, \text{lg})\) defines a surjective functor from \(C(B^+_\infty, \text{Seq}(\mathbb{N}))\) onto \(C(B^+_\infty, \mathbb{N})\). Our aim is then to describe a natural surjective functor from \(\text{LD}\) onto this category. We recall that terms have been defined to be bracketed expressions constructed from a fixed sequence of variables \(x_1, x_2, \ldots\) (or as binary trees with leaves labeled with variables \(x_p\)), and that, for \(T\) a term and \(\alpha\) a binary address, \(T_\alpha\) denotes the subtterm of \(T\) whose root, when \(T\) is viewed as a binary tree, has address \(\alpha\).

**Proposition 4.24 (Hurwitz I).** For \(T\) a term with right-height \(n\), define
\[
(4.25) \quad \text{var}^*_R(T) = (\text{var}_R(T_0), \var_R(T_{10}), \ldots, \var_R(T_{1n-10})),
\]
where \(\var(T)\) denote the index of the rightmost variable occurring in \(T\). Then the surjective morphism \(C(\pi, \text{lt})\) from \(\text{LD}\) onto \(C(B^+_\infty, \mathbb{N})\) factors into
\[
\text{LD} \xrightarrow{C(\pi, \text{var}^*_R)} C(B^+_\infty, \text{Seq}(\mathbb{N})) \xrightarrow{C(\text{id}, \text{lg})} C(B^+_\infty, \mathbb{N}).
\]
Moreover, the map \(\Delta\) defined by \(\Delta((p_1, \ldots, p_n)) = (p_1, \ldots, p_n) \xrightarrow{\Delta_n} (p_n, \ldots, p_1)\) is a right-Garside map in \(C(B^+_\infty, \text{Seq}(\mathbb{N}))\).

In the above context, terms are mapped to sequences of integers by
\[
\xymatrix{ x_{p_1} \ar@{-}[r] & x_{p_2} \ar@{-}[r] & \cdots \ar@{-}[r] & x_{p_n} \ar@{-}[r] & (p_1, p_2, \ldots, p_n).}
\]

**Proof of Proposition 4.24 (Sketch).** The point is to check that the action of the LD-law on the indices of the right variables of the subterms with addresses \(1^0\) is compatible with the action of braids on sequences of integers. It suffices to consider the basic case of \(\Sigma_{1^1}^1\), and the expected relation is shown on the right. Details are easy. \(\square\)
As can be expected, for symmetry reasons, the map $\Delta$ of Proposition 4.24 is not only a right-Garside map, but even a Garside map in the category $\mathcal{C}(B^*_\infty, \text{Seq}(\mathbb{N}))$.

The action of positive braids on sequences of integers defined in (4.23) is just one example of a much more general situation, namely the action of positive braids on sequences of elements of any LD-system. It is well known—see, for instance, [35] or [77] Chapter I—that, if $(G, ^\cdot)$ is an LD-system, that is, $^\cdot$ is a binary operation on $G$ that obeys the LD-law, then defining for $i < n$

\begin{equation}
(a_1, \ldots, a_n) \cdot \sigma_i = (a_1, \ldots, a_{i-1}, a_i^\cdot a_{i+1}, a_i, a_{i+2}, \ldots, a_n)
\end{equation}

provides a well defined action of the monoid $B^*_n$ on the set $G^n$, and, from there, a partial action of $B^*_\infty$ on the set $\text{Seq}(G)$ of all finite sequences of elements of $G$. It is natural to call this action a *Hurwitz action* since it is a direct extension of the Hurwitz action as considered in Example I.2.8 when conjugacy is replaced with an arbitrary left-selfdistributive operation $^\cdot$—the case of Proposition 4.24 then corresponding to the trivial operation $x^\cdot y = y$. For each choice of the LD-system $(G, ^\cdot)$, we obtain an associated category that we shall simply denote by $\mathcal{C}(B^*_\infty, \text{Seq}(G))$.

**Proposition 4.27 (Hurwitz II).** Assume that $(G, ^\cdot)$ is an LD-system and $\tilde{c}$ is a sequence of elements of $G$. For $T$ a term with right-height $n$, define

$$ev_{\tilde{c}}(T) = (T_{n0}(\tilde{c}), \ldots, T_{1n-10}(\tilde{c})),$$

where $T(\tilde{c})$ denotes the evaluation of $T$ in $(G, ^\cdot)$ when $x_i$ is given the value $c_i$ for every $i$. Then the surjective morphism $\mathcal{C}(\pi, \text{id}_n)$ of $\mathcal{LD}$ onto $\mathcal{C}(B^*_\infty, \mathbb{N})$ factors into

$$\mathcal{LD} \xrightarrow{\mathcal{C}(\pi, ev_{\tilde{c}})} \mathcal{C}(B^*_\infty, \text{Seq}(G)) \xrightarrow{\mathcal{id, lg}} \mathcal{C}(B^*_\infty, \mathbb{N}).$$

Moreover, the map $\Delta$ defined by

$$\Delta((a_1, \ldots, a_n)) = (a_1, \ldots, a_n) \xrightarrow{\Delta} (a_1^\cdot a_n, a_1^\cdot a_{n-1}, \ldots, a_1^\cdot a_2, a_1),$$

where $x^\cdot y z$ stands for $x^\cdot (y^\cdot z)$, is a right-Garside map in $\mathcal{C}(B^*_\infty, \text{Seq}(G))$.

We skip the proof, which is an easy verification similar to that of Proposition 4.24. When $(G, ^\cdot)$ is $\mathbb{N}$ equipped with $a^\cdot b = b$ and we map $x_p$ to $p$, the category $\mathcal{C}(B^*_\infty, \text{Seq}(\mathbb{N}))$ is the category $\mathcal{C}(B^*_\infty, \text{Seq}(\mathbb{N}))$ of Proposition 4.24. In the latter case, the (partial) action of braids is not constant as in the case of $\mathcal{C}(B^*_\infty, \mathbb{N})$, but it factors through an action of the associated permutations, and, therefore, it is far from being free. By contrast, if we take for $G$ the braid group $B_\infty$ with $^\cdot$ defined by $a^\cdot b = a \text{sh}(b) \sigma_i \text{sh}(a)^{-1}$, where we recall $\text{sh}$ is the shift endomorphism of $B_\infty$ that maps $\sigma_i$ to $\sigma_{i+1}$ for each $i$, and if we map $x_p$ to 1 (or to any other fixed braid) for each $p$, then the corresponding action (4.26) of $B^*_\infty$ on $\text{Seq}(B_\infty)$ is free, in the sense that $g = g'$ holds whenever $(a_1, \ldots, a_n) \cdot g = (a_1, \ldots, a_n) \cdot g'$ holds for at least one sequence $(a_1, \ldots, a_n)$ in $(B^*_\infty)^*$: this follows from Lemma III.1.10 of [100]. This suggests that the associated category $\mathcal{C}(B^*_\infty, \text{Seq}(B_\infty))$ has a rich structure.
Exercises

Exercise 104 (skeleton). Say that a set of addresses is an antichain if it does not contain two addresses, one is a prefix of the other; an antichain is called maximal if it is properly included in no antichain. (i) Show that a finite maximal antichain is a family \( \{ \alpha_1, \ldots, \alpha_n \} \) such that every long enough address admits as a prefix exactly one of the addresses \( \alpha_i \). (ii) Show that, for every \( \Sigma \)-word \( w \), there exists a unique finite maximal antichain \( A_w \) such that \( T \cdot w \) is defined if and only if the skeleton of \( T \) includes \( A_w \).

Exercise 105 (preservation). Assume that \( M \) is a left-cancellative monoid and \( F \) is a partial action of \( M \) on a set \( X \). (i) Show that, if \( M \) admits right lcm (resp. conditional right-lcms), then so does the category \( C_F(M,X) \). (ii) Show that, if \( M \) is right-Noetherian, then so is \( C_F(M,X) \).

Exercise 106 (right-Garside sequence). Assume that \( M \) is a left-cancellative monoid, \( \alpha \) is a partial action of \( M \) on \( X \) and \( (\Delta_x)_{x \in X} \) is a Garside sequence in \( M \) with respect to \( \alpha \). (i) Show that, for every \( x \in X \), any two elements of \( \text{Def}(x) \) admit a common right-multiple in \( M \), and the latter lies in \( \text{Def}(x) \). (ii) Show that any two elements of \( M \) admit a common right-multiple. (iii) Show that, if \( x \cdot g \) is defined, then \( \Delta_x \preceq g \Delta_x \cdot g \) holds and that, if we define \( \phi(x) \) by \( \phi(x) = x \cdot \Delta_x \) and \( \phi(g) \) by \( g \Delta_x \cdot g = \Delta_x \cdot \phi(g) \), then the functor \( \phi \) of \( C_F(M,X) \) associated with the right-Garside map \( \Delta \) is given by \( \phi(x,y) = (\phi(x), \phi(g), \phi(y)) \).

Exercise 107 (Noetherianity). Assume that \( F \) is a proper partial action of a monoid \( M \) on a set \( X \) and there exists a map \( \mu : X \to \mathbb{N} \) such that \( \mu(x \cdot g) > \mu(x) \) holds whenever \( g \) is not invertible. Show that \( M \) is Noetherian and every element of \( M \) has a finite height.

Exercise 108 (relations \( R_{cd} \)). Show that, for every \( \Sigma \)-word \( w \) and every term \( T \) such that \( T \cdot w \) is defined, one has \( \delta_T \cdot w = s h_1(w) \cdot \delta_T \cdot w \). [Hint: Show the result for \( w \) of length one and use induction on the size of \( T \).]

Exercise 109 (common multiple). Assume that \( M \) is a left-cancellative monoid, \( F \) is a partial action of \( M \) on \( X \), and \( (\Delta_x)_{x \in X} \) is a right-Garside sequence in \( M \) with respect to \( F \). Show that, for every \( x \in X \), any two elements of \( \text{Def}(x) \) admit a common right-multiple that lies in \( \text{Def}(x) \).

Exercise 110 (Embedding Conjecture). Show that \( (3.34) \) holds for \( f = \Sigma_0 \) and \( g = \Sigma_1 \) with \( T = (x^\wedge(x^\wedge x))^\wedge(x^\wedge(x^\wedge x)) \). [Hint: The values are \( \phi_T(\Sigma_0) = \Sigma_{000} \Sigma_{010} \Sigma_{100} \Sigma_{110} \) and \( \phi_T(\Sigma_1) = \Sigma_g \).]

Notes

Sources and comments. The content of this chapter is based on the approach to left self-distributivity developed in [27]. Although implicit from the early developments—introducing the operation \( \phi \) on terms to prove the existence of a common LD-expansions
is totally similar to introducing Garside’s fundamental braid $\Delta_n$ to prove the existence of common right-multiples in the braid monoid $B_n^+$—the connection with Garside’s theory of braids was discovered a posteriori, when it appeared that the subword reversing machinery specially developed to prove that the monoid $M_{LD}$ is left-cancellative is also relevant for the braid monoids $B_n^+$, and is actually closely connected with the Higman–Garside strategy for proving that the braid monoids are left-cancellative. The current exposition in terms of a right-Garside map in the category $LD$ or, equivalently, a right-Garside sequence in the monoid $M_{LD}$, appeared more recently, in [88].

The interest in the self-distributivity law was renewed by the discovery in the 1980’s and the early 1990’s of unexpected connections with low-dimensional topology in Joyce [153], Matveev [177], Fenn–Rourke [120] and axiomatic set theory in [70] and in Laver [168]. The latter connection led to deriving several purely algebraic statements about the LD-law from certain higher infinity axioms, but, at least at first, no proof of these statements in the standard framework of the Zermelo–Fraenkel system was known. This unusual situation provided a strong motivation for the quest of alternative elementary proofs, and a rather extensive theory of the LD-law was developed in the decade 1985-95 by the first author in [77], with a partial success: some of the statements first derived from large cardinal axioms did receive elementary proofs, in particular the decidability of the Word Problem for the LD-law, that is, the question of algorithmically recognizing whether two terms are $=_{LD}$-equivalent, but other questions remain open, in particular those involving Laver’s tables, a sequence of finite LD-systems of sizes $1, 2, 4, 8, \ldots$ reminiscent of 2-adic integers.

The above mentioned theory of the LD-law was centered on the study of the relation $=_{LD}$, and it was developed in two steps. The first one [71] consisted in investigating $=_{LD}$ directly, and it essentially corresponds to the results of Section 2 in this chapter. However, because Question 2.11 remained open, these results were not sufficient to establish the desired decidability of $=_{LD}$. Here came the second step, namely introducing the monoid $M_{LD}$ (and the group $G_{LD}$ specified by the same presentation) and using it to describe $=_{LD}$ more precisely. This approach, which includes the results of Section 3, turned out to be successful in [73, 75], and, in addition, it led to unexpected braid applications when the connection between $M_{LD}$ and $B^\infty_\infty$ became clear in [72].

By the way, we insist that the slogan “the Garside structure of braids is the projection of the Garside structure on the selfdistributivity monoid $M_{LD}$” is fully justified and it provides really new proofs for the algebraic properties of braids: the verifications of Subsection 4.2 to show that braids are eligible require no background result about braids: we do not have to assume half the results to reprove them!

Further questions. Many puzzling questions remain open in the domain of left-selfdistributive algebra, like the question of whether the results about periods in Laver’s tables, currently established using large cardinal assumptions, can be established in the standard framework of the Zermelo–Fraenkel system, see [77] Chapter XIII, or the termination of the so-called Polish algorithm, see [79]. It is however unlikely that the Garside approach may be useful in solving these questions.

By contrast, another significant open problem is the already mentioned Embedding Conjecture, which we recall can be expressed as:
Question 32. Is the monoid $M_{LD}$ right-cancellative?

This is indeed a structural question about the LD-law since, by Proposition 3.27, a positive solution would in particular guarantee that any two LD-equivalent terms admit a unique least common LD-expansion.

Proposition 3.33 leads to a realistic program that would reduce the proof of the Embedding Conjecture to a (long) sequence of verifications. Indeed, it is shown in Proposition VIII.5.15 of [77] that every element of $M_{LD}$ that left-divides an element $\Delta T$ admits a unique expression of the form $\prod_{\alpha \in A} \Sigma_{\alpha,e}^{\alpha}$, where $\Sigma_{\alpha,e}$ denotes $\Sigma_{\alpha_1} \cdots \Sigma_{\alpha_k}$ and $>\alpha$ refers to the unique linear ordering on binary addresses that satisfies $\alpha > \alpha_0 > \alpha_1 > \gamma$ for all $\alpha, \beta, \gamma$. In this way, we associate with every simple element of $M_{LD}$ a sequence of nonnegative integers $(e_\alpha)_{\alpha \in A}$ that plays the role of coordinates for the considered element. Then it should be possible to express the coordinates of $\phi_T(s)$ in terms of those of $s$, and then express the coordinates of $\gcd(s,t)$ in terms of those of $s$ and $t$. If this were done, proving (or disproving) the equalities (3.34) should be easy.

In another direction, the presentation of $M_{LD}$, which we saw is right-complemented, is also left-complemented, that is, for every pair of generators $\Sigma_\alpha, \Sigma_\beta$, there exists in $R_{LD}$ at most one (actually exactly one) relation of the form $\cdots \Sigma_\alpha = \cdots \Sigma_\beta$. But the presentation fails to satisfy the counterpart of the cube condition, and it is extremely unlikely that one can prove that the monoid $M_{LD}$ is possibly right-cancellative simply using the counterpart of Proposition II.4.16. Now the germ approach of Chapter VI provides another powerful criterion for establishing cancellativity: a second, independent program for proving the Embedding Conjecture would be to prove that the family of simple elements in $M_{LD}$ forms a (right)-germ that satisfies, say, the conditions of Proposition VI.2.8 or VI.2.28 (recognizing Garside germ). As the considered germ is infinite, this is not an easy task but, clearly, only finitely many combinatorial situations may appear and, again, a (long) sequence of verifications could be sufficient.

So, in both approaches, it seems that Garside’s theory will be crucial in a possible solution of the Embedding Conjecture. In any case, it is crucial to work with the structural monoid $M_{LD}$ efficiently, and this is precisely what the Garside approach provides.

Other algebraic laws. The above approach of self-distributivity can be developed for other algebraic laws. However, at least from the viewpoint of Garside structures, the case of self-distributivity seems rather particular.

A typical case is associativity, that is, the law $x(yz) = (xy)z$. It is syntactically close to self-distributivity, the only difference being that the variable $x$ is not duplicated in the right hand side. Let us say that a term $T'$ is an $A$-expansion of another term $T$ if $T'$ can be obtained from $T$ by applying the associativity law in the left-to-right direction only, that is, by iteratively replacing subterms of the form $T_1 \cdot (T_2 \cdot T_3)$ by the corresponding term $(T_1 \cdot T_2) \cdot T_3$. Then the counterpart of Proposition 2.6 is true, that is, two terms $T, T'$ are equivalent up to associativity if and only if they admit a common $A$-expansion, a trivial result since every size $n$ term $T$ admits as an $A$-expansion the term $\phi(T)$ obtained from $T$ by pushing all brackets to the left.

Then, as in Section 2, we can introduce a category $A_0$ whose objects are terms, and whose morphisms are pairs $(T, T')$ with $T'$ an $A$-expansion of $T$. Next, as in Section 3, we can take positions into account and, using $A_\alpha$ when associativity is applied
at address $\alpha$, introduce a monoid $M_A$ that describes the connections between the generators $A_\alpha$, see [84]. Here the relations of Lemma 3.5 are to be replaced by analogous new relations, among which the MacLane–Stasheff Pentagon relations $A_2^\alpha = A_{\alpha 1} A_\alpha A_{\alpha 0}$ plays the critical role and replaces the relation $\Sigma_0 \Sigma_1 \Sigma_0 = \Sigma_1 \Sigma_0 \Sigma_0 \Sigma_1$. The monoid $M_A$ turns out to be a well-known object: indeed, its group of fractions is Richard Thomp-son’s group $F$, see Cannon–Floyd–Parry [48] or [90]. Finally, we can introduce the category $A$, whose objects are terms, and whose morphisms are triples $T \xrightarrow{g} T'$ with $g$ in $M_A$ and $T \cdot g = T'$. Then, using $\tilde{\phi}(T)$ for the term obtained from $T$ by pushing all brackets to the right, one easily proves that the categories $A_0$ and $A$ are isomorphic—that is, the analog of the Embedding Conjecture is true—and that the map $T \mapsto (T, \phi(T))$ is a right-Garside map in $A_0$, whereas $T \mapsto (T, \tilde{\phi}(T))$ is, in the obvious sense, a left-Garside map. This seemingly promising result is not interesting. Indeed, the Garside structure(s) is trivial: the maps $\phi$ and $\tilde{\phi}$ are constant on each orbit for the action of $M_A$ on terms, and every element in the categories $A_0$ and $A$ is a divisor of $\Delta$. In other words, the underlying Garside families are the whole categories and, therefore, nothing is to be expected from the derived normal decompositions.

By contrast, let us mention that the central duplication law $x(yz) = (xy)(yz)$ turns out to be similar to self-distributivity, with a non-trivial Garside structure, see [81]. As there is no known connection between this exotic law and other widely investigated objects like braids, we do not go into details.
Chapter XII

Ordered groups

A priori, there is no obvious connection between ordered groups and Garside structures. In particular, the definition of a Garside monoid includes Noetherianity assumptions that are never satisfied in those monoids that occur in connection with ordered groups. However, as already seen with the Klein bottle monoid (Reference Structure 5, page 17), the current, extended framework developed in this text allows for non-Noetherian structures. What we do in this chapter is to show that the above Klein bottle monoid is just the very first one in a rich series of monoids that are canonically associated with ordered groups and that contain a Garside element.

In recent years, a number of interesting questions arose about the topology of the space of all orderings of a given orderable group. We shall show in particular that an approach based on monoids and Garside elements is specially efficient to construct examples of orderable groups with orderings that are isolated in the space of their orderings, a not so frequent situation of which few examples were known. Here Garside theory is mainly useful through the result that a Garside element $\Delta$ and the associated functor $\phi_\Delta$ (here a morphism since we are in a monoid) provide an effective criterion for the existence of common multiples.

The chapter is divided in three sections. We begin in Section 1 with some background about ordered groups and the topology of their space of orderings (Proposition 1.14). Next, we consider in Section 2 the specific question of constructing isolated orderings on an orderable group and we explain how to use Garside elements for this task, in the specific case of what we call triangular presentations, along the scheme described in Proposition 2.7, leading to a practical criterion in Proposition 2.15. Finally, in Section 3, we point out some limits of the approach, showing both that some further examples can be constructed without using Garside element and that some examples remain inaccessible to triangular presentations, in particular in the case of braids with 4 strands and more and the associated Dubrovina–Dubrovin ordering.

1 Ordered groups and monoids of $O$-type

In this introductory section, we review basic results about orderable groups and their space of orderings. The only non-standard point is the introduction of the notion of a monoid of $O$-type, which is relevant for addressing orderability questions in a monoid framework.

We start with background on ordered groups in Subsection 1.1. Then Subsection 1.2 is devoted to the space of orderings of an orderable groups, with the specific question of the existence of isolated orderings that is central in the rest of the chapter. Finally, in Subsection 1.3, we describe the action of automorphisms on orderings with a special emphasis on the case of Artin’s braid groups.
1.1 Orderable and bi-orderable groups

In the sequel, when considering an ordering, we always use $<, \prec, ...$ for the strict (anti-reflexive) version and $\leq, \preceq, ...$ for the associated non-strict (reflexive) version: $g < h$ stands for $g \leq h$ with $g \neq h$, and $g \leq h$ stands for $g < h$ or $g = h$. An ordering is called linear (or total) if any two elements are comparable.

**Definition 1.1 (orderable, bi-orderable).** (i) A linear ordering $<$ on a group $G$ is called left-invariant (resp. right-invariant, resp. bi-invariant) if $g < g'$ implies $fg < fg'$ (resp. $gh < g'h$, resp. both) for all $f, g, g'$ in $G$.

(ii) A group $G$ is called orderable (resp. bi-orderable) if it admits at least one left-invariant (resp. bi-invariant) linear ordering.

**Example 1.2 (orderable group).** The standard ordering on $(\mathbb{Z}, +)$ is bi-invariant, so $(\mathbb{Z}, +)$ is a bi-orderable group. More generally, a lexicographic ordering on a free Abelian group is bi-invariant, so every such group is bi-orderable. By contrast, it is clear that, in an orderable group, $1 < g$ implies $g^n < g^{n+1}$ for every $n$, so such a group may admit no torsion element. Therefore, an Abelian group if orderable if and only if it is bi-orderable if and only if it is torsion-free.

By contrast, Artin’s 3-strand braid group $B_3$ (Reference Structure 2, page 5) is not bi-orderable: indeed, assume that $<$ is a linear ordering on $B_3$ with, say, $\sigma_1 < \sigma_2$. If $<$ is bi-invariant, then, for every $g$, we have $g^{-1}\sigma_1 g < g^{-1}\sigma_2 g$, that is, with the notation of Chapter VIII, $\sigma_1^g < \sigma_2^g$. Now, for $g = \Delta_3$, we have $\sigma_1^{\Delta_3} = \sigma_2$ and $\sigma_2^{\Delta_3} = \sigma_1$, so it is impossible that $\sigma_1 < \sigma_2$ and $\sigma_1^{\Delta_3} < \sigma_2^{\Delta_3}$ hold simultaneously. However, we shall see below that $B_3$ is left-orderable.

As can be expected, there is no notion of a left-orderable group because every group that admits a left-invariant ordering automatically admits a right-invariant ordering, and vice versa: a linear ordering $<$ is left-invariant if and only if the ordering $<$ defined by $g < h \Leftrightarrow h^{-1} < g^{-1}$ is right-invariant.

A left-invariant ordering on a group turns out to be entirely determined by what is called its positive cone.

**Lemma 1.3.** (i) Assume that $<$ is a left-invariant ordering on a group $G$. Define the positive cone $P^+_<$ of $<$ to be $\{g \in G \mid g > 1\}$. Then $P^+_<$ is a subsemigroup of $G$ such that $P^+_<$, $(P^+_<)^{-1}$, and $\{1\}$ make a partition of $G$.

(ii) Conversely, assume that $P$ is a subsemigroup of a group $G$ such that $P$, $P^{-1}$, and $\{1\}$ make a partition of $G$. Then the relation $g^{-1}h \in P$ defines a left-invariant ordering on $G$, and $P$ is the associated positive cone.

**Proof.** (i) Assume that $g$ and $h$ lie in $P^+_<$ Then we have $1 < h$, whence $g < gh$ since $<$ is left-invariant. We deduce $1 < g < gh$, so $gh$ lies in $P^+_<$, and the latter is a subsemigroup of $G$. 

Next, using the invariance of $g < 1$ under left-multiplication by $g^{-1}$ and that of $g^{-1} > 1$ under left-multiplication by $g$, we see that $g < 1$ is always equivalent to $g^{-1} > 1$.

Now, let $g$ belong to $G$. If $g$ does not lie in $P_+^+ \cup \{1\}$, the relation $g \geq 1$ fails, so we have $g < 1$, whence $g^{-1} > 1$, and $g$ lies in $(P_+^+)^{-1}$. So $G$ is the union of $P_+^+$, $(P_+^+)^{-1}$, and $\{1\}$. Then the assumption that $< \equiv$ strict implies that $1$ lies neither in $P_+^+$ nor in $(P_+^+)^{-1}$. Finally, $g \in P_+^+ \cap (P_+^+)^{-1}$ would imply both $g > 1$ and $g < 1$, which is impossible. So $P_+^+$, $(P_+^+)^{-1}$, and $\{1\}$ make a partition of $G$.

(ii) Write $g < h$ for $g^{-1}h \in P$. First $1$ does not lie in $P$, so $g < g$ never holds, that is, $<$ is antireflexive. Next, assume $f < g < h$. As $P$ is a subsemigroup of $G$, we find $f^{-1}h = (f^{-1}g)(g^{-1}h) \in P^2 \subseteq P$, whence $f < h$. So $<$ is transitive, and it is a strict partial ordering on $G$. Assume $g \neq h \in G$. If $g < h$ fails, that is, if $g^{-1}h$ does not lie in $P$, then, by assumption, $(g^{-1}h)^{-1}$ lies in $P$. This means that $h^{-1}g$ lies in $P$, hence $h < g$ holds. So $<$ is a linear ordering on $G$. Then, as we have $(fg)^{-1}(fh) = g^{-1}h$, it is obvious that $g < h$ implies $fg < fh$ for every $f$. So $<$ is left-invariant. Finally, by definition of $<$, the set $\{g \in G \mid g > 1\}$ coincides with $P$.

In the current text, monoids and the associated divisibility relations play an important rôle. It is then easy to adapt Lemma 1.3 to a monoid terminology. We recall that, if $M$ is a left-cancellative monoid, the left-divisibility relation $\preceq$ is a partial ordering on $M$ if and only if $M$ admits no nontrivial invertible elements.

**Definition 1.4 (monoid of $O$-type).** A monoid $M$ is said to be of right-$O$-type (resp. left-$O$-type) if $M$ is left-cancellative (resp. right-cancellative) and left-divisibility (resp. right-divisibility) is a linear ordering on $M$. A monoid is of $O$-type if it is both of right- and left-$O$-type.

In other words, a monoid $M$ is of right-$O$-type if it is left-cancellative, has no nontrivial invertible element, and, for all $g$, $h$ in $M$, at least one of $g \preceq h$, $h \preceq g$ holds.

**Example 1.5 (monoid of $O$-type).** The free Abelian monoid $\langle \mathbb{N}, + \rangle$ is of $O$-type: the associated divisibility relation is the standard ordering of natural numbers, which is linear.

Now, let $M$ be the monoid $\langle a, b \mid a = ba \rangle^+$. Mapping $a$ to the ordinal $\omega$ and $b$ to $1$ defines an isomorphism from $M$ to the monoid $(\omega^2, +)$, and one easily deduces that $(M, \preceq)$ is isomorphic to the ordinal $\omega^2$ equipped with its standard ordering, a linear ordering. Hence $M$ is of right-$O$-type. Note that $M$ is left-Noetherian, since $(\omega^2, <)$ is a well-order, but not right-Noetherian, since $a \not\preceq a$ holds.

Next, let $\mathbb{K}^+$ be the Klein bottle monoid $\langle a, b \mid a = bab \rangle^+$ (Reference Structure 5 page 17). We saw in Chapter 1 that $\mathbb{K}^+$ is cancellative and that the left- and the right-divisibility relations of $\mathbb{K}^+$ are linear orderings. Hence $\mathbb{K}^+$ is a monoid of $O$-type.

By contrast, for $n \geq 2$, a free Abelian monoid $\mathbb{N}^n$ is not of left-$O$-type: if $a_1, \ldots, a_n$ is a basis, neither $a_1 \preceq a_2$ nor $a_2 \preceq a_1$ holds. Similarly, the braid monoid $\mathbb{B}_n^+$ (Reference Structure 2 page 5) is not of right-$O$-type for $n \geq 3$, since neither $\sigma_1 \preceq \sigma_2$ nor $\sigma_2 \preceq \sigma_1$ holds.
Generalizing the above examples, we immediately see that a monoid that contains at least two atoms cannot be of left-$O$-type: if $s_1, s_2$ are distinct atoms, then, by definition of an atom, both $s_1 \prec s_2$ and $s_2 \prec s_1$ are impossible. Owing to Proposition II.2.58 (atoms generate), we deduce

**Proposition 1.6 (not $O$-type).** The only Noetherian monoid of right-$O$-type is $(\mathbb{N}, +)$.

The connection between ordered groups and monoids of $O$-type is simple:

**Lemma 1.7.** For $M$ a submonoid of a group $G$, the following conditions are equivalent:
(i) The group $G$ admits a left-invariant ordering whose positive cone is $M \setminus \{1\}$;
(ii) The monoid $M$ is of $O$-type and generates $G$.

**Proof.** Assume (i). Put $P = M \setminus \{1\}$. First, by assumption, $M$ is included in a group, hence it must be cancellative. Next, assume that $g$ is an invertible element of $M$, that is, there exists $h$ in $M$ satisfying $gh = 1$. If $g$ belongs to $P$, then so does $h$ and, therefore, $g$ belongs to $P \cap P^{-1}$, contradicting the assumption that $P$ is a positive cone. So $1$ must be the only invertible element of $M$. Now, let $g, h$ be distinct elements of $M$. Then one of $g^{-1}h, h^{-1}g$ belongs to $P$, hence to $M$: in the first case, $g \not\leq h$ holds, in the second, $h \not\leq g$. Symmetrically, one of $gh^{-1}, hg^{-1}$ belongs to $P$, hence to $M$, now implying $g \not\geq h$ or $h \not\geq g$. So any two elements of $M$ are comparable with respect to $\preceq$ and $\succeq$. Hence $M$ is of $O$-type, and (i) implies (ii).

Conversely, assume that $M$ is of $O$-type. Put $P = M \setminus \{1\}$ again. Then $P$ is a subsemigroup of $G$. The assumption that $1$ is the only invertible element in $M$ implies $P \cap P^{-1} = \emptyset$. Next, the assumption that any two elements of $M$ are comparable with respect to $\preceq$ implies a fortiori that any two of its elements admit a common right-multiple. By (the easy direction of) Proposition II.3.11 (Ore’s theorem), this implies that $G$ is a group of right-fractions for $M$. Let $f$ be an element of $G$. There exist $g, h$ in $M$ satisfying $f = gh^{-1}$. By assumption, at least one of $g \not\geq h, h \not\geq g$ holds in $M$. This means that at least one of $f \in M, f \in M^{-1}$ holds. Therefore, we have $G = M \cup M^{-1}$, which is also $G = P \cup P^{-1} \cup \{1\}$. So $P$ is a positive cone on $G$, and (ii) implies (i).

It will be convenient to restate the orderability criterion of Lemma 1.7 in terms of presentations. We recall from Chapter III that a group presentation $(S, R)$ is called positive if $R$ a family of relations of the form $u = v$, where $u, v$ are nonempty words in the alphabet $S$ (no empty word, and no letter $s^{-1}$). We recall that a monoid admits a positive presentation if and only if $1$ is the only invertible element. Also remember that, in general, the monoid $(S \mid R)^+$ need not embed in the group $(S \mid R)$.

**Proposition 1.8 (orderability).** A group $G$ is orderable if and only if

$$\text{(1.9)}$$

The group $G$ admits a positive presentation $(S, R)$ such that the monoid $(S \mid R)^+$ is of $O$-type.

In this case, the subsemigroup of $G$ generated by $S$ is the positive cone of a left-invariant ordering on $G$.

**Proof.** Assume that $G$ is an orderable group. Let $P$ be the positive cone of a left-invariant ordering on $G$, and let $M = P \cup \{1\}$. By the implication $(i) \Rightarrow (ii)$ of Lemma 1.7, the
monoid $M$ is of $O$-type. As 1 is the only invertible element in $M$, the latter admits a positive presentation $(S, R)$. As $G = M \cup M^{-1}$ holds, $G$ is a group of right-fractions for $M$. By Proposition II.3.11 (Ore’s theorem), this implies that $(S, R)$ is also a presentation of $G$.

Conversely, assume that $G$ admits a positive presentation $(S, R)$ such that the monoid $(S \cap R)^+$ is of $O$-type. Let $M$ be the submonoid of $G$ generated by $S$, and let $P = M \setminus \{1\}$. As observed in the proof of Lemma II.7, Ore’s theorem implies that $(S \cap R)^+$ embeds in a group of fractions, which admits the presentation $(S, R)$, hence is isomorphic to $G$. Hence, the identity mapping on $S$ induces an embedding $\iota$ of $(S \cap R)^+$ into $G$. Therefore the image of $\iota$, which is the submonoid of $G$ generated by $S$, hence is $M$, admits the presentation $(S, R)$. So the assumption implies that $M$ is of $O$-type. Then, by the implication (ii) $\Rightarrow$ (i) of Lemma II.7 $P$ is the positive cone of a left-invariant ordering on $G$. \[\square\]

**Example 1.10 (orderability).** The Klein bottle group $K$ (Reference Structure5 page17) admits the presentation $\langle a, b \mid a = bab \rangle$, and we saw in Example 1.5 that the monoid $\langle a, b \mid a = bab \rangle^+$ is of $O$-type, so Proposition II.8 implies that $K$ is orderable, by a left-invariant ordering that admits $K^+ \setminus \{1\}$ as positive cone.

### 1.2 The spaces of orderings on a group

We now consider the family of all left-invariant (or bi-invariant) orderings on a given orderable (or bi-orderable) group. This family can be given a natural topology, making it a compact, totally disconnected space, and this will be our main subject of interest in the sequel.

If $G$ is a group—actually, any set—we denote here by $\mathcal{P}(G)$ the powerset of $G$, that is, the family of all subsets of $G$. Identifying a subset of $G$ with its indicator function, we identify $\mathcal{P}(G)$ with the set $\{0, 1\}^G$ of all functions from $G$ to $\{0, 1\}$. Then, starting with the discrete topology on $\{0, 1\}$, we equip $\mathcal{P}(G)$ with the product topology. A basic open set consists of all functions in $\{0, 1\}^G$ with specified values on a specified finite subset of $G$, that is, we choose two finite (possibly empty) subsets $\{g_1, \ldots, g_p\}$, $\{h_1, \ldots, h_q\}$ of $G$ and define the corresponding open set to be

\begin{equation}
\{X \subseteq G \mid g_1 \in X, \ldots, g_p \in X, h_1 \notin X, \ldots, h_q \notin X\}.
\end{equation}

Since $\{0, 1\}$ is a compact space, $\mathcal{P}(G)$ is compact by Tychonoff’s theorem. In addition, $\mathcal{P}(G)$ is totally disconnected, that is, any two points lie in disjoint open sets whose union is the whole space. Indeed, if $X_1$ and $X_2$ are distinct subsets of $G$, there exists $g$ satisfying $g \in X_1$ and $g \notin X_2$ (or vice versa), and then the two open sets $\{X \subseteq G \mid g \in X\}$ and $\{X \subseteq G \mid g \notin X\}$ separate $X_1$ and $X_2$ and their union is all of $\mathcal{P}(G)$.

In the case of ordered groups, we observed in Lemma II.3 that, if $G$ is an orderable group, there exists a one-to-one correspondence between the left-invariant orderings of $G$ and the positive cones of $G$. The latter are subsets of $G$, hence points in the powerset $\mathcal{P}(G)$. Then, at the expense of identifying a left-invariant ordering with its positive cone, the topology of $\mathcal{P}(G)$ naturally induces a topology on the family of all left-invariant orderings of $G$, and similarly for bi-invariant orderings.
Definition 1.12 (spaces $LO(G)$ and $O(G)$). For $G$ a group, we define $LO(G)$ (resp. $O(G)$) to be the family of the positive cones of the left-invariant (resp. bi-invariant) orderings on $G$ equipped with the topology induced by that of $P(G)$.

Of course, the space $LO(G)$ is nonempty if and only if $G$ is orderable, whereas $O(G)$ is nonempty if and only if $G$ is bi-orderable.

Lemma 1.13. If $G$ is an orderable group, then the family $\{U_{g,h} \mid g, h \in G\}$ is a base of open sets for the topology of $LO(G)$, where, for $g, h \in G$, the set $U_{g,h}$ is defined to be $\{P \in LO(G) \mid g^{-1}h \notin P\}$.

Proof. Every open set of the form (1.11) is an intersection of finitely many sets $U_{g,h}$, since we consider positive cones, so that, when $g, h$ are disjoint, $g^{-1}h \notin P$ is equivalent to $h^{-1}g \notin P$. 

Note that $U_{g,h}$ is the family of all left-invariant orderings $<$ satisfying $g < h$.

Proposition 1.14 (spaces $LO(G)$ and $O(G)$). (i) For every group $G$, the spaces $LO(G)$ and $O(G)$ are closed subsets of $\{0, 1\}^G$; they are compact, totally disconnected spaces.

(ii) For every countable group $G$, the space $LO(G)$ (resp. $O(G)$) is either empty, or nonempty finite, or homeomorphic to the Cantor set, or infinite homeomorphic to a closed subset of the Cantor set with isolated points.

Proof. (i) As the space $P(G)$ is compact and totally disconnected, it suffices to see that $LO(G)$ and $O(G)$ are closed in $P(G)$, that is, that not being a positive cone is an open condition. Now, $P$ is a positive cone if it satisfies the three conditions (i) $P^2 \subseteq P$, (ii) $P \cap P^{-1} = \emptyset$, (iii) $P \cup P^{-1} = G \setminus \{1\}$. Then $P$ fails to satisfy (i) if there exist $g, h$ in $P$ such that $gh$ does not belong to $P$, that is, if $P$ belongs to the open set

$$\bigcup \{X \mid g \in X, h \in X, gh \notin X\}.$$

Similarly, $P$ fails to satisfy conditions (ii) or (iii) if it belongs to the open sets

$$\bigcup \{X \mid g \in X, g^{-1} \notin X\} \text{ or } \bigcup \{X \mid g \notin X, g^{-1} \notin X\},$$

respectively. So $P(G) \setminus LO(G)$ is the union of three open sets, and it follows that $LO(G)$ is closed in $P(G)$. Similarly, the condition that the left-invariant ordering associated with $P$ fails to be right-invariant means that there exist $g, h$ in $G$ satisfying $g \in P$ and $hgh^{-1} \notin P$, again an open condition.
(ii) Assume that \( G \) is countable. Fix an enumeration \( g_1, g_2, \ldots \) of \( G \) and, for \( X_1, X_2 \) included in \( G \), define
\[
\text{dist}(X_1, X_2) = \sum_{g_k \in (X_1 \setminus X_2) \cup (X_2 \setminus X_1)} 2^{-k}.
\]
Then \( \text{dist} \) is a distance on \( \mathfrak{P}(G) \). Hence the latter is a metric space, and so are its subspaces \( \text{LO}(G) \) and \( O(G) \). Now a classic result [147, Corollary 2.98] states that a nonempty compact metric space that is totally disconnected is homeomorphic to a subspace of the Cantor set, and it is homeomorphic to the Cantor set if and only if it has no isolated point.

At this point, the possibilities for \( \text{LO}(G) \), when it is nonempty, are that it is finite, countably infinite, homeomorphic to the Cantor space, or homeomorphic to a closed subspace of the Cantor space with isolated points. Now, by a result of P. Linnell [174], \( \text{LO}(G) \) cannot be countably infinite. So we are left with the options of the statement. Results are similar for \( O(G) \). \( \square \)

**Example 1.15 (space \( \text{LO}(G) \)).** The monoid \( (\mathbb{N}, +) \) admits only two left-invariant (hence bi-invariant) orderings, namely the standard ordering and the opposite ordering, so the corresponding space is finite. Another similar example is the Klein bottle group \( K \) of Example [1.5] which admits exactly four left-invariant orderings, namely the one associated with the monoid \( K^+ \) and the variants obtained by exchanging \( a \) and \( a^{-1} \) and/or \( b \) and \( b^{-1} \).

By contrast, for \( n \geq 2 \), if \( G \) is a countable free Abelian group of rank at least two, the space \( \text{LO}(G) \) (which coincides with \( O(G) \)) is infinite, homeomorphic to the Cantor set [210]. In the case of \( \mathbb{Z}^2 \), the space of orderings has a simple description: the positive cones correspond to half-planes containing \((0, 0)\), with the additional fact that an irrational value for the slope of the boundary of the half-plane gives rise to one cone, whereas a rational value gives rise to two cones due to the two options for which half-line the cone includes. It follows that \( \text{LO}(\mathbb{Z}^2) \) can be seen as the union of two circles \( \mathbb{R}/\mathbb{Z} \) identified along the complement of \( \mathbb{Q}/\mathbb{Z} \).

The case of non-Abelian free groups is similar: for \( G \) free of rank \( n \) with \( n \geq 2 \), the group \( G \) is bi-orderable, and the spaces \( \text{LO}(G) \) and \( O(G) \) are homeomorphic to the Cantor set [178][186].

Left-orderable groups having only finitely many left-invariant orderings have been fully classified by Tararin [220][153]. So, in view of Proposition [1.14] and of the situations described in Example [1.15] we are left with

**Question 1.16.** Does there exist a countable orderable group \( G \) such that the space \( \text{LO}(G) \) is infinite but admits isolated points?

This is the main problem addressed in the rest of this chapter. Coming back to the definition of the topology on the space \( \text{LO}(G) \), we directly obtain a characterization of the (positive cones of) left-invariant orderings that are isolated.

**Lemma 1.17.** Assume that \( < \) is a left-invariant ordering on a group \( G. \)

(i) (The positive cone of) \( < \) is an isolated point in \( \text{LO}(G) \) if and only if there exists a finite subset \( \{g_1, \ldots, g_p\} \) of \( G \) such that \( < \) is the only left-invariant ordering of \( G \) satisfying \( 1 \leq g_i \) for \( i = 1, \ldots, p \).
(ii) The above situation occurs in particular if the positive cone of $<$ is a finitely generated semigroup.

Proof. (i) By definition, the positive cone $P^+$ of $<$ is isolated in $\text{LO}(G)$ if and only if the singleton $\{P^+\}$ is open, hence, by construction of the topology and with the notation of Lemma 1.17 if there exists a finite family $g_1, \ldots, g_p$ satisfying

$$\{P^+\} = U_{1,g_1} \cap \cdots \cap U_{1,g_p}. \quad (1.18)$$

Now (1.18) means that $P^+_c$ is the only positive cone in $\text{LO}(G)$ that contains $g_1, \ldots, g_p$.

(ii) Assume that $P^+_c$ is generated by $g_1, \ldots, g_p$. Let $P$ be any positive cone on $G$ that contains $g_1, \ldots, g_p$. Then $P$ includes the subsemigroup of $G$ generated by $g_1, \ldots, g_p$, which is $P^+_c$. This implies $P = P^+_c$. Indeed, if we had $g \in P \setminus P^+_c$, we would deduce $g^{-1} \in P^+_c$, whence $g^{-1} \in P$, contradicting the assumption that $P$ is a cone.

So, in order to obtain a positive answer to Question 1.16 it is sufficient to construct orderable groups with infinitely many left-invariant orderings and such that at least one such ordering has a positive cone that is a finitely generated semigroup—we do not claim that Lemma 1.17(ii) is an equivalence, so the approach need not be the only possible one.

In the language of monoids, we can summarize the situation in the following refinement of Proposition 1.8:

**Proposition 1.19 (isolated point).** Assume that $G$ is a group and

\[ \text{The group } G \text{ admits a positive presentation } (S, R) \text{ such that } S \text{ is finite and } \langle S | R \rangle^+ \text{ is of } O\text{-type.} \quad (1.20) \]

Then the subsemigroup of $G$ generated by $S$ is the positive cone of a left-invariant ordering on $G$ that is isolated in $\text{LO}(G)$.

Proof. Condition (1.20) refines (1.9) and, therefore, Proposition 1.8 implies that the subsemigroup of $G$ generated by $S$ is the positive cone of a left-invariant ordering on $G$. Now, by assumption, $S$ is finite, so the latter submonoid is finitely generated and Lemma 1.17 implies it is an isolated point in $\text{LO}(G)$.

Note that, in order to use a group $G$ satisfying (1.20) to answer Question 1.16 one still has to verify that $G$ admits infinitely many left-orderings: for instance, the presentation $\langle a, b | a = bab \rangle$ of the Klein bottle group $K$ is eligible for (1.20) but, as was mentioned above, the group $K$ admits exactly four left-invariant orderings, which are of course isolated in the discrete space $\text{LO}(K)$. So this example does not answer Question 1.16.
1.3 Two examples

Automorphisms, in particular inner automorphisms, of the ambient group induce actions on (invariant) orderings. Such actions may be used in view of recognizing limit points in $\text{LO}(G)$, as we shall see on two examples.

**Lemma 1.21.** For $G$ a group, $\phi$ an automorphism of $G$, and $<$ an ordering on $G$, define $<_\phi$ by $g <_\phi h \iff \phi^{-1}(g) < \phi^{-1}(h)$. Then $<_\phi$ is a left-invariant (resp. bi-invariant) ordering on $G$ if and only if $< \phi$ is, and defining $\phi \cdot < = <_\phi$ provides actions of $\text{Aut}(G)$ on $\text{LO}(G)$ and $\text{O}(G)$ by homeomorphisms.

**Proof.** The verifications are straightforward. For $g, h$ in $G$ and $\phi, \psi$ in $\text{Aut}(G)$, we find

\[ g <_\phi h \iff (\phi \psi)^{-1} g < (\phi \psi)^{-1} h \iff \phi^{-1} g < \phi^{-1} h \iff g < (\phi \psi) g, h, \]

that is, $\phi \psi \cdot < = \phi \cdot (\psi \cdot <)$, as expected for a (left)-action. 

Restricting the above actions to inner automorphisms of $G$ amounts to defining actions of $G$ on $\text{LO}(G)$ and $\text{O}(G)$ by $f \cdot < = <_f$ with $g <_f h$ meaning $f^{-1} g f < f^{-1} h f$, that is, $g f < h f$. The ordering $<_f$ will be called the *conjugate* of $<_f$ by $f$. In terms of positive cones, if $P$ is the positive cone of $<$, then positive cone of $<_f$ is $f P f^{-1}$.

Note that $\text{O}(G)$ is the subspace of $\text{LO}(G)$ made of all elements that are fixed under conjugacy: if $g < h$ is equivalent to $g f < h f$ for every $f$, then $g < h$ implies $f^{-1} g f < f^{-1} h f$, whence $g f < h f$ as $<_f$ is left-invariant, so $< = _f$ is right-invariant; conversely, if $< = _f$ is bi-invariant, then $g < h$ implies $f^{-1} g f < f^{-1} h f$, whence $<_f = <$ for every $f$.

**Example 1.22 (no isolated point).** Let $F_{\infty}$ be a free group of countable rank. Then, using automorphisms, we can easily show that the space $\text{LO}(F_{\infty})$ has no isolated point and therefore is homeomorphic to the Cantor set. Indeed, fix a countable base $\{a_1, a_2, \ldots\}$ of $F_{\infty}$, and assume that $<$ is a left-invariant ordering of $F_{\infty}$. Let $U$ be a neighborhood of $<$ in $\text{LO}(F_{\infty})$. By definition of the topology, there exists a finite sequence $g_1, \ldots, g_p$ of elements of $F_{\infty}$ such that $<_{g_1} U_1 \cap \cdots \cap U_p$. Each element $g_k$ involves only finitely many generators $a_i$, so there exists $n$ such that $a_n$ does not occur in $g_1, \ldots, g_p$. Let $\phi$ be the automorphism of $F_{\infty}$ that exchanges $a_n$ and $a_n^{-1}$ and preserves $a_i$ for $i \neq n$. Then $\phi$ fixes $g_1, \ldots, g_p$ and, therefore, $g_k > g_1$ holds for every $k$. This implies that the ordering $<_\phi$ belongs to $U_1 g_1 \cap \cdots \cap U_p g_p$, hence to $U$. Now $< <_\phi$ cannot coincide, since, by construction, $a_n$ is larger than 1 in one ordering and smaller in the other. So the ordering $<$ is not isolated in $\text{LO}(F_{\infty})$.

We now describe another example involving Artin’s braid groups $B_n$, which are also known to be orderable.

**Example 1.23 (limit of conjugates).** Consider Artin’s braid group $B_n$ (Reference Structure 2 page 5). Say that a braid word is $\sigma_k$-positive (resp. $\sigma_k$-negative) if it contains no letter $\sigma_i$ with $i < k$ and it contains no letter $\sigma_k$ (resp. no letter $\sigma_k$). Then say that an element $g$ of $B_n$ is $\sigma_k$-positive if, among the various expressions of $g$ in terms of the generators $\sigma_i$, at least one is $\sigma_k$-positive. It turns out that the family of all braids in $B_n$ that are $\sigma_k$-positive for at least one $k$ is a positive cone in $B_n$. We denote by $<_0$ the associated ordering. For instance, we have $\sigma_2 <_0 \sigma_1$, since the quotient-braid $\sigma_2^{-1} \sigma_1$ is represented by
the $\sigma_1$-positive word $\sigma_2^{-1}\sigma_1$, and $\sigma_2^{-1}\sigma_1 <_n \sigma_1 \sigma_2^{-1}$, since the quotient-braid $\sigma_1^{-1}\sigma_2\sigma_1\sigma_2^{-1}$ is represented (among others) by the $\sigma_1$-positive word $\sigma_2\sigma_1\sigma_2^{-1}\sigma_1^{-1}$.

We claim that the ordering $<_n$ is not isolated in $\text{LO}(B_n)$ and, to this end, we will show that $<_n$ is a limit of its conjugates. For simplicity, we consider the case $n = 3$ only. Let $P$ be the positive cone of $<_n$ in $B_3$. Proving that $P$ is a limit of its conjugates means showing that, for every finite subset $S$ of $P$, we can find $f$ such that $fPf^{-1}$ includes $S$ but is distinct from $P$.

As a preparatory result, we observe that, if $g$ is a $\sigma_1$-positive braid, there exists $f$ that is $\sigma_1$-positive, does not commute with $\sigma_2$ and satisfies $1 <_n f \leq g$: if $g$ does not commute with $\sigma_2$, we may take $f = g$, otherwise, the explicit description of the commutator of $\sigma_2$ in $B_3$ shows that $g$ can be expressed as $(\sigma_1\sigma_2\sigma_1)^p\sigma_2^q$ with $p > 0$, in which case we may take $f = \sigma_1\sigma_2$ (see Exercise 111).

So, assume that $S$ is a finite subset of $P$. Let $g$ be the $<_n$-smallest $\sigma_1$-positive element of $S \cup \{\sigma_1\}$. By the above observation, we find $f$ that satisfies $1 <_n f \leq g$ and does not commute with $\sigma_2$. Let $h$ belong to $S$. If $h$ is a power of $\sigma_2$, then one can show (Property S, page 28) that $1 <_n f^{-1}hf$ holds. Otherwise, by assumption, we have $f \leq g \leq h$, hence $1 <_n f^{-1}hf$ and, a fortiori, $1 <_n hf$ since $f$ is $\sigma_1$-positive. So we have $f^{-1}Sf \subseteq P$, that is, $P \subseteq fPf^{-1}$. On the other hand, $\sigma_2$ is the least element of $P$, so $f_2f^{-1}$, which, by construction, is not $\sigma_2$, is the least positive element of $fPf^{-1}$. Hence $fPf^{-1}$ does not coincide with $P$. So the order $<_n$ is the limit of its conjugates in $\text{LO}(B_3)$. See Exercise 112 for the extension of the result to $B_n$.

Owing to Lemma 117, the above result shows that the positive cone associated with the ordering $<_n$ on $B_n$ is not finitely generated as a semigroup. Among the subsequent results that can be established about the ordering $<_n$ on $B_n$ is the fact that the closure of the (countable) family of all conjugates of $<_n$ in $\text{LO}(B_n)$ is a Cantor set, see Exercise 113.

2 Construction of isolated orderings

We will now show how an approach based on Garside elements in a non-Noetherian context can lead to explicit examples of groups with isolated left-invariant orderings. Several families of such groups will be described, including torus knot groups and some of their amalgamated products. In doing so, we shall answer Question 1.16 in the positive.

The construction involves presentations of a particular type called triangular (Subsection 2.1), and then concentrates on proving the existence of common right-multiples (Subsection 2.2). Various examples are mentioned in Subsection 2.3. Finally, effectivity questions are discussed in Subsection 2.4.

2.1 Triangular presentations

Proposition 1.19 invites to look for finite positive presentations (or, at least, positive presentations with a finite set of generators) that define monoids of $O$-type. Owing to the
symmetry of the definition, we shall concentrate on recognizing monoids of right-O-type and then appeal to the criteria for the opposite presentation. To this end, we shall focus on presentations of a certain syntactical type called triangular.

If a monoid $M$ is of right-O-type and it is generated by some subset $S$, then, for all $s, t \in S$, the elements $s$ and $t$ are comparable with respect to $\leq$, that is, $t = sg$ holds for some $g$, or vice versa. In other words, some relation of the particular form $t = sw$ must be satisfied in $M$. We shall consider presentations in which all relations have this form (see Subsection 3.3 for the limits of this approach).

**Definition 2.1 (triangular relation).** A positive relation $u = v$ is called triangular if either $u$ or $v$ consists of a single letter.

So, a triangular relation has the generic form $t = sw$, where $s, t$ belong to the reference alphabet. The problem we shall address now is whether, assuming that $(S, R)$ is a presentation consisting of triangular relations, the associated monoid is necessarily of right-O-type. The question is ill-posed: the presentation $(a, b, c, c = ab, c = ba)$ consists of two triangular relations, but the associated monoid $M$ is a rank 2 free Abelian monoid based on $a$ and $b$, and neither of $a, b$ is a right-multiple of the other, so $M$ is not of right-O-type. Clearly, the problem in the above example is the existence of several relations $c = \ldots$ simultaneously. We are thus led to restricting to particular families of triangular relations, namely the right-triangular presentations already mentioned in Section 11.4. Let us repeat the definition here.

**Definition 2.2 (triangular presentation).** A right-complemented monoid presentation $(S, R)$ associated with a syntactic right-complement $\theta$ is called right-triangular if there exists a (finite or infinite) enumeration $a_1, a_2, \ldots$ of $S$ such that $\theta(a_i, a_{i+1})$ is defined and empty for every $i$ and, for $i + 1 < j$, either $\theta(a_i, a_j)$ is undefined, or we have

$$\theta(a_i, a_j) = \varepsilon \quad \text{and} \quad \theta(a_j, a_i) = \theta(a_j, a_{j-1})| \cdots | \theta(a_{i+1}, a_i) \quad \text{for } i < j;$$

(2.3)

Then $(R, S)$ is called maximal (resp. minimal) if $\theta(a_i, a_j)$ is defined for all $i, j$ (resp. for $|i - j| \leq 1$ only). A left-triangular presentation is defined symmetrically by relations $a_i = w_{i+1}a_{i+1}$. A presentation is triangular if it is both right- and left-triangular.

As already noted in Chapter 11, if a right-triangular presentation is not minimal, the relations $a_i \ldots = a_j \ldots$ with $|i - j| \geq 2$ are redundant owing by (2.3), so removing them does not change the associated monoid. On the other hand, there is always only one way to complete a right-triangular presentation into a maximal one.

**Example 2.4 (triangular presentation).** Let $S = \{a, b, c\}$ and $R$ consist of $a = ba$ and $b = cba$. Then $(S, R)$ is a minimal right-triangular presentation with respect to the enumeration $(a, b, c)$ of $S$ as we have $R = \{a = b \cdot ac, b = c \cdot ba\}$; the associated maximal right-triangular presentation is $\hat{R} = R \cup \{a = cba^2c\}$. The presentation $(\hat{S}, \hat{R})$ is also left-triangular, but now with respect to the enumeration $(b, a, c)$ as we can write $R = \{b = cb \cdot a, a = ba \cdot c\}$. 

The main technical result is the following criterion for recognizing which right-triangular presentations give rise to a monoid of right-$O$-type.

**Lemma 2.5.** For every right-triangular presentation $(S, R)$, the following are equivalent:

(i) The monoid $(S | R)^+$ is of right-$O$-type;

(ii) Any two elements of $(S | R)^+$ admit a common right-multiple.

The proof of Lemma 2.5 relies on using the reversing technique of Section II.4 and Proposition II.4.51 (completeness), which states that right-reversing is complete for a maximal right-triangular presentation, implying in particular that, if $u, v$ are $R$-equivalent words, then the signed word $uv$ right-reverses to the empty word. The (not very difficult) proof of Proposition II.4.51 is given in Appendix at the end of the book. Here comes the key observation for proving Lemma 2.5.

**Lemma 2.6.** If $(S, R)$ is a positive presentation consisting of triangular relations, and $u, v, u', v'$ are $S$-words and $u^{-1}v$ is right-reversible to $v'u'^{-1}$, then at least one of $u', v'$ is empty.

The proof uses induction on the lengths of the words, and it relies on the fact that concatenating reversing diagrams in which at least one of the output edges is empty yields a diagram in which at least one of the output edge is empty, as illustrated in Figure 1.
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Figure 1. The three possible ways of concatenating two reversing diagrams in which one of the output words is empty: in each case, one of the final output words has to be empty.

It follows that, in the context of triangular relations, when reversing is terminating, it shows not only that the elements of the monoid represented by the initial words admit a common right-multiple, but also that these elements are comparable with respect to left-divisibility. It is then easy to establish Lemma 2.5.

**Proof of Lemma 2.5.** Put $M = (S | R)^+$. If $M$ is of right-$O$-type, any two elements of $M$ are comparable with respect to left-divisibility, hence they certainly admit a common right-multiple, namely the larger of them. So (i) trivially implies (ii).

Conversely, assume that any two elements of $M$ admit a common right-multiple. First, as $M$ admits a right-triangular presentation, hence a positive presentation, 1 is the only invertible element in $M$.

Next, by Proposition II.4.44 (left-cancellativity), $M$ must be left-cancellative since the presentation $(S, R)$ is right-complemented, hence contains no relation of the form $su = sv$ with $u \neq v$.

Finally, let $g, h$ be two elements of $M$. By Proposition II.4.46 (common right-multiple), which is relevant as right-reversing is complete for $(S, R)$, there exist $S$-words $u, v$ representing $g$ and $h$ and such that right-reversing $u^{-1}v$ terminates, that is, there exist $S$-words $u', v'$ satisfying $u^{-1}v \succeq_R v'u'^{-1}$. By construction, the family $R$ consists of triangular relations so, by Lemma 2.6 at least one of the words $u', v'$ is empty. This means
that at least one of \( g \lesssim h \) or \( h \lesssim g \) holds in \( M \), that is, \( g \) and \( h \) are comparable with respect to left-divisibility. So \( M \) is a monoid of right-\( O \)-type, and (ii) implies (i).

Once Lemma 2.5 is available, it is easy to merge the results and establish the following criterion for identifying orderable groups using the current approach:

**Proposition 2.7 (triangular presentation).** If a group \( G \) admits a triangular presentation \((S, R)\) such that any two elements of the monoid \( \langle S \mid R \rangle^+ \) have a common right-multiple and a common left-multiple, then \( G \) is orderable, and the subsemigroup of \( G \) generated by \( S \) is the positive cone of a left-invariant ordering on \( G \). If \( S \) is finite, this ordering is an isolated point in the space \( \text{LO}(G) \).

**Proof.** By Lemma 2.5 the monoid \( \langle S \mid R \rangle^+ \), which admits a right-triangular presentation is of right-\( O \)-type, and so is the opposite monoid. Hence \( \langle S \mid R \rangle^+ \) is also of left-\( O \)-type, and therefore it is of \( O \)-type. Then Propositions 1.8 and 1.19 imply that \( G \) is orderable, with the expected explicit ordering.

---

### 2.2 Existence of common multiples

Owing to Lemma 2.5 the point for establishing that a monoid specified by a right-triangular presentation is of right-\( O \)-type is to prove that any two elements admit a common right-multiple. This is the point where Garside theory naturally appears. Indeed, in Chapter V we derived the existence of common multiples from the existence of a right-Garside map or even of a map that satisfies some but not necessarily all of the conditions defining right-Garside maps. In our current monoidal context, the relevant result is Corollary V.1.48 (common right-multiple), which says a left-cancellative monoid \( M \) containing an element \( \Delta \) such that the left-divisors of \( \Delta \) generate \( M \) and include the right-divisors of \( \Delta \) must admit common right-multiples. In a context of right-triangular presentations, the conditions can be restated in a more convenient way, leading to the following criterion.

**Proposition 2.8 (right-Garside element).** If a monoid \( M \) admits a right-triangular presentation \((S, R)\) and contains an element \( \Delta \) satisfying \( s \preceq \Delta \preceq s\Delta \) for every \( s \) in \( S \), then \( M \) is a monoid of right-\( O \)-type and \( \Delta \) is a right-Garside element in \( M \).

**Proof.** First, every element of \( S \) is a left-divisor of \( \Delta \), so \( \text{Div}(\Delta) \) generates \( M \). Next, assume that \( g \) right-divides \( \Delta \), say \( f g = \Delta \). As \( \text{Div}(\Delta) \) generates \( M \), there exists a
decomposition \( f = s_1 \cdots s_p \) with \( s_1, \ldots, s_p \) in \( \text{Div}(\Delta) \). By assumption, for every \( i \), there exists \( h_i \) satisfying \( \Delta h_i = s_i \Delta \). Then we find

\[
fg h_1 \cdots h_p = \Delta h_1 \cdots h_p = s_1 \Delta h_2 \cdots h_p = \cdots = s_1 \cdots s_p \Delta = f \Delta,
\]

whence \( gh_1 \cdots h_p = \Delta \) by left-cancelling \( f \). So \( g \) left-divides \( \Delta \) and \( \overline{\text{Div}}(\Delta) \subseteq \text{Div}(\Delta) \) holds. Then Corollary \( \text{V.1.48} \) (common multiple) implies that any two elements of \( M \) admit a common right-multiple, and Lemma \( \text{2.5} \) then implies that \( M \) is of right-\( O \)-type.

Moreover, once we know that any two elements of \( M \) are comparable with respect to \( \preceq \), we immediately deduce that any two elements of \( M \) admit a left-gcd, namely the smaller of them. Hence \( \Delta \) is a right-Garside element in \( M \). \( \square \)

---

**Corollary 2.9 (right-Garside element).** If a monoid \( M \) admits a right-triangular presentation \((S, R)\) and contains a central element \( \Delta \) satisfying \( s \preceq \Delta \) for every \( s \) in \( S \), then \( M \) is a monoid of right-\( O \)-type and \( \Delta \) is a right-Garside element in \( M \).

**Proof.** If \( \Delta \) is central, it commutes with every element, hence in particular with every element \( s \) of \( S \), so \( s \preceq s \Delta \) automatically holds since \( s \Delta = s \Delta \). Then Proposition \( \text{2.8} \) applies. \( \square \)

**Example 2.10 (right-Garside element).** For \( p, q, r \gtrsim 1 \), let \( M_{p, q, r} \) be the monoid \( \langle a, b \mid a = b(a^p b^r)^q \rangle^+ \). The given presentation is right-triangular, and we claim that the monoid \( M_{p, q, r} \) is eligible for Proposition \( \text{2.8} \) with respect to \( \Delta = a^{p+1} \).

Indeed, we first find \( b \preceq a \preceq \Delta \), and \( \Delta \preceq a \Delta \) trivially holds since \( \Delta \) is a power of \( a \). So, it just remains to establish \( \Delta \preceq b \Delta \). Now, applying the defining relation, we first find

\[
a = b(a^p b^r)^q = b \cdot a \cdot (a^{p-1} b^r)(a^p b^r)^{q-1},
\]

whence, repeating the operation \( r \) times and moving the brackets,

\[
a = b^r \cdot a \cdot (a^{p-1} b^r)((a^p b^r)^q - 1)^r = b^r(a^p b^r)^q \cdot ((a^{p-1} b^r)(a^p b^r)^q)^{r-1}.
\]

Substituting the above value of \( a \) at the underlined position, moving the brackets, and applying the relation once in the contracting direction, we deduce

\[
b \cdot \Delta = ba^p a = ba^p \cdot b^r (a^p b^r)^q \cdot ((a^{p-1} b^r)(a^p b^r)^q)^{r-1} - 1
\]

\[
= b(a^p b^r)^q \cdot a^p b^r ((a^{p-1} b^r)(a^p b^r)^q)^{r-1}
\]

\[
= a \cdot a^p \cdot b^r ((a^{p-1} b^r)(a^p b^r)^q)^{r-1} = \Delta \cdot b^r ((a^{p-1} b^r)(a^p b^r)^q)^{r-1},
\]

whence \( \Delta \preceq b \Delta \) as expected. So \( M_{p, q, r} \) is eligible for Proposition \( \text{2.8} \); it is a monoid of right-\( O \)-type, and \( \Delta \) is a right-Garside element in \( M_{p, q, r} \). The above computations show that the associated endomorphism is given by

\[
(2.11) \quad \phi_\Delta(a) = a, \quad \phi_\Delta(b) = b^r ((a^{p-1} b^r)(a^p b^r)^q)^{r-1}.
\]
For \( r = 1 \), the formula reduces to \( \phi_\Delta(b) = b \), so that \( \phi_\Delta \) is the identity and \( \Delta \) is a central element, whence a Garside element. On the other hand, for \( r \geq 2 \), the functor \( \phi_\Delta \) is not surjective: for instance, we find \( \phi_\Delta(b) = b^4 \) for \( M_{1,1,2} \), and \( \phi_\Delta(b) = b^2ab^2 \) for \( M_{2,1,2} \). So, in such cases, \( \Delta \) is a right-Garside element that is not a Garside element.

In order to obtain ordered groups, we need monoids of \( O \)-type, and not only of right-\( O \)-type. Now applying Proposition\(^{[2.8]}\) to the opposite monoid \( M \) gives a straightforward criterion for establishing that a monoid \( M \) is possibly of left-\( O \)-type, leading to:

**Proposition 2.12 (\( O \)-type).** Every monoid that admits a triangular presentation (\( S, R \)) and contains elements \( \Delta, \tilde{\Delta} \) satisfying \( s \preceq \Delta \preceq s \Delta \) and \( \tilde{\Delta}s \preceq \tilde{\Delta} \preceq s \) for every \( s \) in \( S \) is of \( O \)-type.

**Corollary 2.13 (\( O \)-type).** Every monoid that admits a triangular presentation (\( S, R \)) and contains a central element \( \Delta \) satisfying \( s \preceq \Delta \preceq s \Delta \) and \( \tilde{\Delta}s \preceq \tilde{\Delta} \preceq s \) for every \( s \) in \( S \) is of \( O \)-type.

**Example 2.14 (\( O \)-type).** Consider the monoids \( M_{p,q,r} \) of Example\(^{[2.10]} \) with \( r = 1 \). In this case, the defining relation reduces to \( a = b(a^rb)^q \), a symmetric relation. As already noted, the element \( \Delta \), that is, \( a^{p+1} \), is central. We trivially have \( b \preceq a \preceq \Delta \) and \( \Delta \ngeq a \ngeq b \), so Corollary\(^{[2.13]} \) says that \( M_{p,q,1} \) is of \( O \)-type. As the Garside morphism \( \phi_\Delta \) is the identity, \( \Delta \) is a Garside element.

By contrast, for \( r \geq 2 \), the monoid \( M_{p,q,r} \) is not of left-\( O \)-type, and it embeds in a group of right-fractions that is not a group of left-fractions: one can show that \( a \) and \( ab \) have no common left-multiple in \( M_{p,q,r} \) and the right-fraction \( aba^{-1} \) is a typical element of the enveloping group that cannot be expressed as a left-fraction. In this case, the semigroup \( M_{p,q,r} \backslash \{1\} \) defines a partial left-invariant ordering on the enveloping group only: for instance, the elements \( b^{-1}a^{-1} \) and \( a^{-1} \) are not comparable as their quotient \( aba^{-1} \) belongs neither to \( M_{p,q,r} \) nor to \( M_{p,q,r}^{-1} \). Note that, for \( p = q = 1 \), the involved group \( \langle a, b \mid a = bab^{r+1} \rangle \) is the Baumslag–Solitar group \( BS(r + 1, -1) \), whereas the opposite group \( \langle a, b \mid a = b^{r+1}ab \rangle \) is \( BS(-1, r + 1) \).

Returning to groups, we thus obtain a method for identifying orderable groups and, more specifically, isolated left-invariant orderings.

**Proposition 2.15 (isolated orderings I).** If a group \( G \) admits a triangular presentation (\( S, R \)) and, in the monoid \( \langle S \mid R \rangle^\ast \), there exist elements \( \Delta, \tilde{\Delta} \) satisfying \( s \preceq \Delta \preceq s \Delta \) and \( \tilde{\Delta}s \preceq \tilde{\Delta} \preceq s \) for every \( s \) in \( S \), then \( G \) is orderable and the subsemigroup of \( G \) generated by \( S \) is the positive cone of a left-invariant ordering on \( G \). If \( S \) is finite, this ordering is an isolated point in the space \( LO(G) \).

**Proof.** The monoid \( \langle S \mid R \rangle^\ast \) is eligible for Proposition\(^{[2.12]} \) so it is of \( O \)-type. Then we apply Proposition\(^{[2.7]} \).

If, instead of using Proposition\(^{[2.12]} \), we appeal to Corollary\(^{[2.13]} \) we obtain similarly:
Corollary 2.16 (isolated orderings I). If a group $G$ admits a triangular presentation \( \langle S, R \rangle \) and, in the monoid \( \langle S | R \rangle \), there exists a central element $\Delta$ satisfying $s \leq \Delta$ and $\Delta \preceq s$ for every $s \in S$, then $G$ is orderable and the subsemigroup of $G$ generated by $S$ is the positive cone of a left-invariant ordering on $G$. If $S$ is finite, this ordering is an isolated point in the space $LO(G)$.

Example 2.17 (isolated orderings I). For $p, q \geq 1$, let $T_{p,q}$ be the $(p, q)$-torus knot group of Example 2.7 defined by the presentation $\langle x, y \mid x^{p+1} = y^{q+1} \rangle$. Put $a = x$ and $b = x^{-p}y$. Then $a$ and $b$ generate $T_{p,q}$, and standard verifications show that, in terms of $a$ and $b$, the group $T_{p,q}$ admits the presentation \( \langle a, b \mid a = b(a^p b)q \rangle \). But we observed in Example 2.14 that the monoid \( \langle a, b \mid a = b(a^p b)q \rangle \) is eligible for Corollary 2.13 since, putting $\Delta = a^{p+1}$, the element $\Delta$ is a left- and a right-multiple of both $a$ and $b$. Then Corollary 2.16 says that $T_{p,q}$ is orderable, and that the subsemigroup of $T_{p,q}$ generated by $x$ and $x^{-p}y$ is the positive cone of a left-invariant ordering on $G$ which is isolated in $LO(G)$.

Note that, once observed that the group \( \langle a, b \mid a = b(a^p b)q \rangle \) is isomorphic to the group \( \langle x, y \mid x^{p+1} = y^{q+1} \rangle \), it is obvious that $x^{p+1}$, that is, $a^{p+1}$, is central in the group. However, this is not sufficient to deduce that $a^{p+1}$ is central in the monoid \( \langle a, b \mid a = b(a^p b)q \rangle \) as the latter is not a priori known to embed in the group; it is crucial to make all verifications inside the monoid, that is, without using inverses except possibly those provided by cancellativity.

Two special cases are worth mentioning. First, $T_{1,1}$, that is, \( \langle x, y \mid x^2 = y^2 \rangle \), is what we called the Klein bottle group \( \langle a, b \mid a = bab \rangle \) (Reference Structure 5 page 17), which we already mentioned as an example of an orderable group with finitely many left-invariant orderings.

Less trivial is $T_{2,1}$, that is, \( \langle x, y \mid x^3 = y^2 \rangle \). As noted in Chapter IIX this group is the 3-strand braid group $B_3$. The submonoid of $B_3$ involved above is generated by $a = x$ and $b = x^{-2}y$, that is, in terms of Artin’s generators, $a = \sigma_1 \sigma_2$ and $b = \sigma_2^{-1}$. Thus we established that the subsemigroup of $B_3$ generated by $\sigma_1 \sigma_2$ and $\sigma_2^{-1}$ is the positive cone of a left-invariant ordering $<_{\text{std}}$ on $B_3$ that is isolated in the space $LO(B_3)$. In terms of the $\sigma_1$-positive braids introduced in Example 1.23 its definition implies that the positive cone of $<_{\text{std}}$ consists of all 3-strand braids that are either $\sigma_1$-positive or $\sigma_2$-negative, contrasting with the positive cone of the ordering $<_{\text{v}}$ which consists of all 3-strand braids that are either $\sigma_1$-positive or $\sigma_2$-positive. The braid group $B_3$ is also obtained as $T_{1,2}$, corresponding to the presentation $\langle a, b \mid a = babab \rangle$, with $a$ and $b$ now realizable as $\sigma_1 \sigma_2 \sigma_1$ and $\sigma_2^{-1}$ (see Exercise 115).

The above example shows that Artin’s braid group $B_3$ admits an isolated ordering. So, owing to Example 1.23 in which we showed that there exist infinitely many left-invariant orderings on $B_3$, we obtain a positive answer to Question 1.16.

Proposition 2.18 (not Cantor set). The space $LO(B_3)$ is infinite but not homeomorphic to the Cantor set.
Proof. Put \( t \) \( a_1 := x_1 \) and \( a_i := x_i^{m_2} \cdots x_{i-1}^{m_1} \) \( x_i \) in \( G \) for \( 2 \leq i \leq \ell \), and inductively define positive words \( w_1, \ldots, w_\ell \) in the alphabet \( \{ a_1, \ldots, a_\ell \} \) by \( w_1 := a_1 \) and \( w_i := w_{i-1}^{m_i} \cdots w_2^{m_2} w_1^{m_1} a_i \) for \( i \geq 2 \). Easy inductions on \( i \) give \( |w_i| = x_i \) for every \( i \) and \( a_\ell \) is a quotient of the group \( G' \) that admits the triangular presentation

\[
\langle a_1, \ldots, a_\ell \mid a_1 = a_2 u_2^{n_2}, \ldots, a_{\ell-1} = a_\ell u_\ell^{n_\ell} \rangle.
\]

Let \( M \) be the monoid defined by the (positive) presentation \((2.21)\) and, for \( 1 \leq i \leq \ell \), let \( g_i \) be the element of \( M \) represented by \( w_i \). Using the relation \( a_{i-1} = a_i g_i^{n_i} \), we obtain

\[
g_i^{m_i+1} = g_{i-1}^{m_i} g_{i-1} = g_{i-1}^{m_i} g_{i-2}^{m_{i-1}} \cdots g_2^{m_2} a_{i-1} = g_{i-1}^{m_{i-1}} g_{i-2}^{m_2} a_i g_i^{n_i} = g_i \cdot g_i^{n_i} = g_i^{n_i+1}
\]

\( i \geq 2 \). The same computation is a fortiori valid in the group \( G' \), yielding \( |w_i-1|^{m_i+1} = |w_i|^{n_i+1} \) in this group: this implies that \( G \) and \( G' \) are isomorphic, that is, \((2.21)\) is a presentation of \( G \).

Next, put \( \Delta := a_1^{(m_2+1) \cdots (m_\ell+1)} \) in \( M \). Using the relations \( g_i^{m_i+1} = g_i^{n_i+1} \), we inductively obtain \( \Delta = g_i^{e_i} \) with \( e_i = (m_2 + 1) \cdots (m_{i+1} + 1) \cdots (m_\ell + 1) + 1 \) for \( i \geq 2 \). It follows that \( \Delta \) commutes with every element \( g_i \) in \( M \). We inductively deduce that \( \Delta \) commutes with every element \( a_i \). For \( i = 1 \), this follows from \( a_1 = g_1 \). For \( i \geq 2 \), using the relation \( a_{i-1} = a_i g_i \) and the induction hypothesis, we write

\[
\Delta a_i g_i = \Delta a_{i-1} = a_{i-1} \Delta = a_i g_i \Delta = a_i \Delta g_i,
\]

whence \( \Delta a_i = a_i \Delta \) by right-cancelling \( g_i \), which is legitimate as \( M \), which admits a left-triangular presentation (by definition the word \( w_i \) finishes with the letter \( a_i \)), must be right-cancellative. As \( a_1, \ldots, a_\ell \) generate \( M \), the element \( \Delta \) is central in \( M \). By Corollary 2.16 \( M \) is of \( O \)-type, and \( G \) is orderable with an ordering as expected. \( \square \)
Example 2.22 (amalgamated torus groups). For \( m_2 = n_2 = \cdots = m_\ell = n_\ell = p \) in Proposition 2.19, \( G \) admits the presentation \( \langle x_1, \ldots, x_\ell \mid x_1^{p+1} = x_2^{p+1} = \cdots = x_\ell^{p+1} \rangle \), and the result applies with \( \Delta = x_1^{p+1} \). The positive cone of the associated isolated ordering is defined by the presentation (2.21), whose relations, in the current case, take the form (we write \( \Delta = (a^p b)^p(a^p c)^p, c = d((a^p b)^p(a^p c)^p)^p(a^p b)^p a^p d)^p, etc. \\

Further examples of eligible groups for Proposition 2.15 are listed in Table 1.

<table>
<thead>
<tr>
<th>n</th>
<th>Presentation</th>
<th>Garside Type</th>
<th>Garside Element</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>( (x, y) \mid x^{r+1} = (yx^r y)^{q+1} ) with ( r = 0 ) or ( r = 1 )</td>
<td>( \langle a, b, c \mid a = ba^2(ba^2)^p, b = c(ba^2)^p ba^2 \rangle )</td>
<td>( \Delta = (ba^2)^{2q+1} ) Garside central</td>
</tr>
<tr>
<td>2</td>
<td>( (x, y) \mid x^{q+2} = y^2 )</td>
<td>( \langle a, b \mid a = ba^2(ba^2)^p, b = c(ba^2)^p ba^2 \rangle )</td>
<td>( \Delta = (ba^2)^{q+1} ) Garside central</td>
</tr>
<tr>
<td>3</td>
<td>( (x, y) \mid x^p = (yx^r y)^2 ) with ( p + 1 \mid r )</td>
<td>( \langle a, b, c \mid a = ba^2(ba^2)^p, b = c(ba^2)^p ba^2 \rangle )</td>
<td>( \Delta = (a^2 b)^p ) right-Garside</td>
</tr>
<tr>
<td>4</td>
<td>( (x, y, z) \mid x^{p+1} = y^2, y = yzx^r yz ) with ( p + 1 \mid r + 1 )</td>
<td>( \langle a, b, c \mid a = ba^2 b, b = c(ba^2)^p \rangle )</td>
<td>( \Delta = a^{p+1} ) Garside central</td>
</tr>
<tr>
<td>5</td>
<td>( (x, y, z) \mid x^{p+1} = y^2, y = zyx^r yz ) with ( p + 1 \mid r )</td>
<td>( \langle a, b, c \mid a = ba^2 b, b = c(ba^2)^p \rangle )</td>
<td>( \Delta = a^{p+1} ) Garside central</td>
</tr>
<tr>
<td>6</td>
<td>( (x, y, z) \mid x^2 = (xy)^{p+1}, yzy = (y(x^r y)^p) ) with ( r ) odd</td>
<td>( \langle a, b, c \mid a = ba^2 b, b = c(ba^2)^p \rangle )</td>
<td>( \Delta = a^{p+1} ) Garside central</td>
</tr>
</tbody>
</table>

Table 1. Some groups eligible for Proposition 2.15 hence ordered with an isolated point in the space of orderings: on the left, a "torus-type" presentation of the group, on the right, a triangular presentation such that the associated monoid is of \( \ell \)-type, together with a witnessing right-Garside element and the associated Garside morphism \( \phi_\Delta \).

2.4 Effectivity questions

One benefit of the current approach is that it leads to effective procedures: not only do we obtain orderable groups, but also simple algorithms for solving related questions. Two different types of questions occur here naturally, namely solving the decision problem and the Word Problem once we know that a presentation \( (S, R) \) is eligible for Proposition 2.15 and deciding whether a candidate-presentation is eligible on the other hand. We begin with the first type. Here the answers are easy.

If \( (S, R) \) is a right-triangular presentation, we shall denote by \( (S, \widehat{R}) \) the maximal right-triangular presentation deduced from \( (S, R) \), that is, the equivalent presentation in which we add the “transitive closure” of the relations connecting adjacent generators. Similarly, if \( (S, R) \) is a left-triangular presentation, we shall denote by \( (S, \widehat{R}) \) the maximal left-triangular presentation obtained, with hopefully obvious notation, by adding the relations \( a_i = w_i w_{i+1} \cdots w_{i+k} a_{i+k} \).
Algorithm 2.23 (deciding order).

\textbf{Context:} A group $G$, a triangular presentation $(S, R)$ of $G$, an element $\Delta$ of $\langle S \mid R \rangle^*$

\textbf{Input:} A signed $S$-path $w$

\textbf{Output:} The position of $[w]$ with respect to $1$ in $G$

1: right-$\hat{R}$-reverse $w$ into $\overline{v_u}$ with $u, v$ in $S^*$;
2: left-$\hat{R}$-reverse $\overline{w'v'}$ with $u', v'$ in $S^*$;
3: if $u' = \varepsilon$ then
   4: if $v' = \varepsilon$ then
      5: return $[w] = 1$
   6: else return $[w] > 1$
7: else return $[w] < 1$.

Proposition 2.24 (deciding order). If a group $G$ admits a finite triangular presentation $(S, R)$ eligible for Proposition 2.15 or Corollary 2.16, then Algorithm 2.23 decides the left-invariant ordering of $G$ whose positive cone is the subsemigroup of $G$ generated by $S$, and it solves the Word Problem of $G$.

\textbf{Proof.} Let $(S, \overline{R})$ be the maximal right-triangular presentation deduced from $(S, R)$. By Proposition II.4.51 (completeness), right-reversing is complete for $(S, \overline{R})$ and, by Proposition 2.12, any two elements in the monoid $\langle S \mid R \rangle^*$, which is also $\langle S \mid \overline{R} \rangle^*$, admit a common right-multiple. It follows from Proposition II.4.46 (common multiple) that right-$\overline{R}$-reversing is always terminating. For symmetric reasons, left-$\overline{R}$-reversing is also always terminating. Hence Steps 1 and 2 in Algorithm 2.23 always terminate in finite time. Then, by construction, $[w] = [\overline{u'v'}]$ holds in $G$ and, by Lemma 2.6, at least one of the words $u', v'$ is empty. If $u'$ and $v'$ are empty, $[w] = 1$ is obvious. If $u'$ is empty and $v'$ is not, $[w] = [v']$, which is $[v']$, belongs to the subsemigroup of $G$ generated by $S$, that is, to the positive cone of the considered ordering. If $u'$ is empty and $v'$ is nonempty, $[w]$ is $[u']^{-1}$, and its inverse belongs to the positive cone.

A solution of the Word Problem immediately follows as both $[w] > 1$ and $[w] < 1$ imply $[w] \neq 1$.

Remark 2.25. Algorithm 2.23 actually gives more than just a “$=/>/<$” answer: for every initial signed $S$-word $w$, the method provides a positive $S$-word $w'$ such that $w$ is equivalent either to $w'$ or to $w'^{-1}$. In other words, it gives for every element $g$ of the group $G$ an explicit positive or negative decomposition of $g$ in terms of the distinguished generators of the considered positive cone.

Example 2.26 (deciding order). Consider the braid ordering $\prec_{\text{ex}}$ on $B_3$ mentioned at the end of Example 2.17 and, for instance, $g = \sigma_1^3\sigma_2^2$. Using the dictionary $\sigma_1 = ab$, $\sigma_2 = ba$,
\( \sigma_2 = b^{-1} \), we find \( g = a b a b^{-1} \). Running Algorithm 2.23 on the word \( a b a b \) yields \( a b a b a \), a positive word. We deduce \( 1 <_{\text{fin}} g \) and, more interestingly, the decomposition \( \sigma_1 \sigma_2 | \sigma_2^{-1} | \sigma_1 \sigma_2 | \sigma_1 \sigma_2 \) of \( g \) in terms of \( \sigma_1 \sigma_2 \) and \( \sigma_2^{-1} \).

We observed in Chapter II that, when reversing is terminating and there exists a finite set of words (or paths) that is closed under reversing, then there exists a quadratic upper bound for the number of reversing steps in function of the length of the initial word (or path). In the current approach, except in degenerate cases, one is not in such a situation, and no uniform upper bound on the complexity of reversing can be expected. For instance, the presentation \( (a, b, \alpha = b a b^{r+1}) \) of the Baumslag-Solitar group \( BS(r + 1, -1) \) corresponds to the monoid \( M_{1,1,r} \) of Example 2.17. For every \( n \), the signed word \( a^{-n}b a^n \) reverses to the word \( b^{(r+1)n} \), whose length is exponential in \( n \). As every reversing step adds at most \( r \) letters, the number of steps needed to reverse the length \( 2n + 1 \) word \( a^{-n}b a^n \) must be exponential in \( n \). However, the monoid \( M_{1,1,r} \) is of right-O-type only, and such behaviors could not be found for monoids of \( O \)-type.

**Question 2.27.** *If a triangular presentation defines a monoid of \( O \)-type, does the associated reversing necessarily have a polynomial (quadratic?) complexity?*

Note that the existence of a right-Garside element that is not central need not imply an exponential complexity. For instance, for the presentation \( (a, b, \alpha = b a^2 b a b a^2 b) \) with \( \Delta = (a^2 b)^2 \), we have \( \phi_{\Delta}(a) = a (b a^2 b)^2 \), and the shortest expression of \( \phi_{\Delta}(a) \) is longer by \( 8 \) letters than that of \( a \). However, \( \phi_{\Delta}(a^2) = a^2 \) holds, and reversing \( \Delta^{-2}a\Delta^n \) leads to a word of length linear in \( n \) in a quadratic number of steps.

The monoid of Exercise 122 below is a good test-case for Question 2.27. It turns out that this monoid is of \( O \)-type (but it is not eligible for Proposition 2.15), and that reversing the length \( 2n \) word \( a^{-(n-1)}b^{-1}a^n \) leads to a word of length \( (2n)^2 \) in a number of steps that is (exactly) cubic in \( n \); this is compatible with a positive answer to Question 2.27 but discards a uniform quadratic upper bound.

To conclude this subsection, let is briefly address the second question mentioned at the beginning, namely the question of effectively recognizing whether a group is eligible for Proposition 2.12 or Proposition 2.15. We can expect no method for finding a convenient presentation or a right-Garside element, so the only reasonable question is whether, given a candidate-presentation \( (S, R) \) and a candidate-element \( \Delta \), one can effectively recognize whether they are eligible. Recognizing whether a (finite) positive presentation is triangular is easy, and, therefore, the problem is to be able to check relations of the form \( s \triangleleft \Delta \) or \( \Delta \triangleleft s \Delta \). Then the situation is that of a typical semi-decidable problem: if \( \Delta \) is indeed a right-Garside element, then \( (S \mid R)^* \) is a right-Ore monoid, hence right-reversing must be terminating, so, in this case, a positive answer can certainly be obtained in finite time; by contrast, if \( \Delta \) is not a right-Garside element, then \( (S \mid R)^* \) is a word representing \( \Delta \) never terminates, and we shall never know that \( (S \mid R)^* \) is not of \( O \)-type. However, it can be mentioned that one can identify specific patterns in triangular presentations that prevent reversing from being terminating (see Exercise 116), which enables one to a priori discard a number of presentations, see the remarks about the two generators case at the end of the chapter.
3 Further results

We thus explained how looking for monoids and possible Garside elements may lead to constructing interesting families of ordered groups. For completeness, we now briefly explain how to extend this approach and construct further examples by developing more general tools: this shows that Garside elements cannot be the end of History in this topic but, on the other hand, no more general approach known so far enjoys the same effectivity properties as the Garside approach.

We begin in Subsection 3.1 with dominating elements, a proper extension of the notion of a right-Garside element. Then, in Subsection 3.2, we introduce the right-S-ceiling of a monoid, a general notion that enables one to somehow classify monoids of right-O-type. Finally, in Subsection 3.3, we concentrate on the braid group $B_n$, with additional results about the Dubrovina-Dubrovin ordering and the fact that the latter is not directly accessible to the Garside approach for $n \geq 4$.

3.1 Dominating elements

Owing to Lemma 2.5, the central question when $(S, R)$ is a right-triangular presentation is to establish that any two elements in the monoid $\langle S \mid R \rangle^+$ admit a common right-multiple. Right-Garside elements are relevant for this task: if $\Delta$ is a right-Garside element, then every element of the monoid left-divides every sufficiently large power of $\Delta$. However, there may exist elements with this property that are not right-Garside elements.

**Definition 3.1 (dominating).** For $S$ included in a monoid $M$, we say that an element $\delta$ of $M$ right-dominates $S$ if $\forall n \geq 0 (g\delta^n \preceq \delta^{n+1})$ holds for each $g$ in $S$.

**Lemma 3.2.** Assume that $M$ is a left-cancellative monoid.

(i) If $\Delta$ is a right-Garside element in $M$, then $\Delta$ dominates $\text{Div}(\Delta)$.

(ii) If $\delta$ is an element of $M$ that dominates some generating family $S$ of $M$, then any two elements of $M$ admit a common right-multiple.

**Proof.** (i) Assume that $\Delta$ is a right-Garside element in $M$. Let $\phi_\Delta$ be the associated Garside morphism, and let $g$ belong to $\text{Div}(\Delta)$. For $n = 0$, we have $g \preceq \Delta$ by assumption. For $n \geq 1$, by Proposition 2.5 (functor $\phi_\Delta$), we have $g\Delta^n = \Delta^n \phi^n_\Delta(g)$ and $\phi^n_\Delta(g) \in \text{Div}(\Delta)$, whence $g\Delta^n \preceq \delta^{n+1}$. So $\Delta$ right-dominates $\text{Div}(\Delta)$.

(ii) Assume that $\delta$ right-dominates $S$. We prove using induction on $n$ that $g \in S^n$ implies $g \preceq \delta^n$. For $n = 0$, that is, for $g = 1$, the property is obvious and, for $n = 1$, it directly follows from the assumption. Assume $n \geq 2$ and $g \in S^n$. Write $g = sg'$ with $s \in S$ and $g' \in S^{n-1}$. By induction hypothesis, we have $g' \preceq \delta^{n-1}$, whence $g = sg' \preceq ss\delta^{n-1} \preceq \delta^n$, the last relation by definition of right-domination. If $S$ generates $M$, we deduce that every element of $M$ left-divides every sufficiently large power of $\delta$ and, from there, that any two elements of $M$ admit a common right-multiple. □

Adapting the argument of Section 2, we deduce:
Proposition 3.3 (isolated orderings II). If a group $G$ admits a triangular presentation $(S, R)$ and the monoid $\langle S \mid R \rangle^+$ contains elements $\delta, \delta$ satisfying $\forall n \geq 0 \ (s\delta^n \preceq \delta^{n+1})$ and $\forall n \geq 0 \ (\delta^{n+1} \preceq \delta^n s)$ for every $s$ in $S$, then $G$ is orderable and the subsemigroup of $G$ generated by $S$ is the positive cone of a left-invariant ordering on $G$. If $S$ is finite, this ordering is an isolated point in the space $LO(G)$.

Example 3.4 (isolated orderings II). For $p, q, \ell \geq 0$ and $m \geq p$, let $G$ be the group $\langle x, y \mid x^{p+1} = (y(x^{m-p}y)^{p+1}) \rangle$. Considering the elements $a = x$, $c = yx^{-p}$, and $b = c(a^m c)^q$, one checks that $G$ also admits the presentation

$$\langle a, b, c \mid a = b(a^m b)^q, b = c(a^m c)^q \rangle.$$

Now the point is that a right-dominates $\{a, b, c\}$ in the monoid $M$ presented by (3.5). The relation $aa^n \preceq a^{n+1}$ is trivial for every $n$, and it is easy to check that $a^{p+1}$ commutes with $b$ and then to deduce that a right-dominates $b$ from the relation $ba^p \preceq a$. The proof that a right-dominates $c$ is (much) more delicate, see Exercise 118 and [92]. It follows that $M$ is of right-$O$-type, hence, by symmetry, of $O$-type, and that the group $G$ is orderable and the subsemigroup of $G$ generated by $x$ and $yx^{-p}$ is the positive cone of a left-invariant ordering on $G$ which is isolated in $LO(G)$.

Note that the monoid $M$ in the Example 3.4 is generated by $a$ and $c$ alone and admits the corresponding (less readable) presentation

$$\langle a, c \mid a = c(a^m c)^q(a^p c(a^m c)^q)^q \rangle.$$

The 4-parameter family of monoids defined by (3.5) contains in particular all monoids $\langle a, b \mid a = ba^{m}ba^{m}ba^{m}b \rangle$ and $\langle a, b \mid a = (b(a^{m} b)^q)^q \rangle$. It can be proved that, for $m \geq 2$ and $p + 1$ not dividing $m + 1$, these monoids admit no right-Garside element that is a power of $a$; indeed, calling $m$ the largest multiple of $p + 1$ below $r$, one can show the relation $ca^{m+r} \preceq a^{m+1}$ for every $i$, implying $ca^{i+1} \preceq a^{i+1}$ for each $i$, whence $ca^{n} \preceq a^{n}$ for every $n$. So $a^{n}$ is always impossible, and $a^{n}$ is not a right-Garside element for any $n$.

3.2 Right-ceiling

If a monoid $M$ is generated by a finite set $S$ of cardinality $n$ and $M$ is of right-$O$-type, then, for every $\ell$, some (a priori non necessarily unique) word $w$ of $S^{[\ell]}$ represents the $\pi$-largest element of $S^{\ell}$, that is, $[w^+][w^+]^\ast$ holds for every $w$ in $S^{[\ell]}$. It turns out that such maximal words are unique and, moreover, that the maximal words corresponding to different lengths are the final fragments of some well-defined left-infinite word.

Definition 3.6 (right-ceiling). If a monoid $M$ is generated by a set $S$, a left-infinite $S$-word $\ldots s_2 s_1$ is said to be a right-$S$-ceiling for $M$ if, for every length $\ell$ word $w$ in $S^\ast$, the relation $[w^+] \preceq s_\ell \ldots s_1$ holds in $M$. 

Example 3.7 (right-ceiling). Let $K^+$ be the Klein bottle monoid, that is, $\langle a, b \mid a = bab \rangle^+$ (Reference Structure, page 17). Then the left-infinite word $\infty a$ is a right-$\{a, b\}$-ceiling for $K^+$. Indeed, we have $b \preceq a$ and $b^2 \preceq ba \preceq ab \preceq a^2$. Next, $a^2$ is central, and an easy induction gives $g \preceq a^{2\ell}$ for every $g$ in $\{a, b\}^{2\ell}$; for $\ell > 1$, writing $g = g'g''$ with $g'$ in $\{a, b\}^{2\ell-2}$ and $g''$ in $\{a, b\}^2$, we obtain $g = g'g'' \preceq g'a^2 = a^2g'' \preceq a^2a^{2\ell-2} = a^{2\ell}$.

Then one can show:

Proposition 3.8 (right-ceiling). (i) Every monoid of right-$O$-type generated by a finite set $S$ admits a unique right-$S$-ceiling.

(ii) Conversely, every monoid with a finite right-triangular presentation $(S, R)$ that admits a right-$S$-ceiling is of right-$O$-type.

We skip the proof. When it exists, (finite fragments of) the right-$S$-ceiling $W$ can be computed inductively using the observation that, if $s_{\ell-1} \cdots s_1$ is a length $\ell - 1$ suffix of $W$, then the letter $s_0$ such that $s_0| s_1$ is the length $\ell$ suffix of $W$ is determined by the condition that $s_0s_{\ell-1} \cdots s_1$ is the $\leq$-largest element of the set $\{ss_{\ell-1} \cdots s_1 \mid s \in S\}$; for $S$ of size $n$, at most $n - 1$ (and not $n^\ell - 1$) comparisons have to be performed. Thus experiments are easy—but, of course, no finite fragment of a ceiling is sufficient to show that the latter exists.

We shall not go very far in the investigation of right-ceilings, but only mention without proof a few results that show how complicated the situation can be. In particular, although, by definition, the first generator $a_1$ in a triangular presentation is always the largest generator, it may happen that the right-ceiling is not the left-infinite power $\infty a_1$ and that neither $a_1$ nor any power of $a_1$ is dominating. In general, the right-ceiling is difficult to determine. However, the following connection between dominating elements and periodic right-ceiling can help to determine the right-ceiling and then deduce new results about (other) dominating elements.

Lemma 3.9. For every cancellative monoid $M$ with no nontrivial invertible element and every generating family $S$ of $M$, the following are equivalent:

(i) The monoid $M$ admits a right-$S$-ceiling that is periodic with period $s_\ell \cdots s_1$;

(ii) The element $s_\ell \cdots s_1$ right-dominates $S^\ell$ in $M$.

Example 3.10 (periodic ceiling). Let $M$ be defined by the presentation

\[(3.11) \quad \langle a, b, c \mid a = bac, b = cba \rangle^+.
\]

Put $\Delta = b^2a^2$. One easily checks that $\Delta$ is a right-Garside element in $M$, satisfying $\phi_\Delta(a) = aba^2cac^3$, $\phi_\Delta(b) = ba^2c^2$, and $\phi_\Delta(c) = c$. So $M$ is of right-$O$-type. Next, one can check that $b^2a^2$ dominates $\{a, b, c\}$ in $M$. By Lemma 3.9, the right-ceiling is the periodic word $\infty (b^2a^2)$. But then, we deduce that $a$ cannot dominate $b$ and $c$ in $M$. On the other hand, $ba^2 = a^3ba^2c^3$ holds in $M$, and one finds $b(a^n) = (a^n)^2 \cdot ba^2c^{2n}a^{n-2}$ for $n \geq 2$, which shows that $a^n$ does not dominate $b$ for any $n$.

3.3 The specific case of braids

We conclude with a few additional observations about Artin’s braid groups $B_n$ and their orderings, in particular a negative result about the use of the Garside approach in the case
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of $n$-strand braids with $n \geq 4$.

In the case of 3-strand braids, we saw in Example 2.17 that the group $B_3$ admits a left-invariant ordering that is isolated in the space $LO(B_3)$, namely the ordering $<_{\text{DD}}$ whose positive cone is generated by $\sigma_1 \sigma_2$ and $\sigma_2^{-1}$. The construction of $<_{\text{DD}}$ can be extended to $n$-strand braids for every $n$.

**Definition 3.12 (Dubrovina-Dubrovin monoid).** For $n \geq 2$, the $n$-strand Dubrovina-Dubrovin monoid is the submonoid $B_{n}^{\oplus}$ of $B_{n}$ generated by

$$s_1 = \sigma_1 \cdots \sigma_{n-1}, \; s_2 = (\sigma_2 \cdots \sigma_{n-1})^{-1}, \; s_3 = \sigma_3 \cdots \sigma_{n-1}, \; \ldots, \; s_{n-1} = \sigma_{n-1}^{(1)}.$$  

**Lemma 3.13.** For every $n$, the monoid $B_{n}^{\oplus}$ is a monoid of $O$-type; the positive cone of the associated ordering $<_{\text{DD}}$ of $B_{n}$ consists of the $n$-strand braids that are $\sigma_k$-positive for some odd $k$ or $\sigma_k$-negative for some even $k$.

**Proof (sketch).** Let $P_{\text{DD}}$ be the set of all braids that are $\sigma_k$-positive for some odd $k$ or $\sigma_k$-negative for some even $k$. It follows from the basic results about $\sigma_k$-positive braids that a braid can be $\sigma_k$-positive or $\sigma_k$-negative for at most one $k$, and that every nontrivial braid is $\sigma_k$-positive or $\sigma_k$-negative for at least one $k$ (hence for exactly one $k$). This implies that $P_{\text{DD}}$ (as every variation of the same style) is the positive cone of a left-invariant ordering on $B_{n}$. Thus it just remains to check by a rather simple direct computation that every $\sigma_k$-positive braid can be expressed as a finite product of the generators $s_k^e$ with $e = +1$ for odd $k$ and $e = -1$ for even $k$.

Without appealing to the above result, we established in Section 2 that the monoid $B_3^{\oplus}$ is of $O$-type since it admits the triangular presentation $\langle a, b \mid a = ba^2b \rangle$, which is eligible for Proposition 2.15—and, in doing so, we reproved the above mentioned properties of $\sigma_k$-positive braids in the case of 3-strand braids. We shall now see that, for $n \geq 4$, the monoid $B_{n}^{\oplus}$ admits no triangular presentation based on $\{s_1, \ldots, s_{n-1}\}$. The result is a consequence of the following general negative result, which we do not prove here (see [92, Proposition 9.5]):

**Proposition 3.14 (no triangular presentation).** If $M$ is a monoid of right-$O$-type admitting a generating subfamily $S$ with $\#S \geq 3$ and there exists $s$ in $S$ satisfying $g < hs$ for all $g, h$ in the submonoid generated by $S \setminus \{s\}$, then $M$ admits no right-triangular presentation based on $S$.

Proposition 3.14 prevents a number of monoids of right-$O$-type from admitting a right-triangular presentation, see Exercise 123. In the case of braids, we obtain:

**Corollary 3.15 (no triangular presentation).** For $n \geq 4$, the monoid $B_{n}^{\oplus}$ is a monoid of $O$-type that admits no right-triangular presentation based on $\{s_1, \ldots, s_{n-1}\}$. 
Proof. We apply Proposition 3.14 with the specific element $s_1$. If $g$ and $h$ belong to the submonoid of $B_n^\oplus$ generated by $s_2, \ldots, s_{n-1}$, then, by the properties of $\sigma_i$-positive braids recalled in the proof of Lemma 3.13 they may be neither $\sigma_i$-positive nor $\sigma_i$-negative. On the other hand, the braid $s_1$ is $\sigma_1$-positive, hence so is $hs_1$. It follows that $g <_{\infty} hs$ holds in $B_n$, hence that $g \prec hs_1$ holds in $B_n^\oplus$, the expected property. \qed

One can indeed convert the standard presentation of the braid group $B_n$ into a presentation in terms of the generators $s_1, \ldots, s_{n-1}$ of Corollary 3.15. For instance, writing $a, b, \ldots$ for $s_1, s_2, \ldots$, one can check that $B_n$ admits the presentation

$$\tag{3.16} (a, b, c, a = b^2a^2baba^2b^2, b = cb^2c, abc = cab),$$

a triangular presentation augmented with a third, additional relation. But the triangular presentation made of the first two relations in (3.16) is not a presentation of $B_n^\oplus$, nor of any monoid of $O$-type either. On the other hand, Corollary 3.15 does not discard the possibility that $B_n^\oplus$ admits a triangular presentation based on other generators and, therefore, the question of whether the monoid $B_n^\oplus$ admit a (finite) triangular presentation for $n \geq 4$ arises immediately. It remains open, but leads to unexpected results.

Natural candidates arise in connection with the Birman–Ko–Lee band generators (Reference Structure 3, page 10). We recall that, for $1 \leq i < j \leq n$, one puts

$$a_{i,j} = \sigma_i \cdots \sigma_{j-2} \sigma_{j-1}^{-1} \cdots \sigma_i^{-1},$$

whence in particular $\sigma_i = a_{i,i+1}$. Then there exists a simple connection between the monoid $B_n^\oplus$ and the elements $a_{i,j}$, namely $B_n^\oplus$ is generated by the elements $a_{i,j}^{(-1)^{i+j+1}}$ (see Exercise 124). It is then natural to wonder whether $B_n^\oplus$ admits a triangular presentation in terms of the above generators or of related generators. As no complete (positive or negative) result is known so far, we skip the discussion, but we conclude with an amusing application, namely the existence, for $n = 3$ and $n = 4$, of a braid ordering on $B_n$ that is isolated (contrary to the Dehornoy ordering $<_D$) and, at the same time, includes the positive braid monoid $B_n^+$ (contrary to the Dubrovina–Dubrovina ordering $<_{\infty}$).

**Proposition 3.17 (exotic braid orderings).** The subsemigroup generated by $\sigma_1$, $\sigma_2$, and $\sigma_1 \sigma_2^{-1} \sigma_1^{-1}$ is the positive cone of an isolated left-invariant ordering on $B_3$. The subsemigroup generated by $\sigma_1$, $\sigma_2$, $\sigma_3$, $\sigma_1 \sigma_2 \sigma_1^{-1}$, $\sigma_2 \sigma_3^{-1} \sigma_2^{-1}$, and $\sigma_1 \sigma_2 \sigma_3^{-1} \sigma_2^{-1} \sigma_1^{-1}$ is the positive cone of an isolated left-invariant ordering on $B_4$.

Proof. Conjugating by $\sigma_1 \cdots \sigma_n$ defines an order $n$ automorphism $\phi_n$ of $B_n$ that rotates the Birman–Ko–Lee generators, see Chapter 11. For $n = 3$, one has $\phi_3 : \sigma_1 \mapsto \sigma_2 \mapsto a_{1,3} \mapsto \sigma_i$. By the above remark, $B_3^\oplus$ is generated by $\sigma_1$, $a_{1,3}$, and $\sigma_2^{-1}$. Hence the monoid $\phi_3(B_3^\oplus)$ is generated by $\sigma_2$, $\sigma_1$, and $a_{1,3}^{-1}$, and it is (when $1$ is removed) the positive cone of a left-invariant ordering on $B_3$. 

$$\boxed{\text{Proposition 3.17 (exotic braid orderings).}}$$

**The subsemigroup generated by $\sigma_1$, $\sigma_2$, and $\sigma_1 \sigma_2^{-1} \sigma_1^{-1}$ is the positive cone of an isolated left-invariant ordering on $B_3$. The subsemigroup generated by $\sigma_1$, $\sigma_2$, $\sigma_3$, $\sigma_1 \sigma_2 \sigma_1^{-1}$, $\sigma_2 \sigma_3^{-1} \sigma_2^{-1}$, and $\sigma_1 \sigma_2 \sigma_3^{-1} \sigma_2^{-1} \sigma_1^{-1}$ is the positive cone of an isolated left-invariant ordering on $B_4$.**
Similarly, for \( n = 4 \), we have \( \phi_4 : \sigma_1 \mapsto \sigma_2 \mapsto \sigma_1 \mapsto a_{1,4} \mapsto \sigma_1 \) and \( a_{1,3} \leftrightarrow a_{2,4} \). By the above remark again, the monoid \( B_4^+ \) is generated by \( \sigma_1, a_{1,3}, a_{1,4}, a_2^{-1}, a_2^{-1}, \sigma_3 \). Hence \( \hat{\phi}_4(B_4^+) \) is generated by \( \sigma_3, a_{1,3}, \sigma_2, a_2^{-1}, a_2^{-1}, \) and \( \sigma_1 \), and it is (when 1 is removed) the positive cone of a left-invariant ordering on \( B_4 \).

The construction does not extend to \( n \geq 5 \), because the negative entries \( \sigma_2^{-1} \) and \( \sigma_4^{-1} \) cannot be eliminated simultaneously.

**Exercises**

**Exercise 111 (braid ordering).** Show that the relations \( 1 <_D \sigma_1 \sigma_2 \leq D (\sigma_1 \sigma_2 \sigma_1)^2 p \sigma_2^0 \) hold in \( B_3 \) for \( p > 0 \).

**Exercise 112 (limit of conjugates).** Assuming that \( <_D \) is a limit of its conjugates in \( B_3 \), show the same result in \( B_n \). [Hint: Use the subgroup of \( B_n \) generated by \( \sigma_{n-2} \) and \( \sigma_{n-1} \), which is isomorphic to \( B_3 \).]

**Exercise 113 (closure of conjugates).** Let \( P_n \) be the positive cone of the ordering \( <_D \) on \( B_n \) considered in Example 1.23. Show that the closure of the conjugates of \( P_n \) in \( \text{LO}(B_n) \) is a Cantor set.

**Exercise 114 (space \( \text{LO}(B_\infty) \)).** Show that every point in the space \( \text{LO}(B_\infty) \) is a limit of its conjugates and that \( \text{LO}(B_\infty) \) is homeomorphic to the Cantor set (contrary to the spaces \( \text{LO}(B_n) \) for finite \( n \)).

**Exercise 115 (braids).** Show that, with the notation of Example 2.14, the monoids \( M_{2,1,1} \) and \( M_{1,2,1} \) are isomorphic, and deduce that the associated orderings of the braid group \( B_n \) coincide. [Hint: Show the relations \( a = a'b \) and \( a' = ba^2 \) between the involved generators.]

**Exercise 116 (non-terminating reversing).** Assume that \( (S, R) \) is a triangular presentation. (i) Show that, if a relation of \( \hat{R} \) has the form \( s = w \) with \( \lg(w) > 1 \) and \( w \) finishing with \( w \), then the monoid \( (S|R)^+ \) is not of right-\( O \)-type. (ii) Let \( (S, \hat{R}) \) be the maximal right-triangular deduced from \( (S, R) \). Show that, if a relation of \( \hat{R} \) has the form \( s = w \) with \( w \) beginning with \( (uv)^r us \) with \( r \geq 1, u \) nonempty, and \( v \) such that \( v^{-1}s \) reverses to a word beginning with \( s \), hence in particular if \( v \) is empty or it can be decomposed as \( u_1, \ldots, u_m \) where \( u_k s \) is a prefix of \( w \) for every \( k \), then \( s^{-1}us \) cannot be terminating, and deduce that \( (S|R)^+ \) is not of right-\( O \)-type. (iii) Show that a relation \( a = babab^{a^2} \ldots \) is impossible in a right-triangular presentation for a monoid of right-\( O \)-type.

**Exercise 117 (roots of Garside element).** Assume that \( M \) is a left-cancellative monoid generated by a set \( S \). (i) Show that, for \( \delta, g \) in a left-cancellative monoid \( M \), a necessary and sufficient condition for \( \delta \) to right-dominate \( g \) is that there exist \( m \geq 1 \) satisfying \( \langle s \rangle \delta^k \geq 0 \) \( (g\delta^{km+m-1} \leq \delta^{km+1} \). (ii) Assume that \( \delta^m \) is a right-Garside element in \( M \). Show that \( \delta \) right-dominates every element \( g \) that satisfies \( g\delta^{m-1} \leq \delta \).
Exercise 118 (dominating element). Let $M$ be the monoid defined by (3.5). (i) Show that, for $q = 0$, the element $a^{q+1}$ is central and that $M$ is of $O$-type. (ii) From now on, we assume $q \geq 1$. Prove that $a^{p+1}b = ba^{p+1}$ and deduce that $a$ right-dominates $b$ [Hint: Use Exercise 117]. (iii) Write $r = m + p'$ with $p + 1 | m$ and $0 \leq p' \leq p$. Show that $a^{m}$ commutes with $a$ and $b$. From here, we separate two cases. (iv) Assume that $p + 1$ does not divide $r + 1$, that is, $p' < p$ holds. Put $c' = ca^{p'}$, and let $M'$ be the submonoid of $M$ generated by $a$, $b$, and $c'$. Let $\Delta = a^{m}$. Prove that $a \sim \Delta \sim a\Delta$ and $b \sim \Delta \sim b\Delta$ hold in $M'$. (v) Prove $c' \sim a$ in $M'$, and then $c'\Delta = \Delta ba^{p'} c'(ba^{q})^{p-1} ba^{p-p' -1}$. Deduce that $ca^{km+r} \leq a^{km+1}$ holds for every $k \in M$, and conclude that $a$ right-dominates $c$. (vi) Conclude that $M$ is of $O$-type. (vii) Repeat the argument when $p + 1$ divide $r + 1$ and prove $ca^{r+km} \leq a^{k+km}$ for $k = 0, \ldots, q$. (viii) Show that, for $r < p$ with $q \neq 0$, the monoid $M$ is not of right-$O$-type [Hint: Use Exercise 116]

Exercise 119 (right-ceiling). Assume that $M$ is a cancellative monoid of right-$O$-type, and that $s_{1} \cdots s_{1}$ is a right-top $S$-word in $M$ such that $[s_{1} \cdots s_{1}]^{+}$ is central in $M$. Show that $s_{1} = s_{1}$ must hold for every $i$, and deduce that $\infty s_{1}$ is the right-$S$-ceiling in $M$.

Exercise 120 (power dominating). Let $M$ be defined by $(a, b, c, a = bcb, b = cbabc)$. (i) Show that $M$ is generated by $b$ and $c$, with the presentation $(b, c, b = cb^{2}c^{2}c)$. (ii) Show that $b^{3}$ is a central Garside element in $M$ and that $M$ is of $O$-type. (iii) Check $a^{3} = b^{3}$ and deduce that $a^{3}$ dominates $b$ and $c$. (iv) Check $ba = a^{2} \cdot bc^{2}b$, whence $ba \neq a^{2}$, and deduce that $a$ does not dominate $b$.

Exercise 121 (periodic ceiling). Let $M_{n}$ be the monoid defined by the cycling permutation $(a_{1}, \ldots, a_{n}, a_{1} = a_{2} \cdots a_{n}, a_{2} = a_{3} \cdots a_{n}a_{1}, \ldots, a_{n-1} = a_{n}a_{1} \cdots a_{n-1})$. Show that $a_{1}^{2}$ is central in $M_{n}$, and the right-ceiling is $\infty (a_{n-1} \cdots a_{1})$, hence it has period $n - 1$.

Exercise 122 (exotic dominating element). Let $M$ be the monoid defined by $(a, b, a = babab^{2}ab^{2}aba)$. (i) Show that $M$ is also defined by $(a, b, c, a = bacbc, b = cacac)$. (ii) Put $\delta = b^{2}$. Prove $a^{m} \cdot cacbc(bc)^{2n} = b^{n} \cdot b = c\delta^{n} \cdot acacb = \delta^{n+1}$ for every $n$. (iii) Deduce that $\delta$ dominates $a$, $b$, and $c$ in $M$, and that $M$ is of $O$-type. [It is conjectured that the right-ceiling is $\infty a$.]

Exercise 123 (no triangular presentation). Assume that $M$ is a monoid of right-$O$-type that is generated by $a, b, c$ with $a \triangleright b \triangleright c$ and $b, c$ satisfying some relation $b = cb$ with no $a$ in $v$. (i) Prove that, unless $M$ is generated by $b$ and $c$, there is no way to complete $b = cb$ with a relation $a = bu$ so as to obtain a presentation of $M$. (ii) Deduce that no right-triangular presentation made of $b = cbc$ (Klein bottle relation) or $b = cb^{2}c$ (Dubrovina–Dubrovin braid relation) plus a relation of the form $a = b \ldots$ may define a monoid of right-$O$-type.

Exercise 124 (Birman–Ko–Lee generators). Put $b_{i,j} = a_{i,j}^{(-1)^{i+j+1}}$ in the braid group $B_{n}$. Show that, for every $n$, the monoid $B_{n}^{\infty}$ is generated by the elements $b_{i,j}$.
Notes

Sources and comments. The connections between orderable groups and topology recently became an active domain research. On the one hand, deep relationships appeared between properties of 3-manifolds and the possible orderability of their fundamental group involving in particular L-spaces and co-oriented taut foliations, see for instance Boyer–Rolfsen–Wiest [29] or Boyer–Gordon–Watson [28]. On the other hand, and this is the aspect that was discussed in this chapter, the idea of putting a topology on the family of all invariant orderings on a group has been considered for several years by such experts as E. Ghys, A. Sikora and others, and it led to a number of developments and unexpected applications, see Morita [183].

More specifically, the quest for isolated orderings was launched by A. Sikora in [210] and the result that, in the fundamental cases of a free Abelian group and of a free group, no isolated ordering exists, appears in Navas [186]. The fact that a positive cone that is finitely generated as a semigroup gives an isolated ordering is mentioned in [210]. The converse implication is false: C. Rivas shows in [200] that a non-finitely generated semigroup may give rise to an isolated ordering.

The orderability of braid groups was proved by the first author in [72, 75], and the result that there exists an isolated ordering in the space $\mathrm{LO}(B_n)$ follows from the construction of the Dubrovin-Dubrovin ordering in [115] and the result by A. Navas [186] that the Dehornoy ordering is a limit of its conjugates, both in the case of 3-strand braids and in the general case using the argument of Exercise [112]. Constructions of isolated orderings on torus knot groups and related groups appear in [92], Navas [187], and Ito [149], relying on various approaches that are not directly comparable. As already mentioned in the text, the classification of groups with finitely many left-invariant orderings due to Tararin [220, 158].

The current exposition of the space $\mathrm{LO}(G)$ in Section 1 is based on D. et al. [100], itself based on Sikora [210]. In particular, Proposition 1.14 appears in [210]—an alternative argument can be found in Dabkovska et al. [69]. The rest of the chapter is directly inspired by [92], where monoids of $O$-type are introduced and a number of examples are mentioned. Monoids of $O$-type are connected with divisibility monoids [165], which essentially correspond to the case when divisibility relations are lattice orderings, but not necessarily linear orderings. Also, right-triangular presentations are those whose left-graph, in the sense of Adjan [1] and Remmers [199], is a chain. The letter $O$ stands for “order”, reminiscent of the monoids of $I$-type considered in Chapter XIII; it may seem strange that the notion connected with left-divisibility is called right-$O$-type, but this option is natural when one thinks in terms of multiples and Garside elements.

The definition of triangular presentations considered in this chapter is slightly more restricted than that of [92], but one can show that this does not really restrict the family of monoids of $O$-type that are eligible for the approach.

Further questions. At the moment, the range of the approach described in this chapter remains unknown: we know that some monoids of $O$-type admit no triangular presentations, and that some monoids of $O$-type admit no Garside element, at least of a certain form, but, on the other hand and although triangular presentations may seem to ex-
tremely particular, a number of monoids of \(O\)-type with such presentations were found—much more than was expected first. So the main open question in this approach is to further explore its range and understand which ordered groups are eligible. For instance, it is natural to raise:

**Question 33.** Does every monoid of \(O\)-type that admits a triangular presentation contain a right-Garside element?

We saw in Example 3.4 a monoid of \(O\)-type that admits a right-triangular presentation but in which no power of the leading generator is a right-Garside element. This however does not dismiss the possibility of the existence of a Garside element of another type. A positive answer to Question 33 seems unlikely but, on the other hand, it is uneasy to a priori discard the existence of exotic Garside elements. For instance, in the monoid \((ab | a = bab^3ab)^+\), no power of \(a\) is a Garside element, but \((ab)^3\) is a central Garside element. In the context of Example 3.4, the first critical case for which we (weakly) conjecture that no right-Garside element exists is \((a, b, c | a = ba^2b, b = ca^3c)^+\).

As in the case of right-Garside elements, the above results say nothing about dominating elements that are not powers of the top generator and they leave the following natural questions open:

**Question 34.** Does every monoid of \(O\)-type that admits a triangular presentation based on a set \(S\) contain an element that dominates \(S\)? Is the right-ceiling necessarily periodic?

By Lemma 3.9 a positive answer to the second question implies the existence of an element of \(S^n\) that dominates all of \(S^n\) for some \(n \geq 1\), hence a fortiori \(S\), so it implies a positive answer to the first question. Owing to the examples known so far, it seems reasonable to conjecture a positive answer to both questions, but so far no clue toward a proof is in view. See Exercises 120–122 for more examples witnessing various behaviors of the ceiling.

Returning to the general question of the range of the current “Garside-type” approach, an exhaustive investigation is certainly out of reach in the general case, the particular case of two-generator monoids seems more accessible, and several natural questions arise. Typically, we mentioned in Proposition 3.14 that some monoids of \(O\)-type admit no triangular presentation, but the argument of the proof requires the existence of at least three generators.

**Question 35.** Does every two-generator monoid of right-\(O\)-type admit a right-triangular presentation?

On the other hand, if we start with a two-generator triangular presentation, that is, if we consider monoids of the form \((a, b | a = bw)^+\), we can wonder

**Question 36.** Does every two-generator triangular presentation that defines a monoid of right-\(O\)-type eligible for Proposition 3.3?

At the moment, we have no counter-example: more precisely, all presentations that involve a word \(w\) of length at most 10 and are not discarded by the syntactic property of Exercise 116 turn out to contain a right-Garside element or, at least, a dominating
element—a rather unexpected result. Also, experiments show that all two-generator triangular presentations defining a monoid of $O$-type are palindromic, that is, the relation is invariant under reversing the order of letters, and that the associated right-ceiling is equal to $\infty$: are these a general facts?

In a different direction, Propositions 2.15 and 3.3 are valid in the case of an infinite presentation, thus leading to orderable groups with an explicit positive cone. But the argument showing that the involved ordering is isolated in its space of orderings is valid only when the presentation is finite. However, as mentioned above, a non-finitely generated monoid may give rise to an isolated ordering, so it makes sense to raise

**Question 37.** If $(S, R)$ is an infinite triangular presentation that defines a monoid of $O$-type, may the associated ordering be isolated in the space $LO(\langle S \mid R \rangle)$?

In the direction of a positive answer, it is natural to address the above question in the context of a direct limit of finitely generated monoids. The properties of subword reversing make this situation easy to analyze. Indeed, if $(S, R)$ is an infinite triangular presentation such that all (or at least unboundedly many) finite approximations $(S_n, R_n)$ define monoids of $O$-type, one can show that the monoid $(\langle S \mid R \rangle)^+$ is a direct limit of the monoids $(\langle S_n \mid R_n \rangle)^+$ and it is of $O$-type. A typical test-case for the above question is the torus-type group $G = \langle x_1, x_2, \ldots \mid x_2^q = x_1^q, x_2^{q^2} = x_1^{q^3}, \ldots \rangle$. For $q = 2$, the element $\Delta = x_1^2$ is a central Garside element in $(\langle S \mid R \rangle)^+$, but, for odd $q$, the element $\Delta_n = x_1^{2n-2}$ is central in the finite approximation $(\langle S_n \mid R_n \rangle)^+$, but no power of $x_1$ may be central in $G$, and it would be interesting to know whether the associated ordering is isolated in $LO(G)$. 
The Yang–Baxter equation (YBE) is a fundamental equation occurring in integrable models in statistical mechanics and quantum field theory. Some of its many solutions called set-theoretic turn out to be directly connected with a particular family of monoids, the monoids of $I$-type, and the latter turn out to be Garside monoids of a simple type. In this chapter, we describe the correspondences between the above mentioned objects and show how using what can be called a Garside approach leads to a conceptually simple and technically efficient exposition of the main results.

The chapter is organized as follows. In Section 1, we introduce set-theoretic solutions of the Yang–Baxter equation and describe various equivalent algebraic structures, in particular biracks, and, on the other hand, (bijective) right-cyclic quasigroups, or RC-quasigroups (Proposition 1.34).

Then, in Section 2, we associate with every (convenient) set-theoretic solution of YBE—or, equivalently, with every bijective RC-quasigroup—a monoid called the structure monoid, and, after developing some elementary results about the RC-law, we characterize the structure monoids of solutions of YBE as those Garside monoids that admit a presentation of a certain syntactic form (Proposition 2.34).

Further results about structure monoids (and their groups of fractions) are established in Section 3, in particular the important two-way connection with monoids of $I$-type (Propositions 3.5 and 3.6). As an application, we deduce in Proposition 3.23 the existence for every finitely generated group of $I$-type of a short exact sequence similar to the one that connects a pure braid group, a braid group, and the corresponding Coxeter group; here the role of pure braids is played by a free Abelian group, whereas the role of the Coxeter group is played by some finite group for which we give an explicit presentation.

1 Several equivalent frameworks

We introduce particular solutions of the Yang–Baxter equation called the (involutive non-degenerate) set-theoretic solutions (Subsection 1.1). Then we show that such structures can be equivalently described as involutive biracks, which are systems consisting of a set equipped with two binary operations obeying certain algebraic laws (Subsection 1.2). Finally—this is more interesting—we show in Subsection 1.3 that another equivalent framework is provided by bijective RC-quasigroups, other algebraic systems consisting of a set equipped with a binary operation obeying a certain algebraic law that, in some sense, is the inverse of the laws defining biracks.
1.1 Set-theoretic solutions of the Yang-Baxter equation

We consider the (non-parametric form of) the (quantum) Yang–Baxter equation.

**Definition 1.1 (solution of YBE).** If $V$ is a vector space, an element $R$ of $\text{GL}(V \otimes V)$ is called a solution of the Yang–Baxter equation (YBE) if we have

$$(R \otimes \text{id})(\text{id} \otimes R)(R \otimes \text{id}) = (\text{id} \otimes R)(R \otimes \text{id})(\text{id} \otimes R).$$

**Example 1.3 (solution of YBE).** Let $A = \mathbb{C}[q, q^{-1}]$ and $V = A \times A$ with standard basis $(e_1, e_2)$. Then one can check that the automorphism of $V \otimes V$ defined in the basis $(e_1 \otimes e_1, e_1 \otimes e_2, e_2 \otimes e_1, e_2 \otimes e_2)$ by the matrix $q^{-1/2}\begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 1 & q - q^{-1} & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix}$ satisfies (1.2), that is, it is a solution of YBE. This solution is connected with the basic representation of the quantum group $U_q(sl(2))$ and the Jones polynomial [154].

In the current context, it is customary to denote by $R^{ij}$ the automorphism of $V^{\otimes 3}$ that corresponds to $R$ acting on the $i$th and $j$th coordinates, so, for instance, $R^{12}$ stands for $R \otimes \text{id}$. Then the Yang–Baxter equation takes the more simple form

$$(1.4) \quad R^{12} R^{23} R^{12} = R^{23} R^{12} R^{23};$$

note the similarity with the Coxeter relation of $S_3$ and the braid relation of $B_3$ (Reference Structure 2 page 5 and Chapter IX).

Among the (many) solutions of the Yang–Baxter equation, we consider here those that preserve some fixed basis of the considered vector space.

**Lemma 1.5.** Assume that $V$ is a vector space and $X$ is a basis of $V$.

(i) If $R$ is a solution of YBE that maps $X^{\otimes 2}$ into itself, the restriction of $R$ to $X \otimes X$ yields a bijection $\rho$ of $X \times X$ to itself that satisfies the relation

$$(1.6) \quad \rho^{12} \rho^{23} \rho^{12} = \rho^{23} \rho^{12} \rho^{23}.$$  

(ii) Conversely, if $\rho$ is a bijection of $X \times X$ into itself that satisfies (1.6), then $\rho$ induces a solution of YBE that maps $X^{\otimes 2}$ into itself.

Of course, in (1.6), $\rho^{12}$ means the bijection of $X \times X \times X$ to itself consisting in applying $\rho$ in the first two positions. The verifications are straightforward. In particular, the map $\rho$ must be bijective as a solution of YBE is demanded to be an automorphism of the ambient vector space.

**Example 1.7 (preservation of basis).** The solution of YBE mentioned in Example 1.3 does not enter the framework of Lemma 1.5 unless $q$ is specialized at $q = 1$, the (operator
associated with the matrix does not preserve the canonical basis, nor any other basis of $V$. By contrast, for $q = 1$, the matrix becomes a permutation matrix, and enters the framework of Lemma 1.5 with an associated bijection $\rho$ of $X \times X$ given by $\rho((e_1, e_1)) = (e_1, e_1), \rho((e_1, e_2)) = (e_2, e_1), \rho((e_2, e_1)) = (e_1, e_2), \rho((e_2, e_2)) = (e_2, e_2)$.

From now on, we shall concentrate on solutions of YBE of the type considered in Lemma 1.5. Such solutions are called set-theoretic because they are entirely determined by their action on the basis, with no linearity condition. So we can forget about vector spaces and restart from the following definition.

**Definition 1.8 (set-theoretic solution of YBE).** (i) A set-theoretic solution of YBE is a pair $(X, \rho)$ where $X$ is a set and $\rho$ is a bijection of $X \times X$ into itself that satisfies (1.6). In this case, we denote by $\rho_1(s, t)$ and $\rho_2(s, t)$ the first and second entries of $\rho(s, t)$.

(ii) A set-theoretic solution $(X, \rho)$ of YBE is called nondegenerate if, for every $s$ in $X$, the left-translation $y \mapsto \rho_1(s, y)$ is one-to-one and, for every $t$ in $X$, the right-translation $x \mapsto \rho_2(x, t)$ is one-to-one.

(iii) A set-theoretic solution $(X, \rho)$ of YBE is called involutive if $\rho \circ \rho$ is the identity of $X \times X$.

**Example 1.9 (set-theoretic solution of YBE).** Assume $X = \{a, b\}$. Then there are $4!$, that is, 24, bijections of $X \times X$, among which six are set-theoretic solutions of YBE. Among the latter, two are degenerate, namely (we always take the convention that, in a table, the first argument corresponds to rows and the second one to columns)

\[
\begin{array}{c|cc}
 & a & b \\
\hline
a & (a, a) & (a, b) \\
b & (a, a) & (b, b)
\end{array}
\quad \text{and} \quad
\begin{array}{c|cc}
 & a & b \\
\hline
a & (b, b) & (b, a) \\
b & (a, b) & (a, a)
\end{array},
\]

with constant left-translations in the left table and constant right-translations in the right table. Next, two are non-involutive, having order 4 and not 2:

\[
\begin{array}{c|cc}
 & a & b \\
\hline
a & (a, b) & (b, b) \\
b & (a, a) & (b, a)
\end{array}
\quad \text{and} \quad
\begin{array}{c|cc}
 & a & b \\
\hline
a & (b, a) & (a, a) \\
b & (b, b) & (a, b)
\end{array}.
\]

Finally, two are nondegenerate and involutive:

\[
\begin{array}{c|cc}
 & a & b \\
\hline
a & (a, a) & (b, a) \\
b & (a, b) & (b, b)
\end{array}
\quad \text{and} \quad
\begin{array}{c|cc}
 & a & b \\
\hline
a & (b, b) & (a, a) \\
b & (b, a) & (a, b)
\end{array}.
\]

**Remark 1.10.** The reason why one is interested in nondegenerate set-theoretic solutions of YBE will become clear soon, as it is a necessary condition for the duality described in Subsection 1.3 to be possible. One of the reasons for being interested in involutive
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set-theoretic solutions is that assuming \( \rho \circ \rho = \text{id} \) is the simplest way to guarantee that \( \rho \) be bijective.

Note that there is no connection between the above two conditions, namely having bijective translations and being globally bijective. The table displayed on the right defines a degenerate bijection of \( X \times X \): here the left-translation by \( a \) is not one-to-one since we have \( \rho_1(a,a) = a = \rho_3(a,b) \).

On the other hand, the table on the right defines a nondegenerate map from \( X \times X \) to itself that is not bijective: here left- and right-translations are bijective, but the global map \( \rho \) is not one-to-one.

### 1.2 Involutive biracks

As already noted in Definition 1.8, a bijection, more generally a map, from \( X \times X \) to itself is a pair of maps from \( X \times X \) to \( X \), hence it can be viewed as a pair of binary operations on \( X \). This framework will provide slightly shorter notation. The first step is to translate the defining properties of an (involutive, nondegenerate) set-theoretic solution of YBE.

**Lemma 1.11.** (i) If \( (X, \rho) \) is a set-theoretic solution of YBE, then the binary operations \( ] \) and \( [ \) defined on \( X \) by

\[
(1.12) \quad a \left[ b = \rho_1(a, b) \quad \text{and} \quad b \right] a = \rho_2(a, b)
\]

obey the laws

\[
(1.13) \quad (a \left[ b \right] \,(a \right] b) \right] c = a \right] (b \right] c), \\
(1.14) \quad (a \left[ b \right] \,(a \right] b) \left[ c = (a \right] (b \left] c)) \right] (b \right] c), \\
(1.15) \quad (a \left[ b \right] c = (a \right] (b \left] c)) \right] (b \right] c).
\]

Moreover, if \( (X, \rho) \) is involutive, then \( ] \) and \( [ \) obey the laws

\[
(1.16) \quad (a \left[ b \right] \right] a \right] b = a \quad \text{and} \quad (a \right] b) \left[ (a \right] b) = b.
\]

(ii) Conversely, if \( ] \) and \( [ \) are binary operations on \( X \) that satisfy (1.13)–(1.15) and (1.16), and if \( \rho \) is defined by

\[
(1.17) \quad \rho(a, b) = (a \right] b, a \left[ b),
\]

then \( (X, \rho) \) is an involutive set-theoretic solution of YBE.

(iii) In the above context, \( (X, \rho) \) is nondegenerate if and only if \( (X, [ ] ) \) is a left-quasigroup and \( (X, ] ) \) is a right-quasigroup, that is, the left-translations of \( ] \) and the right-translations of \( [ \) are one-to-one.

**Proof.** (i) A simple computation: \( \rho^{12} \) maps \( (a, b, c) \) to \( (a \right] b, a \left[ b, c) \), then \( \rho^{23} \) maps the latter to \( ((a \right] b, a \left[ b)) \right] c, (a \left[ b) \right] c), \) and \( \rho^{12} \) maps the above triple to the triple consisting of the left-hand terms in (1.13)–(1.15). Starting from \( (a, b, c) \) and applying \( \rho^{23} \rho^{12} \rho^{23} \), one similarly obtains the triple consisting of the right-hand terms in (1.13)–(1.15). Then
the assumption that \((X, \rho)\) is a set-theoretic solution of YBE implies that the entries of the above triples pairwise match.

Then \(\rho \circ \rho\) maps \((a, b)\) to \(((a \uparrow b) \downarrow (a \downarrow b))\), whence (1.16) whenever \((S, \rho)\) is involutive.

(ii) For every pair \((a, b)\) in \(X \times X\), the above computation and the assumption that \((X, \uparrow, \downarrow)\) satisfies (1.16) implies that \(\rho \circ \rho\) maps \((a, b)\) to itself. Hence \(\rho\) is an involution of \(X \times X\), and a fortiori it is a bijection of \(X \times X\). Next, for every triple \((a, b, c)\) in \(X \times X \times X\), the above computation and the assumption that \((X, \uparrow, \downarrow)\) satisfies (1.13)–(1.15) implies that \(\rho_1 \circ \rho_2 \circ \rho_1\) and \(\rho_2 \circ \rho_1 \circ \rho_2\) map \((a, b, c)\) to the same triple. So \((X, \rho)\) satisfies (1.6), and it is a set-theoretic solution of YBE, which is moreover involutive.

(iii) Owing to (1.12) and (1.17), the equivalence is obvious, as, for \(a\) in \(X\), the left-translation \(y \mapsto \rho_1(a, y)\) coincides with the left-translation \(y \mapsto a \uparrow y\) and, symmetrically, the right-translation \(x \mapsto \rho_2(x, b)\) coincides with the right-translation \(x \mapsto x \downarrow b\).

Structures satisfying the laws of Lemma 1.11 have already been considered and they are usually called biracks:

**Definition 1.18 (birack).** A birack is a triple \((X, \uparrow, \downarrow)\) where \(X\) is a set and \(\uparrow, \downarrow\) are binary operations on \(X\) satisfying (1.13)–(1.15) and such that the left-translations of \(\uparrow\) and the right-translations of \(\downarrow\) are one-to-one. A birack is called involutive if it satisfies (1.16).

**Example 1.19 (birack).** By Lemma 1.11 every involutive nondegenerate set-theoretic solution of YBE gives a birack. So, for instance, the involutive birack associated with the two involutive nondegenerate set-theoretic solutions of YBE mentioned in Example 1.9 respectively correspond to

\[
\begin{array}{ccc}
\uparrow & a & b \\
- & - & - \\
b & a & b
\end{array}
\quad \begin{array}{ccc}
\downarrow & a & b \\
- & - & - \\
a & a & a
\end{array}
\quad \text{and} \quad \begin{array}{ccc}
\uparrow & a & b \\
- & - & - \\
a & b & a
\end{array}
\quad \begin{array}{ccc}
\downarrow & a & b \\
- & - & - \\
a & b & a
\end{array}
\]  

Here is an example of a different flavor. Assume that \(*\) is a binary operation on \(X\), and let \(*_0\) be the trivial binary operation defined by \(s *_0 t = s\). Replacing \(x \downarrow y\) with \(x\) in (1.13)–(1.15), one sees that the latter relations are satisfied in \((X, *, *_0)\) if and only if \(*\) satisfies the left-selfdistributivity law \(LD\) investigated in Chapter XI. The right-translations of \(*_0\) are the identity, hence one-to-one. So \((X, *, *_0)\) is a birack if and only if \((X, *)\) is an LD-system whose left-translations are one-to-one: such a structure is called a rack in literature. Thus completing a rack with a trivial second operation gives a birack. Except in trivial cases, the latter birack is not involutive: indeed, \((X, *, *_0)\) is involutive if and only if \(s * t = t\) holds for all \(s\) and \(t\).

We can then restate Lemma 1.11 as

**Proposition 1.20 (set-theoretic solution to birack).** (i) If \((X, \rho)\) is an involutive nondegenerate set-theoretic solution of YBE, and \(\uparrow\) and \(\downarrow\) are defined by (1.12), then \((X, \uparrow, \downarrow)\) is an involutive birack.
(ii) Conversely, if \((X, \lceil, \rceil)\) is an involutive birack, and \(\rho\) is defined by \((1.17)\), then \((X, \rho)\) is an involutive nondegenerate set-theoretic solution of YBE.

Thus, investigating involutive nondegenerate set-theoretic solutions of YBE and investigating involutive biracks are equivalent tasks.

### 1.3 RC- and RLC-quasigroups

We now make a second step and move to a new framework. Here the transformation is less trivial, and it amounts to replacing a multiplication with the corresponding division. If \((X, \star)\) is a left-quasigroup, that is, \(\star\) is a binary operation on \(X\) whose left-translations are one-to-one, we can consider the left-inverse operation \(\star\) such that \(a \star b\) is the unique \(c\) satisfying \(a \star c = b\). Here we will consider the left- and right-inverses of the operations in a birack, and see that these new operations are characterized by simple laws, actually more simple that the laws that define biracks. For our current purpose, the point will be that the new laws are closely connected with the cube conditions of Section II.4. We introduce two versions, one involving a single operation, one involving two operations which, we shall see below, are essentially equivalent.

**Definition 1.21 (RC-system, RC-quasigroup).** A right-cyclic system, or RC-system, is a pair \((X, \star)\) where \(X\) is a set and \(\star\) is a binary operation on \(X\) that obeys the right-cyclic law

\[
(x \star y) \star (x \star z) = (y \star x) \star (y \star z).
\]

An RC-quasigroup is an RC-system whose left-translations are one-to-one, that is, for every \(s\) in \(X\), the map \(t \mapsto s \star t\) is one-to-one. An RC-system is called bijective if the map \((s, t) \mapsto (s \star t, t \star s)\) is a bijection of \(X \times X\) to itself.

**Example 1.23 (RC-system).** Let \(X\) be any set, and let \(\sigma\) is a permutation of \(X\). Then defining \(s \star t = \sigma(t)\) provides a (semi-trivial) bijective RC-quasigroup. Indeed, all left-translations coincide with \(\sigma\), hence they are one-to-one by assumption, and, for all \(r, s, t\) in \(X\), we have \((s \star t) \star (s \star t) = \sigma^2(t) = (s \star t) \star (s \star t)\), so the RC-law is obeyed. Finally, the map \((s, t) \mapsto (s \star t, t \star s)\) is \((s, t) \mapsto (\sigma(t), \sigma(s))\), a bijection, so \((X, \star)\) is bijective.

Assume now that \(M\) is a left-cancellative monoid that admits unique right-lcms. We recall from Definition II.2.11 that, for \(f, g\) in \(M\), the unique element \(g'\) such that \(fg'\) is the right-lcm of \(f\) and \(g\) is denoted by \(f \backslash g\) and called the right-complement of \(f\) in \(g\). Then, as observed in Proposition II.2.15 (triple lcm), \((M, \backslash)\) is an RC-system. More generally, if \(S\) is a subset of \(M\) that is closed under right-complement, then \((S, \backslash)\) is also an RC-system: this happens in particular when \(S\) is a Garside family of \(M\) that includes 1. In general, the RC-systems of the type above are not RC-quasigroups: if \(f\) does not left-divide \(g\), the
right-lcm $h$ of $f$ and $g$ is distinct from $g$ but $f \setminus g = f \setminus h$ holds. Nor are they bijective either: for all $f, g$, we have $f \setminus f = g \setminus g = 1$.

It will also be useful to consider a two-sided version of RC-quasigroups.

**Definition 1.24 (RLC-system, RLC-quasigroup).** An RLC-system is a triple $(X, \ast, \hat{\ast})$ where $(X, \ast)$ is an RC-system, $\hat{\ast}$ is a binary operation on $X$ obeying the left-cyclic law $LC$

$$
(z \hat{\ast} x) \hat{\ast} (y \hat{\ast} x) = (z \hat{\ast} y) \hat{\ast} (x \hat{\ast} y),
$$

and both operations are connected by

$$
(y \ast x) \hat{\ast} (x \hat{\ast} y) = x = (y \hat{\ast} x) \hat{\ast} (x \hat{\ast} y).
$$

An RLC-quasigroup is an RLC-system $(X, \ast, \hat{\ast})$ such that the left-translations of $\ast$ and the right-translations of $\hat{\ast}$ are one-to-one.

**Example 1.27 (RLC-system).** On the shape of Example 1.23 let $X$ be any set and define $s \ast t = \sigma(t)$ and, symmetrically, $s \hat{\ast} t = \tau(s)$ where $\sigma, \tau$ map $X$ to itself. Then the RC- and LC-laws are automatically satisfied, and $1.26$ amount to $\sigma \circ \tau$ and $\tau \circ \sigma$ being the identity map, which is possible only if $\sigma$ and $\tau$ are bijective. So, for every bijection $\sigma$ from $X$ to itself, we obtain an RLC-quasigroup by defining $s \ast t = \sigma(t)$ and $s \hat{\ast} t = \sigma^{-1}(s)$.

By contrast, if $M$ is a monoid that admits both unique right- and left-lcms, $(M, \setminus)$ is an RC-quasigroup and, in an obvious sense, $(M, /)$ is an LC-quasigroup, but $(M, \setminus, /)$ is not an RLC-system in general as $1.26$ is not satisfied: for all $f, g$ in $M$, we have $f = h \cdot ((f \setminus g) / (f \setminus g))$ and $g = h \cdot ((f / g) / (f / g))$ where $h$ is the left-gcd of $f$ and $g$, which, for instance, is not for $f \neq g \neq 1$.

In an RLC-quasigroup, the operations determine one another and, as a consequence, RLC-quasigroups and bijective RC-quasigroups are equivalent structures.

**Lemma 1.28.** For all binary operations $\ast, \hat{\ast}$ on $X$, the following are equivalent:

(i) The system $(X, \ast, \hat{\ast})$ obeys the involutivity laws $1.26$.

(ii) The map $\Psi : (s, t) \mapsto (s \ast t, t \hat{\ast} s)$ is a bijection of $X \times X$ to itself and the operation $\hat{\ast}$ is the unique operation on $X$ such that the map $(s, t) \mapsto (s \ast t, t \hat{\ast} s)$ is the inverse of $\Psi$.

**Proof.** (i) Assume that $(X, \ast, \hat{\ast})$ satisfies $1.26$. Let $(s', t')$ belong to $X \times X$. Then put $s = t' \hat{\ast} s'$ and $t = s' \ast t'$. The right-hand equality in $1.26$ gives $s \ast t = s'$ and $t \hat{\ast} s = t'$, whence $\Psi(s, t) = (s', t')$. So $\Psi$ is surjective. Conversely, assume $\Psi(s, t) = (s', t')$. Then the left-hand equality in $1.26$ gives $s = t' \hat{\ast} s'$ and $t = s' \ast t'$. So $\Psi$ is injective. Moreover, the equalities show that the map $(s, t) \mapsto (s \ast t, t \hat{\ast} s)$ is $\Psi^{-1}$.

(ii) Assume that $\Psi$ is a bijection from $X \times X$ to itself. Then there exists a unique operation $\hat{\ast}$ on $X$ such that the map $(s, t) \mapsto (s \ast t, t \hat{\ast} s)$ is $\Psi^{-1}$, namely the one given by

$$s' \hat{\ast} t' = \text{ the unique } t \text{ such that } s \ast t = s' \text{ and } t \hat{\ast} s = t' \text{ hold for some } s.$$

Then $1.26$ is satisfied by definition.
Building on Lemma \[\text{Lemma 1.28}\] we shall mainly consider bijective \( R \) \( C \)-quasigroups in the sequel, and appeal to \( R \) \( L \) \( C \)-quasigroups only when necessary. To follow the subsequent computations involving \( \lceil \) and \( \lceil \), it can be useful to associate with every pair of equalities \( a' = a \lceil b \), \( b' = a \lceil b \) the square diagram \( a' \backslash b \rightarrow b' \), that is, \( a \rightarrow a \lceil b \). Similarly, for \( \ast \) and \( \tilde{\ast} \), we draw diagrams \( s \ast t \rightarrow s' \tilde{\ast} t' \), \( t \rightarrow t' \), \( s \rightarrow s' \tilde{\ast} t' \). For the moment—things will be different in Section \[\text{Section 2}\] when structure monoids are introduced—the diagrams are not meant to represent any multiplication but just serve as a mnemonic help: for instance, comparing the above diagrams helps recording that, if \( (1.26) \) holds, the conjunction of \( s' = s \ast t \) and \( t' = t \ast s \) is equivalent to the conjunction of \( s = t' \tilde{\ast} s' \) and \( t = s' \tilde{\ast} t' \).

We now come back to the connection between biracks and \( RC \)-systems. To formalize it, we introduce a general algebraic transformation on binary operations whose left-translations are bijective.

**Definition 1.30 (left-inverse operation).** If \( X \) is a set and \( \ast \) is a binary operation on \( X \) whose left-translations are one-to-one, that is, for every \( a \) in \( X \) the map \( x \mapsto a \ast x \) is one-to-one, the **left-inverse** of \( \ast \) is the binary operation \( \star \) on \( X \) such that \( a \star b \) is the unique element \( c \) satisfying \( a \ast c = b \).

By definition, left-inverting an operation is an involutive transformation: for every operation \( \ast \) with bijective left-translations, the left-translations of \( \ast \) are bijective as well and the left-inverse of \( \ast \) is \( \ast \). Here comes the main observation:

**Proposition 1.31 (birack to \( RC \)-quasigroup).** If \( (X, \lceil, \lceil) \) is an involutive birack, and \( \ast \) is the left-inverse of \( \lceil \), then \( (X, \ast) \) is a bijective \( RC \)-quasigroup.

**Proof.** By definition of a birack, the left-translations of \( \lceil \) are bijective, which guarantees the existence of \( \ast \), and the fact that the left-translations of \( \ast \) are one-to-one. The point is to show that the assumption that \( (X, \lceil, \lceil) \) satisfies the laws \( (1.13) \)–\( (1.16) \) implies that \( \ast \) obeys the \( RC \)-law \( (1.25) \).

**Claim.** For all \( x, y, z \), the relation \( y = x \lceil z \) is equivalent to \( x \ast y = z \) and it implies \( y \ast x = x \lceil z \).

**Proof of the claim.** Assume \( y = x \lceil z \). First, by definition of \( \ast \), this relation is equivalent to \( x \ast y = z \). Next, \( (1.16) \), implies \( (x \lceil z) \lceil (x \lceil z) \rightleftharpoons x \), so we deduce \( y \lceil (x \lceil z) = x \). By definition of \( \ast \), the latter relation is equivalent to \( y \ast x = x \lceil z \), see on the right.

Now let \( r, s, t \) belong to \( X \). Put \( a = t, b = t \ast s, c = (t \ast s) \ast (t \ast r) \). We shall step by step compute the expressions \( (r \ast s) \ast (r \ast t) \) and \( (s \ast r) \ast (s \ast t) \) in terms of \( a, b, \) and \( c \) and, using \( (1.13) \)–\( (1.15) \), establish that these expressions are equal. The proof consists in
repeatedly using the claim for various solutions $z = x \star y$. The corresponding diagrams are displayed in Figure[1] The latter shows that we are actually completing a cube and it should make the order of the verifications clear.

Applying the claim to the definition $b = t \star s$ with $t = a$ gives $s = a \, \langle b \rangle$ and $s \star t = a \, \langle b \rangle$.

Next, applying the claim to $c = (t \star s) \star (t \star r)$ with $t \star s = b$ gives $t \star r = b \, \langle c \rangle$ and $(r \, \star t) \star (r \, \star s) = b \, \langle c \rangle$.

Then, applying the claim to $b \, \langle c \rangle = t \star r$ with $t = a$ gives $r = a \, \langle b \rangle \, \langle c \rangle$, hence also $r = (a \, \langle b \rangle) \, ((a \, \langle b \rangle) \, \langle c \rangle)$ by (1.13), and $r \, \star t = a \, \langle b \rangle \, \langle c \rangle$.

Next, the relations $r \, \star t = a \, \langle b \rangle \, \langle c \rangle$ and $r \, \star s = r \, \star s = (a \, \langle b \rangle) \, ((a \, \langle b \rangle) \, \langle c \rangle)$ imply $(r \, \star t) \star (r \, \star s) = b \, \langle c \rangle$, and the claim implies $(r \, \star s) \star (r \, \star t) = (a \, \langle b \rangle) \, ((a \, \langle b \rangle) \, \langle c \rangle)$, hence $(r \, \star s) \star (r \, \star t) = a \, \langle b \rangle \, \langle c \rangle$ by (1.14).

Finally, the relations $s \, \star t = a \, \langle b \rangle$ and $s \, \star r = (a \, \langle b \rangle) \, \langle c \rangle$ imply $(s \, \star t) \star (s \, \star r) = c$, and the claim implies $(s \, \star r) \star (s \, \star t) = a \, \langle b \rangle \, \langle c \rangle$.

We thus established the three equalities $(r \, \star t) \star (r \, \star s) = b \, \langle c \rangle$, $(t \, \star s) \star (t \, \star r) = c = (s \, \star r) \star (s \, \star t)$, and $(r \, \star s) \star (r \, \star t) = (a \, \langle b \rangle) \, (a \, \langle b \rangle) \, \langle c \rangle$ by (1.15).

Now, consider the binary operation $\ast$ on $X$ such that $z \, \ast y = z$ is equivalent to $z = x \, \ast y$, that is, in an obvious sense, the right-inverse of $\, \langle \rangle$, which makes sense since, by assumption, the right-translations of $\, \langle \rangle$ are one-to-one. Then an entirely symmetric verification shows that $\ast$ obeys the LC-law.

Finally, we consider (1.26). Let $r, s$ belong to $X$. Put $a = s$ and $b = s \, \ast r$. Then the definition of $\ast$ gives $r = a \, \langle b \rangle$, and the claim then implies $r \, \ast s = b \, \langle a \rangle$. Now, owing to the relations $s \, \ast r = b$ and $r \, \ast s = b \, \langle a \rangle$, the definition of $\ast$ gives $(r \, \ast s) \, \ast (s \, \ast r) = a$, and the symmetric counterpart of the claim then implies $(s \, \ast r) \, \ast (s \, \ast r) = a \, \langle b \rangle$. We deduce $(r \, \ast s) \, \ast (s \, \ast r) = s$ and $(s \, \ast r) \, \ast (s \, \ast r) = r$. So (1.26) is obeyed, $(X, \ast, \ast)$ is an RLC-quasigroup, and, by Lemma (X, *, *) is a bijective RC-quasigroup.

We now establish a converse for Proposition (1.31) thus defining an involutive birack starting from a bijective RC-quasigroup.

**Proposition 1.32 (RC-quasigroup to birack).** Assume that $(X, *)$ is a bijective RC-quasigroup. Let $\, \rangle$ be the left-inverse of $*$ and $\, \langle$ be the right-inverse of the operation $\ast$ defined by (1.29). Then $(X, \, \rangle, \, \langle)$ is an involutive birack.

**Proof.** We argue as for Proposition (1.31) now following the resulting:  

**Claim.** For all $x, y, z$, the relation $z = x \ast y$ is equivalent to $x \, \rangle z = y$ and it implies $x \, \langle z = y \, \ast x$.

**Proof of the claim.** Assume $z = x \ast y$. By definition of $\, \langle$, this relation is equivalent to $x \, \rangle z = y$. Then, by definition of $\Psi$, we have $\Psi(x, y) = (z, y \ast x)$, hence $(x, y) = \Psi^{-1}(z, y \ast x)$. By definition of $\, \langle$, this implies $z \, \langle (y \, \ast x) = x$, whence $z \, \langle x = y \, \ast x$ by definition of the operation $\, \langle$.  

---

\[ x \, \rangle z = y \]
\[ x \, \langle z = y \, \ast x \]
1 Several equivalent frameworks

Figure 1. Proof of Proposition 1.31: one successively evaluates the edges of the cube in terms of \( a, b, c \) and the relations \((1.13) – (1.15)\) to guarantee that the cube closes. The same diagram can be used to follow the proof of Proposition 1.32 below, except that one starts with a closed cube and evaluates some edges in two different ways to establish \((1.13) – (1.15)\).

Note that the diagram corresponding to the current claim is the same as the one for the claim for Proposition 1.31 but the meaning is different as, here, we assume \(*\)-relations and are interested in deducing \(\lfloor, \rfloor\)-relations whereas, in the previous case, we went the other way.

Now, let \(a, b, c\) belong to \(X\). Put \(r = a \rfloor b \rfloor c\), \(s = a \rfloor b\), and \(t = a\). We shall now compute the expressions involved in \((1.13) – (1.15)\) in terms of \(r, s, t\), and establish the expected equalities.

First, applying the claim to \(s = a \rfloor b\) with \(t = a\) gives \(b = t \ast s\) and \(a \rfloor b = s \ast t\).

Next, applying it to \(r = a \rfloor b \rfloor c\) with \(t = a\) gives \(b \rfloor c = t \ast r\) and \(a \rfloor b \rfloor c = r \ast t\).

Then, applying the claim to \(t \ast r = b \rfloor c\) with \(t \ast s = b\) gives \(c = (t \ast r) \ast (t \ast r)\), hence also \(c = (s \ast t) \ast (s \ast t)\) by \((1.22)\), and \(b \rfloor c = (t \ast r) \ast (t \ast s)\), hence also \(b \rfloor c = (r \ast s) \ast (r \ast t)\) by \((1.22)\) again.

Next, the relation \((s \ast t) \ast (s \ast r) = c\) with \((s \ast t) = a \rfloor b\) implies \((a \rfloor b) \rfloor c = s \ast r\), and the claim then implies \((a \rfloor b) \rfloor c = (s \ast r) \ast (s \ast t)\), whence also \((a \rfloor b) \rfloor c = (r \ast s) \ast (r \ast t)\) by \((1.22)\).

Then, the relation \((a \rfloor b) \rfloor c = s \ast r\) with \(a \rfloor b = c\) implies \((a \rfloor b) \rfloor ((a \rfloor b) \rfloor c) = r\), which, together with the previously established relation \(r = a \rfloor b \rfloor c\), gives \((1.13)\). By the claim, we deduce \((a \rfloor b) \rfloor ((a \rfloor b) \rfloor c) = r \ast s\).

Now, \(b \rfloor c = (r \ast t) \ast (r \ast s)\) with \(r \ast t = a \rfloor b \rfloor c\) implies \(r \ast s = (a \rfloor b \rfloor c) \rfloor (b \rfloor c)\) which, together the previously established relation \((a \rfloor b) \rfloor ((a \rfloor b) \rfloor c) = r \ast s\) gives \((1.14)\).

Moreover, the claim then implies \((r \ast s) \ast (r \ast t) = (a \rfloor b \rfloor c) \rfloor (b \rfloor c)\) which, together the previously established relation \((a \rfloor b) \rfloor c = (r \ast s) \ast (r \ast t)\) gives \((1.15)\). Hence \((X, \rfloor, \rfloor)\) is a birack.

We conclude with involutivity. Let \(a, b\) belong to \(X\). Put \(r = a\) and \(s = a \rfloor b\). By the claim, we have \(r \ast s = b\) and \(s \ast r = a \rfloor b\), that is, \((a \rfloor b) \ast a = a \rfloor b\). By the claim again, the latter is equivalent to \((a \rfloor b) \rfloor (a \rfloor b) = a\). The argument for \((a \rfloor b) \rfloor (a \rfloor b) = b\) is...
symmetric.

Hence involutive biracks and bijective RC-quasigroups are equivalent frameworks. By the way, we also observe that the conjunction of Propositions 1.31 and 1.32 implies Corollary 1.33 (bijective RC implies LC). If \((X, \ast)\) is a bijective RC-quasigroup, then the operation \(\tilde{\ast}\) provided by (1.29) satisfies the LC-law.

Proof. Proposition 1.32 provides from \(\ast\) two operations \(\left[\right], [\right]\) such that \((X, \left[\right], [\right])\) is an involutive birack. Then Proposition 1.31 provides from \(\left[\right]\) and \(\ast\) an operation \(\check{\ast}\) such that \((X, \ast, \check{\ast})\) is an RLC-quasigroup. So, in particular, the operation \(\check{\ast}\) satisfies the LC-law. By uniqueness, the operation \(\tilde{\ast}\) is the one provided from \(\ast\) by Lemma 1.28.

Whether a simple direct argument exists for Corollary 1.33 is not clear: introducing the auxiliary operations \(\left[\right]\) and \([\right]\) can be avoided but, in any case, evaluating all expressions occurring in the cube of Figure 1 is probably necessary.

Summarizing the results, we can state:

**Proposition 1.34 (equivalence).** The following three (actually four) frameworks are equivalent:

(i) nondegenerate involutive set-theoretic solutions of the Yang–Baxter equation,

(ii) involutive biracks, and

(iii) bijective RC-quasigroups (or, equivalently, RLC-quasigroups),

with an explicit way of going from one to the other.

To conclude this section, we mention without proof a beautiful result of W. Rump [201, Theorem 2] that will enable us to skip bijectivity assumptions in the sequel when dealing with finite RC-systems.

**Proposition 1.35 (bijectivity).** Every finite RC-quasigroup is bijective.

## 2 Structure monoids and groups

Here comes the key point from our current point of view, namely associating with every involutive nondegenerate set-theoretic solution of YBE a certain group called its structure group. In this section, we shall show how the general methods developed in this text enable one to investigate structure groups very easily and, in particular, to prove that they are Garside groups.

The section is organized as follows. In Subsection 2.1 we introduce the structure monoids and groups and state the main algebraic results that will be established subsequently. In Subsection 2.2 we develop a sort of polynomial calculus for structures satisfying the RC-law. Then, in Subsection 2.3 we complete the proof of the results announced...
in Subsection 2.1 in particular the result that the structure group of an involutive nondegenerate set-theoretic solution of YBE is a Garside group. Finally, in Subsection 2.4 we show that, conversely, every Garside group that admits a presentation of a certain type is the structure group of a set-theoretic solution of YBE.

2.1 Structure monoids and groups

We first restart from involutive nondegenerate set-theoretic solutions of the Yang–Baxter equation. Then there exists a standard way of associating a monoid and a group.

**Definition 2.1 (structure group I).** If \((X, \rho)\) is an involutive nondegenerate set-theoretic solution of YBE, the structure group (resp. monoid) of \((X, \rho)\) is the group (resp. the monoid) defined by the presentation

\[
(2.2) \quad (X, \{ab = a'b' \mid a, b, a', b' \in X \text{ satisfying } \rho(a, b) = (a', b')\}).
\]

The presentation (2.2) is redundant and contains trivial relations: as \(\rho\) is bijective, most relations occur twice and \(\rho_1(a, b) = a\) implies \(\rho_2(a, b) = b\) and, in this case, we obtain the trivial relation \(ab = ab\). Note that saying the relations of (2.2) are satisfied exactly means that the diagram \(\rho_1(a, b) \quad \rho_2(a, b)\) is commutative when interpreted in the structure monoid of \((X, \rho)\).

**Example 2.3 (structure group I).** Consider the two involutive nondegenerate solutions of Example 1.9. For the left hand table, (2.2) gives the four relations \(aa = aa\), \(ab = ba\), \(ba = ab\), and \(bb = bb\). Erasing the trivial and redundant relations, we obtain that the structure group is \(\langle a, b \mid ab = ba \rangle\), a free Abelian group of rank 2, and the structure monoid is a free Abelian monoid of rank 2.

Similarly, the right hand table gives the relations \(a^2 = b^2\), \(ab = ab\), \(ba = ba\), and \(b^2 = a^2\). Erasing the trivial and redundant relations, we see that the structure group is \(\langle a, b \mid a^2 = b^2 \rangle\) and the structure monoid is \(\langle a, b \mid a^2 = b^2 \rangle^+\).

The next statement summarizes the results about structure groups and monoids we shall establish below. We recall that, in a monoid that admits unique right-lcms, \(f \backslash g\) denotes the unique element \(g'\) such that \(fg'\) is the right-lcm of \(f\) and \(g\).

**Proposition 2.4 (structure group I).** Assume that \((X, \rho)\) is an involutive nondegenerate set-theoretic solutions of YBE and \(M, G\) are the associated structure monoid and group.

(i) The monoid \(M\) contains no nontrivial invertible element and is Noetherian.
(ii) The monoid $M$ is an Ore monoid, it admits unique left- and right-lcms and left- and right-gcds, $G$ is a group of left- and right-fractions for $M$; this group is torsion-free.

(iii) The solution $(X, \rho)$ can be retrieved from $M$: the set $X$ is the atom set of $M$ and, for $s, t$ in $X$, the value of $\rho(a, b)$ is determined by $\rho(a, b) = (a', a' \setminus a)$ if there exists $a'$ in $M$ satisfying $a \setminus a' = b$, and $\rho(a, b) = (a, b)$ otherwise.

(iv) The right-lcm $\Delta_I$ of a size $n$ subset $I$ of $X$ belongs to $X^n$, it is the left-lcm of (another) size $n$ subset of $X$, the map $I \mapsto \Delta_I$ is injective, and its image is the smallest Garside family containing $1$ in $M$.

(v) If $X$ is finite with $n$ elements and $\Delta$ is the right-lcm of $X$, then $(M, \Delta)$ is a Garside monoid, $G$ is a Garside group, and the above Garside family has $2^n$ elements and is bounded by $\Delta$, which is also the left-lcm of $X$.

The proof of Proposition 2.4 will be completed at the end of Subsection 2.3 only. Our point here will be to show that mixing an approach based on RC-quasigroups with the general tools previously developed in this text make that proof easy and quick. The initial remark is that, as seen in Section [I] the framework of (involutive nondegenerate) set-theoretic solutions of YBE can be replaced with a framework of bijective RC-quasigroups or, equivalently, RLC-quasigroups. This rephrasing is specially useful in view of applying the reversing method of Section [II.4].

**Definition 2.5 (structure group II).** If $(X, \star)$ is an RC-quasigroup, the structure group (resp. monoid) of $(X, \star)$—or, simply, the group and monoid associated with $(X, \star)$—is the group (resp. the monoid) defined by the presentation

\[
(X, \{s(s \star t) = t(t \star s) \mid s \neq t \in X\}).
\]

For instance, it turns out that the RC-quasigroups associated with the biracks of Example 1.19 admit the same table as the corresponding operation $\uparrow$, and, therefore, the associated structure monoids are $(a, b \mid ab = ba)^+$ and $(a, b \mid a^2 = b^2)^+$, respectively—hence, as can be expected, the same monoids as in Example 2.3. Note that, if $X$ is finite with $n$ elements, then there are exactly $\binom{n}{2}$ relations in (2.6), and that they correspond to diagrams $s \xrightarrow{t} t \star s$ similar to those considered in Subsection 1.3. We immediately observe that Definitions 2.1 and 2.5 are compatible.

**Lemma 2.7.** If $(X, \rho)$ is an involutive nondegenerate set-theoretic solution of YBE and $(X, \star)$ is the associated RC-quasigroup as described in Proposition 1.31 then the structure monoid of $(X, \rho)$ coincides with the monoid associated with $(X, \star)$, and so do the corresponding groups.
Proof. Assume that $ab = a'b'$ is a relation of (2.2). Then, by definition of $\star$ from $\rho$, we have $b = a \star a'$ and $b' = a' \star a$. If $a$ and $a'$ coincide, the assumption that $\rho$ is nondegenerate implies that $b$ and $b'$ coincide as well, and the relation $ab = a'b'$ is trivial. Otherwise, the relation rewrites as $a(a \star a') = a'(a' \star a)$, and it is a relation of (2.6).

Conversely, consider a relation $s(s \star t) = t(t \star s)$ of (2.6). Put $a = s, a' = t, b = s \star t$ and $b' = t' \star s'$. Then, by the claim in the proof of Proposition 1.32, we have $a' = a \rfloor b$ and $t' = a \lfloor b$ in the language of biracks, that is, $(a', b') = \rho(a, b)$ in the language of set-theoretic solutions of YBE. So the relation $s(s \star t) = t(t \star s)$, which is $ab = a'b'$, is a relation of (2.2).

Thus establishing results for the structure monoids of (involutive nondegenerate) set-theoretic solutions of YBE and for the structure monoids of bijective RC-quasigroups are equivalent tasks. We shall see now that the second framework is specially convenient. Here is the result we shall actually establish:

**Proposition 2.8 (structure monoid II).** If $(X, \star)$ is a bijective RC-quasigroup and $M, G$ are the associated monoid and group, then $M$ and $G$ satisfy all properties listed in Proposition 2.4, with the only difference that (iii) now says that $s \star t$ is the right-complement $s \rfloor t$ for $s \neq t$, and is the unique element of $X \setminus \{ s \rfloor t \mid t \neq s \in X \}$ otherwise.

The specific point that makes the RC-quasigroup approach specially efficient here is that, by definition, the presentation (2.6) is right-complemented (Definition II.2.11): it contains no relation of the form $s\ldots = s\ldots$ and, for $s \neq t$, it contains at most one, actually exactly one, relation of the form $s\ldots = t\ldots$. With the formalism of Section II.4 this presentation is associated with the syntactic right-complement $\theta$ defined by

$$
\theta(s, t) = \begin{cases} 
  s \star t & \text{for } s \neq t, \\
  \varepsilon & \text{for } s = t.
\end{cases}
$$

Moreover, the syntactic right-complement $\theta$ is short, that is, the length of every word $\theta(s, t)$ is at most one. It follows that the monoid associated with $(X, \star)$ is eligible for the results of Section II.4.

**Lemma 2.10.** Assume that $(X, \star)$ is an RC-quasigroup and $M$ is the associated monoid.

(i) The monoid $M$ has no nontrivial invertible element and is Noetherian.

(ii) It is left-cancelative, and it admits unique right-lcms and left-gcds.

(iii) The system $(X, \star)$ can be retrieved from $M$: the set $X$ is the atom set of $M$, for $s \neq t$, the value of $s \star t$ is the right-complement $s \rfloor t$ in $M$ and the value of $s \star s$ is the unique element of $X \setminus \{ s \rfloor t \mid t \neq s \in X \}$.

**Proof.** (i) First, the relations of the presentation (2.6) preserve the length, so, by Proposition II.2.32 (homogeneous), the monoid $M$ is (strongly) Noetherian. As there is no $\varepsilon$-relation in (2.6), $M$ contains no nontrivial invertible element.
(ii) The assumption that the operation \( \star \) satisfies the RC-law implies that the presentation (2.6) satisfies the sharp \( \theta \)-cube condition for every triple of pairwise distinct elements of \( X \). Indeed, if \( r, s, t \) are pairwise distinct, we obtain using (2.9)

\[
\theta_3^\star(r, s, t) = \theta(\theta(r, s), \theta(r, t)) = \theta(r \star s, r \star t) = (r \star s) \star (r \star t),
\]

the third equality because the assumption \( s \neq t \) implies \( r \star s = r \star t \) since the left-translations of \( \star \) are injective. We similarly find \( \theta_3^\star(s, r, t) = (s \star r) \star (s \star t) \) and the assumption that \( \star \) satisfies the RC-law gives \( \theta_3^\star(r, s, t) = \theta_3^\star(s, r, t) \), as expected.

Then Proposition [II.4.16] (right-complemented) states that \( M \) is left-cancellative and that any two elements of \( M \) that admit a common right-multiple admit a right-lcm. Moreover, as the syntactic right-complement \( \theta \) defined by (2.9) is defined for every pair of letters and it is short, right-reversing is always terminating, that is, \( \theta^*(u, v) \) is defined for all \( X \)-words \( u, v \). So, by Proposition [II.4.16] again, any two elements of \( M \) admit a common right-multiple, and therefore a right-lcm. Finally, as is \( M \) is (right)-Noetherian, Lemma [II.2.37] then implies that \( M \) admits left-gcds.

(iii) As there is no relation involving a word of length one in (2.6), the elements of \( X \) are atoms, and every element not lying in \( X \cup \{1\} \) is not an atom. So \( X \) is the atom set of \( M \).

Next, for distinct \( s, t \) in \( X \), the right-lcm of \( s \) and \( t \) is \( s(s \star t) \), so, by definition, \( s \not\mid t \) is equal to \( s \star t \). Hence, all nondiagonal values \( s \star t \) can be retrieved from \( M \).

Finally, as all left-translations of \( (X, \star) \) are one-to-one, \( s \star s \) must be the unique element of \( X \setminus \{s \star t, s, t \in X, s \neq t\} \), that is, of \( X \setminus \{s \mid t \neq s \in X\} \).

We recall that the proof of Proposition [II.4.16] (right-complemented) relies on the completeness of right-reversing for the presentation (2.6), that is, on the result that two \( X \)-words \( u, v \) represent the same element in the monoid \( M \) if and only if the signed word \( \overrightarrow{uv} \) is right-reversible to the empty word. This result requires an induction, which is relatively delicate in general, but is easy in the current case because all relations involve words of length two, making termination trivial.

**Remark 2.11.** Definition (2.5) makes sense for every RC-system, and not only for an RC-quasigroup. However, if \( (X, \star) \) is not an RC-quasigroup, then the RC-law need not guarantee that the presentation (2.6) satisfies the cube condition because of possible equalities \( r \star s = r \star t \) with \( s \neq t \), implying \( \theta(r \star s, r \star t) = \varepsilon \) instead of \( \theta(r \star s, r \star t) = (r \star s) \star (r \star t) \). In this case, our current methods say nothing, and another approach is needed—see Notes.

### 2.2 RC-calculus

Before proceeding, we develop a sort of polynomial calculus for expressions involving the binary operators \( \star \) or \( \hat{\star} \) and multiplication. This framework will allow us to easily perform computations that, otherwise, would require tedious verifications.

**Definition 2.12 (monomials \( \Omega_u \) and \( \tilde{\Omega}_n \)).** For \( n \geq 1 \), we inductively define formal expressions \( \Omega_n(x_1, \ldots, x_n) \) and \( \tilde{\Omega}_n(x_1, \ldots, x_n) \) by \( \Omega_1(x_1) = \Omega_1(x_1) = x_1 \) and

\[
\Omega_n(x_1, \ldots, x_n) = \Omega_{n-1}(x_1, \ldots, x_{n-1}) \star \Omega_{n-1}(x_1, \ldots, x_{n-2}, x_n),
\]

\( (2.13) \)
(2.14) \( \tilde{\Omega}_n(x_1, \ldots, x_n) = \tilde{\Omega}_{n-1}(x_1, x_3, \ldots, x_n) \star \tilde{\Omega}_{n-1}(x_2, \ldots, x_n) \).

**Example 2.15 (monomial \( \Omega_n \)).** We find \( \Omega_2(x_1, x_2) = x_1 \star x_2 \), then \( \Omega_3(x_1, x_2, x_3) = (x_1 \star x_2) \star (x_1 \star x_3) \), etc. It should be clear that \( 2^n - 1 \) variables \( x_i \) occur in \( \Omega_n(x_1, \ldots, x_n) \), with brackets corresponding to a balanced binary tree. For instance, for \( n = 4 \), the variables occur in the order 12131214 and, for \( n = 5 \), in the order 121312412131215.

The expression \( \Omega_n(x_1, \ldots, x_n) \)—a term in the language of model theory—is a sort of \( n \)-variable monomial involving the binary operator \( \star \) in place of the standard multiplication, and similarly for \( \tilde{\Omega}_n(x_0, \ldots, x_1) \) with \( \tilde{\star} \). Diagrams have been associated in Section 1 with expressions involving \( \star \) and \( \tilde{\star} \). In particular, each instance of the RC-law gives rise to the cubic diagram of Figure 2 and, similarly, an \( n \)-simplex comes associated with every size \( n \) family of elements. Then the monomials \( \Omega_i(x_1, \ldots, x_i) \) arise in the labels of the \( i \)th level in such \( n \)-simplices, see Figure 9.
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The next result is an iterated version of the RC-law, which, in terms of the expressions \( \Omega_i \), is \( \Omega_3(x, y, z) = \Omega_3(y, x, z) \).

**Lemma 2.16.** If \( (X, \star) \) is an RC-system, then, for all \( s_1, \ldots, s_n \) in \( X \) and \( \pi \) in \( S_{n-1} \), we have

(2.17) \( \Omega_n(s_{\pi(1)}, \ldots, s_{\pi(n-1)}, s_n) = \Omega_n(s_1, \ldots, s_n) \).

**Proof.** An induction on \( n \). For \( n = 1 \) and \( n = 2 \), there is nothing to prove. For \( n = 3 \), the equality \( \Omega_3(s_1, s_2, s_3) = \Omega_3(s_2, s_1, s_3) \) is the RC-law. Assume \( n \geq 4 \). As transpositions of adjacent entries generate the symmetric group \( S_n \), it is sufficient to prove the result when \( \pi \) is a transposition \( (i, i + 1) \). For \( i < n - 2 \), the definition plus the induction hypothesis give

\[
\begin{align*}
\Omega_n(s_1, \ldots, s_{i+1}, \ldots, s_n) &= \Omega_{n-1}(s_1, \ldots, s_i, s_{i+1}, \ldots, s_{n-1}) \star \Omega_{n-1}(s_1, \ldots, s_i, s_{i+1}, \ldots, s_{n-2}, s_n) \\
&= \Omega_{n-1}(s_1, \ldots, s_{i+1}, s_i, \ldots, s_n) \star \Omega_{n-1}(s_1, \ldots, s_{i+1}, s_i, \ldots, s_{n-2}, s_n) \\
&= \Omega_n(s_1, \ldots, s_{i+1}, s_i, \ldots, s_n).
\end{align*}
\]
For $i = n - 2$, writing $\bar{s}$ for $s_1, \ldots, s_{n-3}$, the definition plus the RC-law give
\[
\Omega_n(s_1, \ldots, s_n) = \Omega_n(\bar{s}, s_{n-2}, s_{n-1}, s_n)
\]
\[
= \Omega_{n-1}(\bar{s}, s_{n-2}, s_{n-1}) \cdot \Omega_{n-1}(\bar{s}, s_{n-2}, s_n)
\]
\[
= (\Omega_{n-2}(\bar{s}, s_{n-2}) \cdot \Omega_{n-2}(\bar{s}, s_{n-1})) \cdot (\Omega_{n-2}(\bar{s}, s_{n-2}) \cdot \Omega_{n-2}(\bar{s}, s_n))
\]
\[
= \Omega_{n-1}(\bar{s}, s_{n-2}) \cdot \Omega_{n-1}(\bar{s}, s_{n-1}, s_n) = \Omega_n(\bar{s}, s_{n-2}, s_{n-1}, s_n). \quad \square
\]

Of course, the counterpart of (2.17) involving $\tilde{\Omega}_n$ is valid when $\bar{s}$ satisfies the LC-law (1.23).

### Definition 2.18 (polynomial $\Pi_n$ and $\tilde{\Pi}_n$).
For $n \geq 1$, we define formal expressions $\Pi_n(x_1, \ldots, x_n)$ and $\tilde{\Pi}_n(x_1, \ldots, x_n)$ by
\[
\Pi_n(x_1, \ldots, x_n) = \Omega_1(x_1) \cdot \Omega_2(x_1, x_2) \cdot \ldots \cdot \Omega_n(x_1, \ldots, x_n)
\]
\[
\tilde{\Pi}_n(x_1, \ldots, x_n) = \tilde{\Omega}_1(x_1, \ldots, x_n) \cdot \tilde{\Omega}_2(x_2, \ldots, x_n) \cdot \ldots \cdot \tilde{\Omega}_1(x_n).
\]

Note that (2.19) implies $\Pi_n(x_1, \ldots, x_n) = \Pi_{n-1}(x_1, \ldots, x_{n-1}) \cdot \Omega_n(x_{n-1}, \ldots, x_n)$ for $n \geq 2$.

### Lemma 2.21.
If $(X, \ast)$ is an RC-system and $M$ is the associated monoid, the evaluation of $\Pi_n$ in $M$ is a symmetric function: for all $s_1, \ldots, s_n$ in $X$ and $\pi$ in $\mathfrak{S}_n$, we have
\[
\Pi_n(s_{\pi(1)}, \ldots, s_{\pi(n)}) = \Pi_n(s_1, \ldots, s_n).
\]

**Proof.** We use induction on $n$. For $n = 1$, there is nothing to prove. For $n = 2$, (2.22) is the equality $s_1(s_1 \ast s_2) = s_2(s_2 \ast s_1)$, which is valid in $M$. Assume $n \geq 3$. As in Lemma 2.16, it is sufficient to consider transpositions $(i, i+1)$, that is, to compare $\Pi_n(s_1, \ldots, s_n)$ and $\Pi_n(s_1, \ldots, s_{i+1}, s_i, \ldots, s_n)$. By definition, $\Pi_n(s_1, \ldots, s_n)$ is the product of the values $\Omega_j(s_1, \ldots, s_j)$ for $j$ increasing from 1 to $n$; on the other hand, $\Pi_n(s_1, \ldots, s_{i+1}, s_i, \ldots, s_n)$ is a similar product of $\Omega_j(s_1', \ldots, s_j')$ with $s_i' = s_{i+1}, s_{i+1}' = s_i$, and $s_k' = s_k$ for $k \neq i, i+1$. For $j < i$, the entries $s_i$ and $s_{i+1}$ do not occur in $\Omega_j(s_1, \ldots, s_j)$ and $\Omega_j(s_1', \ldots, s_j')$, which are therefore equal. For $j > i+1$, the expressions $\Omega_j(s_1, \ldots, s_j)$ and $\Omega_j(s_1', \ldots, s_j')$ differ by the permutation of two non-final entries, so they are equal by Lemma 2.16. There remains to compare the central entries
\[
t = \Omega_i(s_1, \ldots, s_i) \cdot \Omega_{i+1}(s_{i+1}, \ldots, s_{i+1}) \quad \text{and} \quad t' = \Omega_i(s_1', \ldots, s_i') \cdot \Omega_{i+1}(s_{i+1}', \ldots, s_{i+1}').
\]
Now put $r = \Omega_i(s_1, \ldots, s_i)$ and $r' = \Omega_i(s_1', \ldots, s_i, s_{i+1})$. By definition of $s_i'$, we have also $r = \Omega(s_1', \ldots, s_{i-1}, s_{i+1})$ and $r' = \Omega(s_1', \ldots, s_{i})$. Then, by definition of $\Omega_i$ and $\Omega_{i+1}$, we have $t = r(r \ast r')$ and $t' = r'(r' \ast r)$, whence $t = t'$ in $M$. \quad \square

So far, we considered arbitrary RC-systems. Further results appear when we restrict to RC-quasigroups, that is, when left-translations are one-to-one.
Lemma 2.23. Assume that \((X, \star)\) is an RC-quasigroup and \(s_1, \ldots, s_n\) lie in \(X\).

(i) The map \(s \mapsto \Omega_{n+1}(s_1, \ldots, s_n, s)\) is a bijection of \(X\) into itself.

(ii) There exist \(r_1, \ldots, r_n\) in \(X\) satisfying \(\Omega_{n}(r_1, \ldots, r_i) = s_i\) for \(1 \leq i \leq n\).

(iii) Put \(\hat{s}_i = \Omega_{n}(s_1, \ldots, s_i, \ldots, s_n, s_i)\) for \(1 \leq i \leq n\). Then, for all \(i, j\), the relations \(s_i = s_j\) and \(\hat{s}_i = \hat{s}_j\) are equivalent.

Proof. (i) We use induction on \(n\). For \(n = 1\), the considered map is the left-translation \(s \mapsto s_1 \star s\), a bijection of \(X\) into itself by assumption. Assume \(n \geq 2\). By definition of \(\Omega_{n+1}\), we have \(\Omega_{n+1}(s_1, \ldots, s_n, s) = t \star \Omega_{n}(s_1, \ldots, s_{n-1}, t)\) with \(t = \Omega_{n}(s_1, \ldots, s_{n-1})\).

By induction hypothesis, the map \(s \mapsto \Omega_{n}(s_1, \ldots, s_{n-1}, s)\) is bijective. Hence composing it with the left-translation by \(t\) yields a bijection.

(ii) Use once more induction on \(n\). For \(n = 1\), take \(t_1 = s_1\). Assume \(n \geq 2\). By induction hypothesis, there exist \(r_1, \ldots, r_{n-1}\) satisfying \(\Omega_{n}(r_1, \ldots, r_i) = s_i\) for \(1 \leq i \leq n - 1\). Then, by definition of \(\Omega_{n}\) and owing to the equality \(\Omega_{n-1}(r_1, \ldots, r_{n-1}) = s_{n-1}\), we have \(\Omega_{n}(r_1, \ldots, r_{n-1}, t) = s_{n-1} \star \Omega_{n-1}(r_1, \ldots, r_{n-2}, t)\). As the left-translation by \(s_{n-1}\) is surjective, there exists \(s\) satisfying \(s_{n-1} \star s = s_n\). Then, by (i), there exists \(r_n\) satisfying \(\Omega_{n-1}(r_1, \ldots, r_{n-2}, t) = s\), whence \(\Omega_{n}(r_1, \ldots, r_n) = s_n\).

(iii) Again an induction on \(n\). For \(n = 1\) there is nothing to prove. For \(n = 2\), we find \(\tilde{s}_1 = s_2 \star s_1\) and \(\tilde{s}_2 = s_1 \star s_2\). It is clear that \(s_1 = s_2\) implies \(\tilde{s}_1 = \tilde{s}_2\). Conversely, assume \(s_1 \star s_2 = s_2 \star s_1\). Using the assumption, the RC-law, and the assumption again, we obtain

\[
(s_1 \star s_2) \star (s_2 \star s_2) = (s_2 \star s_1) \star (s_2 \star s_2) = (s_1 \star s_2) \star (s_1 \star s_2) = (s_1 \star s_2) \star (s_2 \star s_1).
\]

As the left-translations by \(s_1 \star s_2\) and \(s_2 \star s_1\) are injective, we first deduce \(s_2 \star s_1 = s_2 \star s_1\), and then \(s_2 = s_1\). Assume now \(n \geq 3\). Fix \(i, j\), write \(\vec{s}\) for \(s_1, \ldots, \hat{s}_i, \ldots, \hat{s}_j, \ldots, s_n\) and put \(l_k = \Omega_{n-1}(\vec{s}, s_k)\). Then, by Lemma 2.16 and by definition, we have

\[
\tilde{s}_i = \Omega_{n}(\vec{s}, s_j, s_i) = \Omega_{n-1}(\vec{s}, s_j) \star \Omega_{n-1}(\vec{s}, s_i) = t_j \star t_i,
\]

and, similarly, \(\tilde{s}_j = t_i \star t_j\). If \(s_i = s_j\) holds, we have \(t_i = t_j\), whence \(\tilde{s}_i = \tilde{s}_j\). Conversely, assume \(\tilde{s}_i = \tilde{s}_j\), that is, \(t_i \star t_i = t_j \star t_j\). By the result for \(n = 2\), we deduce \(l_i = t_j\), that is, \(\Omega_{n-1}(\vec{s}, s_i) = \Omega_{n-1}(\vec{s}, s_j)\), which is an equality of the form \(r_1 \star (\ldots \star (r_{n-2} \star s_{n})\ldots) = r_1 \star (\ldots \star (r_{n-2} \star s_{j})\ldots)\). By applying \(n - 2\) times the assumption that the left-translations of \((X, \star)\) are injective, we deduce \(s_i = s_j\). \(\square\)

Let us now consider the involutivity laws (2.26). In the language of \(\Omega_{1}\) and \(\Omega_{2}\), the latter say that, if we put \(\tilde{s}_1 = \Omega_{2}(s_1, s_2)\) and \(\tilde{s}_2 = \Omega_{2}(s_2, s_1)\), we have \(s_1 = \Omega_{2}(\tilde{s}_1, \tilde{s}_2)\) and \(s_2 = \Omega_{2}(\tilde{s}_2, \tilde{s}_1)\): two elements can be retrieved from their \(\Omega_{2}\) images using the polynomial \(\Omega_{2}\). Here is an \(n\)-variable version of this result.

Lemma 2.24. If \((X, \star, \vec{s})\) is an involutive RLC-system, \(s_1, \ldots, s_n\) belong to \(X\), and, for \(1 \leq i \leq n\), we put \(\hat{s}_i = \Omega_{n}(s_1, \ldots, \hat{s}_i, \ldots, s_n, s_i)\), then, for \(1 \leq i \leq n\), and for every permutation \(\pi\) in \(S_n\), we have

\[
\Omega_{i}(s_{\pi(1)}, \ldots, s_{\pi(i)}) = \Omega_{n+1-i}(\hat{s}_{\pi(1)}, \ldots, \hat{s}_{\pi(n)}),
\]

\[
\Pi_{n}(s_1, \ldots, s_n) = \Pi_{n}(\hat{s}_1, \ldots, \hat{s}_n).
\]
Proof. For \( n = 1 \), \( 2.25 \) reduces to the tautology \( s_{\pi(1)} = s_{\pi(1)} \). Now we fix \( n \geq 2 \) and use induction on \( i \) decreasing from \( n \) to 1. Assume first \( i = n \). Then \( \Omega_n(s_{\pi(1)}, \ldots, s_{\pi(i)}) = \Omega_i(\tilde{s}_{\pi(i)}) \). By Lemma \( 2.16 \), the value of the left-hand term does not depend on the order of the \( n-1 \) first entries, so it is \( \Omega_n(s_1, \ldots, s_{\pi(i)}, \ldots, s_{n-1}, s_{\pi(i)}) \), which, by definition, is \( \tilde{s}_{\pi(i)} \), hence \( \Omega_i(\tilde{s}_{\pi(i)}) \), so \( 2.25 \) is satisfied.

Assume now \( i < n \). Put

\[
\begin{align*}
    s &= \Omega_i(s_{\pi(1)}, \ldots, s_{\pi(i)}), & s' &= \Omega_i(s_{\pi(1)}, \ldots, s_{\pi(i-1)}, s_{\pi(i+1)}), \\
    t &= \Omega_{i+1}(s_{\pi(1)}, \ldots, s_{\pi(i)}, s_{\pi(i+1)}), & t' &= \Omega_{i+1}(s_{\pi(1)}, \ldots, s_{\pi(i-1)}, s_{\pi(i+1)}, s_{\pi(i)}).
\end{align*}
\]

Using the definition of \( \Omega_{i+1} \) from \( \Omega_i \), we find \( t = s \star s' \) and \( t' = s' \star t \) whence \( s = \tilde{t} \star \tilde{t} \) and \( s' = \tilde{t} \star \tilde{t} \) by the involutivity law. Now the induction hypothesis gives

\[
\begin{align*}
    t &= \widetilde{\Omega}_{n-i}(s_{\pi(i+1)}, \ldots, s_{\pi(n)}), & t' &= \widetilde{\Omega}_{n-i}(s_{\pi(i)}, s_{\pi(i+2)}, \ldots, s_{\pi(n)}).
\end{align*}
\]

Using the definition of \( \Omega_{n-i} \) from \( \Pi_{n-i} \), we find \( s = t \star t = \widetilde{\Omega}_{n-i+1}(s_{\pi(1)}, \ldots, s_{\pi(n)}) \) (and \( s' = t' \star t = \widetilde{\Omega}_{n-i+1}(s_{\pi(1)}, s_{\pi(i)}, \ldots, s_{\pi(n)}) \)), which is \( 2.25 \).

Then, using \( 2.25 \) and the definitions of \( \Pi_n \) and \( \Pi_i \), we obtain

\[
\Pi_n(s_1, \ldots, s_n) = \Pi_1(s_1) \cdot \Pi_2(s_1, s_2) \cdot \cdots \cdot \Pi_n(s_1, \ldots, s_n).
\]

Lemma \( 2.24 \) says in particular that, when we start with \( n \) elements \( s_1, \ldots, s_n \) and construct the \( n \)-simplex of Figure 2 from the left, starting from \( s_1, \ldots, s_n \), then this \( n \)-simplex can be (re-)constructed from the right starting from \( \tilde{s}_1, \ldots, \tilde{s}_n \).

Lemma 2.27. If \((X, \star)\) is an RC-quasigroup and \(M\) is the associated monoid, then, for all \( s_1, \ldots, s_n \) in \( X \), the following conditions are equivalent:

(i) The elements \( s_1, \ldots, s_n \) are pairwise distinct;
(ii) The element \( \Pi_n(s_1, \ldots, s_n) \) is the right-lcm of \( s_1, \ldots, s_n \) in \( M \).

If the above relations hold and, in addition, \((X, \star)\) is bijective, \( \Pi_n(s_1, \ldots, s_n) \) is also the left-lcm of the elements \( \tilde{s}_1, \ldots, \tilde{s}_n \) defined by \( \tilde{s}_i = \Omega_i(s_1, \ldots, \tilde{s}_{i-1}, \ldots, s_n) \).

Proof. Assume first that \( s_1, \ldots, s_n \) are pairwise distinct in \( X \). Let \( \Omega'_n \) be the counterpart of \( \Omega_n \) where \( \setminus \) replaces \( \star \). We prove using induction on \( i \) the equality

\[
\Omega_i(s_{\pi(1)}, \ldots, s_{\pi(i)}) = \Omega'_i(s_{\pi(1)}, \ldots, s_{\pi(i)}),
\]

for every \( i \) and every permutation \( \pi \in \mathfrak{S}_i \). For \( i = 1 \), we have \( \Omega_1(s_{\pi(1)}) = s_{\pi(1)} = \Omega'_1(s_{\pi(1)}) \), and the result is straightforward. Assume \( n \geq 2 \). Put

\[
\begin{align*}
    s &= \Omega_i(s_{\pi(1)}, \ldots, s_{\pi(i)}) & s' &= \Omega_i(s_{\pi(1)}, \ldots, s_{\pi(i-2)}, s_{\pi(i)}, s_{\pi(i-1)}), \\
    t &= \Omega_{i+1}(s_{\pi(1)}, \ldots, s_{\pi(i)}) & t' &= \Omega_{i+1}(s_{\pi(1)}, \ldots, s_{\pi(i-2)}, s_{\pi(i)}).
\end{align*}
\]

By definition of \( \Omega_i \) from \( \Omega_{i-1} \), we have \( s = t \star t' \) and \( s' = t' \star t \). By Lemma \( 2.24 \) applied to \( (s_{\pi(1)}, \ldots, s_{\pi(i)}) \), the assumption \( s_{\pi(i-1)} \neq s_{\pi(i)} \) implies \( s \neq s' \), which implies
Proof. Let \( t \ast t' \neq t' \ast t \). By Lemma 2.10, the latter relation implies \( t \ast t' = t \setminus t' \) and \( t' \ast t = t' \setminus t \) in \( M \). The induction hypothesis implies

\[
t = \Omega_i(t_{\pi(1)}, \ldots, t_{\pi(i)}) \quad \text{and} \quad t' = \Omega_i(t_{\pi(1)}, \ldots, t_{\pi(i-1)}, t_{\pi(i)}),
\]

so we deduce \( s = t \setminus t' = \Omega_i'(t_{\pi(1)}, \ldots, t_{\pi(i)}) \setminus \Omega_i'(t_{\pi(1)}, \ldots, t_{\pi(i-1)}, t_{\pi(i)}), \) that is, \( s = \Omega_i'(t_{\pi(1)}, \ldots, t_{\pi(i)}) \). We thus established that every face in the \( n \)-simplex of Figure 2 corresponds to forming a right-lcm. By the formula for an iterated right-lcm, \( \Pi_n(s_1, \ldots, s_n) \) is the right-lcm of \( s_1, \ldots, s_n \) in \( M \). So (i) implies (ii).

Now, let \( n' \) be the cardinal of \( \{s_1, \ldots, s_n\} \). The above argument shows that, if \( I \) is a size \( n' \) subset of \( X \), then the right-lcm \( \Delta_I \) of \( I \) has length \( n' \) in \( M \). So, if \( n' < n \) holds, the right-lcm of \( \{s_1, \ldots, s_n\} \) is an element of \( M \) that has length \( n' \), and it cannot be \( \Pi_n(s_1, \ldots, s_n) \) which, by definition, has length \( n \). So (ii) implies (i).

Assume now that \( (X, \ast) \) is bijective and (i)–(ii) are satisfied. Let \( \hat{\ast} \) be the second operation provided by Lemma 1.28. Then \( (X, \ast, \hat{\ast}) \) is an RLC-quasigroup. By Lemma 2.23, the assumption that \( s_1, \ldots, s_n \) are pairwise distinct implies that \( \tilde{s}_1, \ldots, \tilde{s}_n \) are pairwise distinct. Then \( (X, \hat{\ast}) \) is an LC-quasigroup, so the counterpart of the above results implies that \( \Pi_n(\tilde{s}_1, \ldots, \tilde{s}_n) \) is a left-lcm of \( \tilde{s}_1, \ldots, \tilde{s}_n \) in \( M \). Now, by (2.26), \( \Pi_n(\tilde{s}_1, \ldots, \tilde{s}_n) \) is equal to \( \Pi_n(s_1, \ldots, s_n) \).

2.3 Every structure monoid is a Garside monoid

With Lemma 2.10 and the results of Subsection 2.2 at hand, we can now say more about lcm’s in the structure monoid of an RC-quasigroup. Note that, by definition, every element \( g \) in the monoid associated with an RC-quasigroup \( (X, \ast) \) belongs to a unique family \( X^n \); with our general definitions, the parameter \( n \) is the height of \( g \) but, in this specific context, it is more natural to call it the length of \( g \), as it is the common length of all \( X \)-words that represent \( g \).

The first result is a complete description of the smallest Garside family in the monoid associated with an RC-quasigroup.

Lemma 2.28. If \( (X, \ast) \) is an RC-quasigroup and \( M \) is the associated monoid, then there exists a smallest Garside family containing \( 1 \) in \( M \), namely the family \( S \) of all right-lcms of finite subsets of \( X \). Mapping a finite subset of \( X \) to its right-lcm defines a bijection from the set \( \Pi_0(X) \) of finite subsets of \( X \) to \( S \).

Proof. By Corollary 2.41 (smallest Garside), there exists a smallest Garside family containing \( 1 \) in \( M \), namely the closure \( S \) of \( X \) under the right-lcm and right-complement operations. We claim that \( S \) coincides with the closure \( S' \) of \( X \) under the sole right-lcm operation. By definition, \( S' \) is included in \( S \), and the point is to prove that \( S' \) is closed under the right-complement operation.

Now this follows from Proposition 2.15 (triple lcm): indeed, in a monoid that admits unique right-lcms, \( \Pi_2(g, h, f) \) gives \( f \setminus \text{lcm}(g, h) = \text{lcm}(f \setminus g, f \setminus h) \). An immediate induction then implies

\[
f \setminus \text{lcm}(g_1, \ldots, g_n) = \text{lcm}(f \setminus g_1, \ldots, f \setminus g_n)
\]
for every finite family \( g_1, \ldots, g_n \). Assume that \( g \) belongs to \( S' \), that is, \( g \) is a right-lcm of elements \( t_1, \ldots, t_n \) of \( X \). If \( f \) lies in \( X \), then, for every \( i \), the element \( f \setminus t_i \) belongs to \( X \setminus \{1\} \) since it is either \( f \star t_i \) (if \( f \) and \( t_i \) are distinct) or 1 (if \( f \) and \( t_i \) coincide). Then (2.29) shows that \( f \setminus g \) belongs to \( S' \) for every \( f \) in \( X \). Using induction on the length of \( f \), we deduce a similar result for every \( f \) in \( M \) from the formula (1.2.14) for an iterated right-complement, namely \( (f_1 f_2) \setminus g = f_2 \setminus (f_1 \setminus g) \). So \( S' \) is closed under \( \setminus \), it coincides with \( S \), and it is the smallest Garside family containing 1 in \( M \).

For \( I \) a finite subset of \( X \), write \( \Delta_I \) for the right-lcm of \( I \). Lemma 2.27 implies that, if \( I \) has \( p \) elements, say \( s_1, \ldots, s_p \), then \( \Delta_I \) is equal to \( \Pi_p(s_1, \ldots, s_p) \). So, in particular, \( \Delta_I \) has length \( p \). Now, assume that \( I, J \) are finite subsets of \( X \) and \( \Delta_I = \Delta_J \) holds. Then every element of \( I \cup J \) left-divides \( \Delta_I \), so we must have \( \Delta_{I \cup J} = \Delta_I = \Delta_J \). It follows that \( I \cup J \) has the same cardinal as \( I \) and \( J \), implying \( I = I \cup J = J \). So the map \( I \mapsto \Delta_I \) is a bijection of \( \mathcal{P}_f(X) \) to \( S \).

When we add the assumption that the RC-quasigroup is finite, the Garside family of Lemma 2.28 is finite and we obtain more complete results.

**Proposition 2.30 (Garside monoid).** If \((X, \star)\) is a finite RC-quasigroup of size \( n \) and \( M \) is the associated monoid, then the right-lcm \( \Delta \) of \( X \) is a Garside element in \( M \) and \((M, \Delta)\) is a Garside monoid. Moreover, \( \Delta \) admits \( 2^n \) divisors in \( M \), and \( M \) admits a presentation in terms of \( X \) consisting of \( \binom{n}{2} \) relations \( u = v \) with \( u, v \) of length two and such that every length two \( X \)-word appears in at most one relation.

---

Proof. For \( I \) included in \( X \), let \( \Delta_I \) be the right-lcm of \( I \) in \( M \), write \( \Delta \) for \( \Delta_X \), and let \( S \) be the family of all elements \( \Delta_I \) when \( I \) ranges over the subsets of \( X \). By Lemma 2.28 \( S \) is the smallest Garside family containing 1 in \( M \), and it has \( 2^n \) elements. By definition, \( \Delta_I \) left-divides \( \Delta_X \) for every \( I \). So, as \( \Delta_X \) itself lies in \( S \), the Garside family \( S \) is right-bounded by \( \Delta \), and \( \Delta \) is a right-Garside element in \( M \).

Now, by Proposition 1.3.5, the assumption that \( X \) is finite implies that the RC-quasigroup \((X, \star)\) is bijective. Hence, by Lemma 1.2.8 there exists a second operation \( \star \) such that \((S, \star, \ast)\) is an RLC-quasigroup, and \( M \) is then also associated (in the obvious symmetric sense) with \((S, \ast)\). The counterparts of the above results are therefore satisfied and, in particular, \( M \) is right-cancellative. As \( S \) is finite, Proposition 1.2.6 (finite bounded) says that \( S \) is not only right-bounded, but even bounded by \( \Delta \), so \( \Delta \) is a Garside element in \( M \), and that the Garside endomorphism \( \phi_\Delta \) must a finite order automorphism of \( M \). Moreover, Proposition 1.2.5 (bounded implies gcd) implies that \( M \) admits left-lcms and right-gcds. So \((M, \Delta)\) is a Garside monoid.

The last properties of the statement have already been established: the (left- or right-) divisors of \( \Delta \) make the smallest Garside family containing 1 in \( M \) and, by Lemma 2.28 they are \( 2^n \) in number. On the other hand, by definition, the presentation (2.6) of \( M \) contains \( \binom{n}{2} \) relations involving length 2 words. It is impossible that a word occurs in two relations at the same time, for this would mean that there exist \( s, t, t' \) with \( t \neq t' \) and \( s \star t \neq s \star t' \), contradicting the assumption that the left-translations of \( \ast \) are injective.
Example 2.31 (Garside monoid). Let \( X = \{a, b, c\} \), and let \( * \) be determined by \( x * y = \sigma(y) \) where \( \sigma \) is the cycle \( a \mapsto b \mapsto c \mapsto a \). Then, as seen in Example 1.23, \((X, *)\) is a (bijective) RC-quasigroup, and it is eligible for the above results. The associated monoid admits the presentation

\[
\langle a, b, c \mid ac = b^2, ba = c^2, cb = a^2 \rangle^+.
\]

The right-lcm \( \Delta \) of \( X \) is then \( a^3 \), which is also \( b^3 \) and \( c^3 \), and the lattice of the 8 divisors of \( \Delta \) is shown on the right.

We can now complete the proof of Proposition 2.8—and, therefore, of Proposition 2.4.

Proof of Proposition 2.8. By Lemma 2.10 the monoid \( M \) has no nontrivial invertible element and it is Noetherian, which completes the proof of (i).

By Lemma 2.10 again, \( M \) is left-cancellative, and it admits unique right-lcms and left-gcds. Now, let \( \hat{*} \) be the operation on \( X \) provided from \(*\) by Lemma 1.28. Then \((X, *, \hat{*})\) is a RLC-quasigroup, and \((X, \hat{*})\) is a bijective LC-quasigroup. We observe that the presentation

\[
\langle X \mid \{ (s \hat{*} t) t = (t \hat{*} s) s \mid s \neq t \in X \}^+ \rangle,
\]

coincides with the one of (2.6), and therefore is a presentation of \( M \). Indeed, let \((s \hat{*} t) t = (t \hat{*} s) s \) be a relation of (2.32). Put \( s' = s \hat{*} t \) and \( t' = t \hat{*} s \). As \((X, *, \hat{*})\) is involutive, we obtain \( s' \hat{*} t' = (s \hat{*} t) \hat{*} (t \hat{*} s) = t \hat{*} s \) and \( t' \hat{*} s' = (t \hat{*} s) \hat{*} (s \hat{*} t) = s \) by (1.26), so the above relation is the relation \( s' \hat{*} t' = t' \hat{*} s' \) of (2.6). A symmetric argument shows that every relation of (2.6) is a relation of (2.32). Then, by the counterpart of Lemma 2.10—or by Lemma 2.10 applied to the opposed monoid \( M^{opp} \)—\( M \) must be right-cancellative and admit left-lcms and right-gcds.

Hence \( M \) is an Ore monoid, and, by Ore’s theorem (Proposition II.3.11), its enveloping group \( G \) is a group of left- and right-fractions for \( M \). By Corollary II.3.24 (torsion-free), \( G \) is torsion-free since it is the group of fractions of a torsion-free monoid. This completes the proof of (ii).

As for (iii), it follows from Lemma 2.10(iii).

Most results in Point (iv) have already been established in Lemma 2.28 with the exception of the property involving left-lcms. Now the latter follows from the last sentence in Lemma 2.27 if \( s_1, \ldots, s_n \) are pairwise distinct elements of \( X \), then \( \Omega_n(s_1, \ldots, s_n) \) is the right-lcm of \( s_1, \ldots, s_n \) and the latter is also the left-lcm of the elements \( \hat{s}_1, \ldots, \hat{s}_n \) defined by \( \hat{s}_1 = \Omega_n(s_1, s_1, \ldots, s_1, s_1), \ldots, \hat{s}_n = \Omega_n(s_1, s_1, \ldots, s_n, s_1) \).

Finally, (v) follows from Proposition 2.40 directly.

Then Proposition 2.4 follows, as, owing to Lemma 2.7, the latter is a restatement of Proposition 2.8 using the language of set-theoretic solutions of YBE instead of the language of RC-quasigroups.

Remark 2.33. The notion of a Garside family is not symmetric: it involves the left-normal form based on a largest left-divisor, and it need not coincide with its symmetric counterpart. So, for instance, the uniqueness of the smallest Garside family in \( M \) cannot be invoked in Proposition 2.8 to establish that the right-lcm of \( X \) is the left-lcm of \( X \).
2.4 A converse connection

According to Proposition 2.30 if a monoid \( M \) is associated with a finite RC-quasi-group \((X, \ast)\), then \( M \) (equipped with the right-lcm of \( X \)) is a Garside monoid that admits in terms of \( X \) a presentation of a certain type. It turns out that the latter syntactic property characterizes the Garside monoids that arise in this context:

**Proposition 2.34 (characterization).** If \( M \) is a monoid with atom set \( X \) of size \( n \), the following are equivalent:

(i) There exists a map \( \rho \) such that \((X, \rho)\) is an involutive nondegenerate set-theoretic solution of YBE and \( M \) is isomorphic to the structure monoid of \((X, \rho)\); 

(ii) There exist two operations \( \ast, \ast' \) such that \((X, \ast, \ast')\) is an RLC-quasigroup and \( M \) is the monoid associated with \((X, \ast)\); 

(iii) There exists an operation \( \ast \) such that \((X, \ast)\) is a bijective RC-quasigroup and \( M \) is the monoid associated with \((X, \ast)\); 

(iv) There exists \( \Delta \) such that \((M, \Delta)\) is a Garside monoid and \( M \) admits a presentation in terms of \( X \) consisting of \( \binom{n}{2} \) relations \( u = v \) with \( u, v \) of length two such that every length two \( X \)-word appears in at most one relation.

**Proof.** We already proved that (i) and (ii) are equivalent, and that so are (ii) and (iii). By Proposition 2.30 (iii) implies (iv). Hence, in order to complete the proof, it is sufficient to show for instance that (iv) implies (ii). So assume that \( M \) is a Garside monoid satisfying (iv) and \( R \) is the list of relations involved in the considered presentation. Starting from the right- and left-complement operations associated with the Garside structure on \( M \), we shall construct operations \( \ast \) and \( \ast' \) that make \( X \) into an RLC-quasigroup whose associated monoid is \( M \). The only technical point in the argument is to take care of the exceptional values where the operations \( \setminus \) and \( \ast \) do not coincide.

First, we observe that the presentation \((X, R)\) is right-complemented and, more precisely, that it contains exactly one relation of the form \( s \ldots = t \ldots \) for all distinct \( s, t \) in \( X \). Indeed, assume that \( s, t \) are distinct elements of \( S \) and \( R \) contains at least two relations \( s \ldots = t \ldots \), say \( st' = ts' \) and \( st'' = ts'' \) with \( (s', t') \neq (s'', t'') \). As \( M \) is cancellative, we have \( st' \neq st'' \), so \( s \) and \( t \) are two common right-multiples of \( s \) of length 2: this contradicts the existence of a right-lcm for \( s \) and \( t \), as the latter can have neither length 1 nor length 2. Hence \( R \) contains at most one relation \( s \ldots = t \ldots \) for all distinct \( s, t \) in \( X \). On the other hand, \( R \) contains no relation \( s \ldots \setminus = s \ldots \) since \( M \) is left-cancellative and \( st = st' \) would imply \( t = t' \). As there are \( \binom{n}{2} \) pairs of distinct elements of \( X \), we deduce that \( R \) contains exactly one relation of the form \( s \ldots = t \ldots \) for all distinct \( s, t \) in \( X \). By symmetric arguments using left-lcms and right-cancellativity (or by applying the previous result to the opposite monoid), we see that \((X, R)\) contains exactly one relation of the form \( s_0 \ldots = \ldots t \) for all distinct \( s, t \) in \( X \).

We now define a binary operation \( \ast \) on \( X \). First, we put \( s \ast t = s \setminus t \) for \( s \neq t \), that is, we define \( s \ast t \) to be the unique element \( t' \) such that \( st' \) is the right-lcm of \( s \) and \( t \). Then \( t \neq t' \) implies \( s \ast t \neq s \ast t' \) since, otherwise, there would be two relations of the form \( s(s \ast t) = \ldots \) in \( R \). So the map \( x \mapsto s \ast x \) is injective on \( S \setminus \{s\} \) and, therefore, the
complement of \(\{s \neq x \mid x \neq s\}\) in \(X\) consists of a unique element: we define \(s \star s\) to be that element. In this way, we obtained a binary operation \(\star\) whose left-translations are one-to-one. Of course, we define the operation \(\bar{\star}\) symmetrically using the left-complement operation \(\backslash\), and its right-translations are one-to-one.

We claim that \(\star\) and \(\bar{\star}\) satisfy the involutivity laws (1.26). First, assume \(s \neq t\). Then \(s(s \star t) = t(t \star s)\) is a relation of \(R\), hence we must have \(s \star t \neq t \star s\). Next, by definition of \(\star\) and \(\bar{\star}\), the element \(s(s \star t)\) is the right-lcm of \(s\) and \(t\), and, as \(s \star t\) and \(t \star s\) are distinct, \(s(s \star t)\) is also the left-lcm of \(s \star t\) and \(t \star s\). This exactly means that \((s \star t) \bar{\star} (t \star s) = t\) holds in this case. Next, assume \(t \neq s\), and put \(s' = s \star s\) and let \(r = s' \bar{\star} (s \star t)\). We have \(s \star t \neq s'\), whence \(r = s'/\langle s \backslash t\rangle\). Then \(r(t \backslash s) = ((s \backslash t)/s')\bar{\star} s'\) is a relation of \(R\), which implies \((s \backslash t)/s' \neq s\) since, by assumption, \(R\) contains no relation \(ss'\) = \(\ldots\). Since \((s \backslash t)/s' \neq s\) holds for every \(t\) distinct of \(s\), we deduce \(s' \bar{\star} s' = s\) since, by definition, \(s' \bar{\star} s'\) is the only element of \(X\) that is not of the form \((s \backslash t)/s'\) with \(t \neq s\). In other words, \((s \star s) \bar{\star} (s \star s) = s\) holds, and the first involutivity law is satisfied in \((X, \star, \bar{\star})\). By a symmetric argument, the second involutivity law is satisfied as well.

Next, we claim that \((X, \star)\) satisfies the RC-law. Let \(r, s, t\) belong to \(X\). Assume first that \(r, s, t\) are pairwise distinct. Then we have \(r \star s \neq r \star t\) and \(s \star r \neq s \star t\), whence

\[
(r \star s) \star (r \star t) = (r \backslash s) \backslash (r \backslash t) = (s \backslash r) \backslash (s \backslash t) = (s \star r) \star (s \star t),
\]

the second equality because, as observed in Example [1.22] the right-complement operation \(\backslash\) always satisfies the RC-law. Assume now that \(r\) and \(s\) coincide. Then the RC-law tautologically holds. So there only remains the cases when \(r \neq s\) and \(t\) is either \(r\) or \(s\), we would like to establish the equalities

\[
(r \star s) \star (r \star s) = (s \star r) \star (s \star s) \text{ and } (s \star r) \star (s \star r) = (r \star s) \star (r \star r),
\]

that is, owing to \(r \neq s\),

\[
(2.35) \quad (r \backslash s) \star (r \backslash s) = (s \backslash r) \backslash (s \star s) \text{ and } (s \backslash r) \star (s \backslash r) = (r \backslash s) \backslash (r \star r).
\]

Assume \(z \neq r, s\) and put \(z' = (r \backslash s) \backslash (r \backslash z)\), which is also \(z' = (s \backslash r) \backslash (s \backslash z)\) since \(\backslash\) satisfies the RC-law. Then we have \(r \backslash z \neq r \backslash s\), whence \(z' \neq (r \backslash s) \star (r \backslash s)\). Also, we have \(s \backslash z \neq s \star s\), whence \(z' \neq (s \backslash r) \backslash (s \star s)\). Arguing similarly with \(r\) and \(s\) exchanged, we find \(z' \neq (s \backslash r) \star (s \backslash r)\) and \(z' \neq (r \backslash s) \backslash (r \star r)\). So, it follows that \(z'\) is distinct from the four expressions occurring in (2.35) and, therefore, that the only possible values for the latter are the two elements of \(X\) that are not of the form \((r \backslash s) \backslash (r \backslash z)\) with \(z \neq r, s\). Now, as left-translations of \(\star\) are injective, we must have \((r \backslash s) \star (r \backslash s) \neq (r \backslash s) \backslash (r \star r)\) and \((s \backslash r) \backslash (s \star s) \neq (s \backslash r) \star (s \backslash r)\). So, in order to conclude that (2.35) is true, it is sufficient to show that \((r \backslash s) \star (r \backslash s) = (s \backslash r) \star (s \backslash r)\) is impossible. Now \(r \neq s\) implies \(r \star s \neq r \star s\), so it is enough to prove that \(x \neq y\) implies \(x \star x \neq y \star y\): this follows from the above established involutivity relation \((x \star x) \bar{\star} (x \star x) = x\).

We are done: \((X, \star)\) is an RC-quasigroup, by a symmetric argument \((X, \bar{\star})\) is an LC-quasigroup, and \((X, \star, \bar{\star})\) is an RLC-quasigroup. Now, by construction, \(M\) admits the presentation \((X, R)\), so it is (isomorphic to) the monoid associated with \((X, \star)\). \(\square\)
3 $I$-structure

In this final section, we establish further results involving structure monoids of involutive nondegenerate set-theoretic solutions of YBE (or, equivalently, with bijective RC-quasigroups), centered on the existence of an $I$-structure, an algebraic way of expressing the fact that the Cayley graph of the considered monoid is an $n$-dimensional Euclidean lattice and, therefore, this monoid resembles a free Abelian monoid.

There are three subsections. In Subsection 3.1 we show that every structure monoid admits an $I$-structure whereas, in Subsection 3.2, we explain how to establish that, conversely, every monoid that admit an $I$-structure is a structure monoid. Finally, in Subsection 3.3 we construct as an application of the $I$-structure finite groups that play for our current groups the role played by Coxeter groups for the spherical Artin–Tits groups of Chapter IX.

3.1 From RC-quasigroups to $I$-structures

We saw in Proposition 2.8 that, if a monoid $M$ is associated with an RC-quasigroup $(X, \star)$, it admits right-lcms and left-gcds, so that $M$ equipped with the left-divisibility relation $\preceq$ is a lattice. We shall see now that the particular form of the defining relations implies that this lattice is very simple, namely it is isomorphic to the grid $\mathbb{N}^2(X)$. In other words, the Cayley graph of the monoid $M$ is a grid, and we can attribute integer coordinates to the elements of $M$.

Example 3.1 (Cayley graph). Let $M$ be the monoid $\langle a, b \mid a^2 = b^2 \rangle^+$ associated with the bijective RC-groupoid $\begin{array}{c|cc} \star & a & b \\ \hline a & \ \\ b & a \\ \end{array}$ displayed in Figure 3 and we can attribute to each vertex two integer coordinates, thus attributing $(0, 0)$ to $1$, $(1, 0)$ to $a$, $(0, 1)$ to $b$, $(2, 1)$ to $a^3$, etc. In other words, putting $a = (1, 0)$, $b = (0, 1)$ and considering $\mathbb{N}^2$ as a free Abelian monoid based on $a$ and $b$, we have a bijection $\nu$ of $\mathbb{N}^2$ to $M$ satisfying $\nu(1) = 1$, $\nu(a) = a$, $\nu(b) = b$, $\nu(a^2b) = a^3$, etc. By construction, there exist two arrows respectively labeled $a$ and $b$ starting from every node, and, therefore, for every $a$ in $\mathbb{N}^2$, we have

$$\{\nu(aa), \nu(ab)\} = \{\nu(a)a, \nu(a)b\}.$$  

We cannot say more: for instance, we have $\nu(a \cdot a) = ab = \nu(a)b$, but $\nu(a^2 \cdot b) = a^3 = \nu(a^2)a$, witnessing that right-multiplying by a may correspond both to a step right or to a step up in the figure. This corresponds to the fact that the elementary tiles of the Cayley graph of $M$ may have different orientations: the latter can be specified by attaching with every vertex $a$ a permutation $\psi(a)$ of $\{a, b\}$ that prescribes which edges correspond to the horizontal and vertical moves. In the current case, we see that $\psi(a)$ is the identity when $a$ has even length, and is the transposition $(a, b)$ otherwise.

An indexation of the Cayley graph as in the above example is called a (right) $I$-structure for the monoid $M$. We shall see in this subsection that every structure monoid
of an involutive nondegenerate set-theoretic solution of YBE admits such a structure and that, conversely, every monoid that admits an I-structure is the structure monoid of an involutive nondegenerate set-theoretic solution of the YBE. Hereafter, we shall simultaneously consider a monoid \( M \) that we wish to investigate and a free Abelian monoid \( \mathbb{N}(X) \) used as a sort of template. To avoid ambiguity, we shall (as usual) write \( g, h, \ldots \) for the elements of \( M \), and (as already done in Example 3.1 above) reserve \( a, b, \ldots \) for the elements of the reference free Abelian monoid.

**Definition 3.2 (I-structure, monoid of I-type).** If \( M \) is a monoid and \( X \) is included in \( M \), a right-I-structure based on \( X \) for \( M \) is a bijective map \( \nu : \mathbb{N}(X) \to M \) satisfying \( \nu(1) = 1 \), \( \nu(s) = s \) for \( s \) in \( X \), and, for every \( a \) in \( \mathbb{N}(X) \),

\[
\{ \nu(as) \mid s \in X \} = \{ \nu(a)s \mid s \in X \}.
\]

A monoid is said to be of right-I-type if it admits a right I-structure.

Note that (3.3) is equivalent to the existence, for every \( a \) in \( \mathbb{N}(X) \), of a permutation \( \psi(a) \) of \( X \) such that, for every \( s \) in \( X \), one has

\[
\nu(as) = \nu(a) \cdot \psi(a)(s).
\]

It immediately follows from the definition that every element in the image of \( \nu \) is a product of elements of \( X \) and, therefore, the existence of a right-I-structure based on \( X \) for \( M \) implies that \( X \) generates \( M \). The condition \( \nu(s) = s \) for \( s \) in \( X \), which amounts to \( \psi(1) \) being the identity of \( X \), can be ensured by precomposing \( \nu \) with the automorphism induced by \( \psi(1)^{-1} \) and, therefore, it could be removed from the definition without changing the range of the latter.

What we saw in Example 3.1 is that the monoid \( \langle a, b \mid a^2 = b^2 \rangle^+ \) is a monoid of right-I-type. We now extend this observation to all monoids associated with RC-quasigroups.
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Proposition 3.5 (RC-quasigroup to I-structure). For every RC-quasigroup $(X, \ast)$, the monoid $M$ associated with $(X, \ast)$ is of right-I-type: the map $\nu$ defined from $\ast$ by $\nu(s_1 \cdots s_n) = \Pi_n(s_1, \ldots, s_n)$ is a right I-structure on $M$.

**Proof.** Appealing to the symmetric polynomials $\Pi_n$ of Definition 2.18, we first define a map $\nu_*$ from the free monoid $X^*$ to $M$ by

$$\nu_*(e) = 1 \quad \text{and} \quad \nu_*(s_1 \cdots s_n) = \Pi_n(s_1, \ldots, s_n) \quad \text{for} \ n \geq 1.$$ 

By Lemma 2.23(i), the value of $\nu_*(s_1 \cdots s_n)$ does not depend on the order of the entries, so $\nu_*$ induces a well-defined map $\nu$ from the free Abelian monoid $\mathbb{N}^X$ to $M$. We claim that the latter provides the expected right-I-structure on $M$. First, the equalities $\nu(1) = 1$ and $\nu(s) = s$ for $s$ in $X$ are obvious. Next, let $a$ belong to $\mathbb{N}^X$, say $a = s_1 \cdots s_n$. Then the definition of $\nu_*$ gives $\nu(as) = \Pi_n(s_1, \ldots, s_n, s)$, whence

$$\nu(as) = \Pi_n(s_1, \ldots, s_n, \Omega_n(s_1, \ldots, s_n, s)) = \nu(a) \cdot \Omega_n(s_1, \ldots, s_n, s).$$

By Lemma 2.23(i), the map $s \mapsto \Omega_n(s_1, \ldots, s_n, s)$ is a bijection of $X$ into itself, hence (3.3) holds.

It remains to show that $\nu$ is a bijection from $\mathbb{N}^X$ to $M$. Let $g$ be an arbitrary element of $M$, say $g = s_1 \cdots s_n$ with $s_1, \ldots, s_n$ in $X$. By Lemma 2.23(ii), there exist $r_1, \ldots, r_n$ in $X$ satisfying $\Omega_i(r_1, \ldots, r_i) = s_i$ for $1 \leq i \leq n$, whence $\Pi_n(r_1, \ldots, r_n) = s_1 \cdots s_n = g$. By definition, this means that $\nu(r_1 \cdots r_n) = g$ holds, and $\nu$ is surjective.

Finally, assume that $a, a'$ belong to $\mathbb{N}^X$ and $\nu(a) = \nu(a')$ holds. As the elements of $M$ have a well-defined length, the length of $a$ and $a'$ must be the same. Write $a = r_1 \cdots r_n$, $a' = r'_1 \cdots r'_n$ with $r_1, \ldots, r'_n$ in $X$. Define $s_i = \Omega_i(r_1, \ldots, r_i)$ and $s_i' = \Omega_i(r'_1, \ldots, r'_i)$. By definition, $\nu(a)$ is the class of the $X$-word $s_1 \cdots s_n$ in $M$, whereas $\nu(a')$ is the class of $s_1' \cdots s_n'$ in $M$. The assumption $\nu(a) = \nu(a')$ means that these $X$-words are connected by a finite sequence of defining relations of $M$. By Lemma 2.23(iii), the map $(x_1, \ldots, x_n) \mapsto (\Omega_i(x_1), \ldots, \Omega_i(x_1, \ldots, x_n))$ of $X^n$ to itself is surjective, so we can assume without loss of generality that $s_1 \cdots s_n$ and $s_1' \cdots s_n'$ are connected by one relation exactly, that is, there exist $i$ satisfying

$$s_{i+1} = s_i \ast s_i', \quad s_{i+1}' = s_i' \ast s_i, \quad \text{and} \quad s_k = s_k \quad \text{for} \ k \neq i, i+1.$$ 

The relations $s_k' = s_k$ inductively imply $r'_k = r_k$ for $k < i$. Next, writing $\vec{r}$ for $r_1, \ldots, r_{i-1}$, we have $s_i = \Omega_i(\vec{r}, r_i)$ and $s_i' = \Omega_i(\vec{r}, r_i')$. Then, we find

$$\Omega_i(\vec{r}, r_i) \ast \Omega_i(\vec{r}, r_{i+1}) = \Omega_{i+1}(\vec{r}, r_i, r_{i+1}) = s_{i+1} = s_i \ast s_i' = \Omega_i(\vec{r}, r_i) \ast \Omega_i(\vec{r}, r_i').$$

As the left-translation by $\Omega_i(\vec{r}, r_i)$ is injective, we deduce $\Omega_i(\vec{r}, r_{i+1}) = \Omega_i(\vec{r}, r_i')$, whence $r_{i+1} = r_i'$. A symmetric argument gives $r_{i+1}' = r_i$. From there, everything is easy and, for $k > i+1$, the relations $s_k' = s_k$ inductively imply $r'_k = r_k$. Indeed, we have

$$\Omega_k(\vec{r}, r_i, r_i', r_{i+2}, \ldots, r_k) = s_k = s_k' = \Omega_k(\vec{r}, r_i', r_i, r_{i+2}, \ldots, r_k).$$
and, by Lemma 2.16, we know that switching the non-final entries \( r_i \) and \( r'_i \) in \( \Omega_k \) changes nothing, and \( r'_k = r_k \) follows by Lemma 2.23. We thus proved that the words \( r_1 \cdots r_n \) and \( r'_1 \cdots r'_n \) are obtained by switching two (adjacent) entries, hence they represent the same element in the free Abelian monoid \( \mathbb{N}^{(X)} \). Hence \( \nu \) is injective, hence bijective, and it provides the expected right-\( I \)-structure on \( M \).

3.2 From \( I \)-structures to RC-quasigroups

We now go in the other direction, and show that every finitely generated monoid of \( I \)-type is the structure monoid of some RC-quasigroup.

Proposition 3.6 (\( I \)-structure to RC-quasigroup). Assume that \( M \) is a finitely generated monoid of right-\( I \)-type.

(i) There exists a unique finite RC-quasigroup \( (X, *) \) with whom \( M \) is associated: the set \( X \) is the atom set of \( M \) and \( * \) is determined by \( s * t = s \setminus t \) for \( s \neq t \) and \( \{ s * s \} = X \setminus \{ s \setminus t \mid t \neq s \} \).

(ii) The right-\( I \)-structure on \( M \) is unique: it is defined from the operation \( * \) of (i) by \( \nu(s_1 \cdots s_n) = \Pi_n(s_1, \ldots, s_n) \).

Some of the formulas we shall establish below for proving Proposition 3.6 will be used in a slightly different context in Subsection 3.3 and, to avoid repeating the computations, we shall extend the notion of an \( I \)-structure so as to be able to replace the reference monoid \( \mathbb{N}^{(X)} \) with another monoid, typically a quotient \( (\mathbb{Z}/d\mathbb{Z})^{(X)} \).

Definition 3.7 (right-\( IM_0 \)-structure). If \( M_0 \) and \( M \) are monoids and \( X \) is a subset of \( M \) that generates \( M_0 \), a right-\( IM_0 \)-structure based on \( X \) for \( M \) is a bijection \( \nu: M_0 \to M \) satisfying \( \nu(1) = 1 \), \( \nu(s) = s \) for \( s \) in \( X \) and, for every \( a \) in \( M_0 \),

\[
\{ \nu(as) \mid s \in X \} = \{ \nu(a)s \mid s \in X \}.
\]

So, a right-\( I \)-structure as defined in Definition 3.2 is a right-\( IM_0 \)-structure in the current extended sense. As above, we shall in general omit the base set \( X \) when mentioning an \( IM_0 \)-structure.

As above, (3.8) is equivalent to the existence, for every \( a \) in \( M_0 \), of a permutation \( \psi(a) \) of \( X \) such that, for every \( s \) in \( X \), one has

\[
\nu(as) = \nu(a) \cdot \psi(a)(s).
\]

Note that the assumption \( \psi(1) = \text{id}_X \) is innocent only if every permutation of \( X \) induces an automorphism of the monoid \( M_0 \)—as is the case for \( \mathbb{N}^{(X)} \) or \( (\mathbb{Z}/d\mathbb{Z})^{(X)} \).

Lemma 3.10. Assume that \( M \) is a left-cancellative monoid and \( \nu \) is a right-\( IM_0 \)-structure based on \( X \) for \( M \), where \( M_0 \) is Abelian and satisfies

\[
\forall s, t, s', t' \in X ((s \neq t \text{ and } st' = ts') \Rightarrow (s' = s \text{ and } t' = t)) \tag{3.11}\]


Put \( s \ast t = \psi(s)(t) \) for \( s, t \in X \). Then \((X, \ast)\) is an RC-quasigroup.

**Proof.** We first claim that, for all \( s, t, s', t' \) in \( X \) with \( s \neq t \), the only equality \( st' = ts' \) holding in \( M \) is \( s(st) = t(ts) \). Indeed, by assumption, \( M_0 \) is Abelian and, in \( M \), using (3.9), we obtain

\[
s(s \ast t) = s\psi(s)(t) = \nu(st) = \nu(ts) = t\psi(t)(s) = t(s \ast t).
\]

On the other hand, assume \( st' = ts' \) in \( M \). Let \( t_0 = \psi(s)^{-1}(t') \) and \( s_0 = \psi(t)^{-1}(s') \). Always using (3.9), we find \( \nu(st_0) = st = ts' = \nu(t_0s_0) \) in \( M \), whence \( st_0 = t_0s_0 \) in \( M_0 \) since \( \nu \) is bijective. The assumption on \( M_0 \) implies \( s_0 = s \) and \( t_0 = t \), whence \( s' = \psi(t)(s) = t \ast s \) and \( t' = \psi(s)(t) = s \ast t \). This establishes the claim.

Now, let \( a \) belong to \( M_0 \) and \( s, t \) belong to \( X \). Using (3.9), we find

\[
\nu(ast) = \nu(as) \cdot \psi(as)(t) = \nu(a) \cdot \psi(a)(s) \cdot \psi(as)(t),
\]

and, similarly, \( \nu(at) = \nu(a) \cdot \psi(a)(t) \cdot \psi(at)(s) \). By assumption, \( M_0 \) is Abelian, so we have \( ast = ats \), whence \( \nu(ast) = \nu(at) \) and, merging the above expressions and left-cancelling \( \nu(a) \), which is legal as \( M \) is assumed to be left-cancellative, we find

\[
(3.12) \quad \psi(a)(s) \cdot \psi(as)(t) = \psi(a)(t) \cdot \psi(at)(s).
\]

Assume first \( s \neq t \). The elements \( \psi(a)(s) \), \( \psi(as)(t) \), \( \psi(a)(t) \), and \( \psi(at)(s) \) lie in \( X \), so, by the claim above, (3.12) implies

\[
(3.13) \quad \psi(as)(t) = \psi(a)(s) \ast \psi(a)(t) \quad \text{and} \quad \psi(at)(s) = \psi(a)(t) \ast \psi(a)(s).
\]

When \( t \) ranges over \( X \setminus \{s\} \), the element \( \psi(a)(t) \) ranges over \( X \setminus \{\psi(a)(s)\} \), and \( \psi(a)(s) \ast \psi(a)(t) \) ranges over \( X \setminus \{\psi(a)(s) \ast \psi(a)(s)\} \). As \( \psi(as) \) is a bijection of \( X \), the only possibility is therefore \( \psi(as)(t) = \psi(a)(s) \ast \psi(a)(t) \). In other words, (3.13) is valid in \( X \) for all \( a \) in \( M_0 \) and \( s, t \) in \( X \).

Now, let \( r \) lie in \( X \). Making \( a = r \) in (3.13) and applying the definition of \( \ast \) gives \( \psi(rs)(t) = (r \ast s) \ast (r \ast t) \) and, similarly, \( \psi(sr)(t) = (s \ast r) \ast (s \ast t) \). Now, in \( M_0 \), we have \( rs = sr \), whence \( \psi(rs)(t) = \psi(sr)(t) \), and this gives \( (r \ast s) \ast (r \ast t) = (s \ast r) \ast (s \ast t) \), the RC-law. So \((X, \ast)\) is an RC-system. Moreover, by definition, \( \psi(a) \) belongs to \( \mathcal{G}_X \), so the left-translations of \( \ast \) are one-to-one, and \((X, \ast)\) is an RC-quasigroup.

**Lemma 3.14.** Assume that \( M \) is a left-cancellative monoid and \( \nu \) is a right-\( M_0 \)-structure based on \( X \) for \( M \), where \( M_0 \) is Abelian and satisfies (3.11). Then, for every \( p \geq 1 \) and for all \( s_1, \ldots, s_p \) in \( X \), we have

\[
(3.15) \quad \psi(s_1 \cdots s_p) = \Omega_p(s_1, \ldots, s_p) \quad \text{and} \quad \nu(s_1 \cdots s_p) = \Pi_p(s_1, \ldots, s_p),
\]

where values are taken in \( M \). Moreover, for all \( a, b \) in \( M_0 \), we have

\[
(3.16) \quad \nu(ab) = \nu(a) \nu(\psi(a)[b]) \quad \text{and} \quad \psi(ab) = \psi(\psi(a)[b]) \ast \psi(a)
\]

where \( \psi(a)[b] \) is the result of applying \( \psi(a) \) to \( b \) componentwise.
Proof. We begin with the left equality in (3.15), which is proved using induction on \( p \).
For \( p = 1 \), we have \( \psi(1)(s_1) = s_1 = \Omega_1(s_1) \) and, for \( p = 2 \), we have \( \psi(s_1)(s_2) = s_1 \ast s_2 = \Omega_2(s_1, s_2) \). For \( p \geq 3 \), using (3.13), the induction hypothesis, and the inductive definition of the monomials \( \Omega_p \), we find

\[
\psi(s_1 \cdots s_{p-1}) (s_p) = \psi(s_1 \cdots s_{p-2}) (s_{p-1}) \ast \psi(s_1 \cdots s_{p-2}) (s_p) = \Omega_{p-1}(s_1, \ldots, s_{p-1}) \ast \Omega_{p-1}(s_1, \ldots, s_{p-2}, s_p) = \Omega_p(s_1, \ldots, s_p).
\]

The right equality in (3.15) then follows using a similar induction on \( \vec{x} \) where \( a, b \) is left-cancellative, we deduce

\[
\nu(s_1 \cdots s_p) = \nu(s_1 \cdots s_{p-1}) \cdot \psi(s_1 \cdots s_{p-1}) (s_p) = \Pi_{p-1}(s_1, \ldots, s_{p-1}) \cdot \Omega_{p}(s_1, \ldots, s_p) = \Pi_p(s_1, \ldots, s_p).
\]

The definition of \( \Omega_p \) implies, for \( p, q \geq 1 \), the formal equality

\[
\Omega_{p+q}(x, y_1, \ldots, y_q) = \Omega_q(\Omega_{p+1}(x, y_1), \ldots, \Omega_{p+1}(x, y_q)),
\]

where \( \vec{x} \) stands for \( x_1, \ldots, x_p \); this is a formal identity, not using the RC-law or any specific relation; for instance, it says that \( \Omega_2(x, y_1, y_2) \), that is, \( (x \ast y_1) \ast (x \ast y_2) \), is also \( \Omega_2(\Omega_2(x, y_1), \Omega_2(x, y_2)) \). With the same convention, one deduces

\[
(3.17) \quad \Pi_{p+q}(x, y_1, \ldots, y_q) = \Pi_p(\vec{x}) \cdot \Pi_q(\Omega_{p+1}(x, y_1), \ldots, \Omega_{p+1}(x, y_q)).
\]

Now, assume that \( a, b \) lie in \( M_0 \). Write \( a = s_1 \cdots s_p \) and \( b = t_1 \cdots t_q \) with \( s_1, \ldots, t_q \) in \( X \). The right equality in (3.15) gives \( \nu(ab) = \Pi_{p+q}(s_1, \ldots, s_p, t_1, \ldots, t_q) \). On the other hand, we have \( \nu(a) = \Pi_p(s_1, \ldots, s_p) \) and the left equality in (3.15) implies \( \psi(a)(t) = \Omega_{p+1}(s_1, \ldots, s_p, t) \) for every \( t \). Owing to \( b = t_1 \cdots t_q \), we deduce

\[
\nu(\psi(a)[b]) = \Pi_q(\psi(a)(t_1), \ldots, \psi(a)(t_q)) = \Pi_q(\Omega_{p+1}(s_1, \ldots, s_p, t_1), \ldots, \Omega_{p+1}(s_1, \ldots, s_p, t_q)),
\]

whence, by (3.17),

\[
\nu(a) \nu(\psi(a)[b]) = \Omega_p(s_1, \ldots, s_p) \cdot \Pi_q(\Omega_{p+1}(s_1, \ldots, s_p, t_1), \ldots, \Omega_{p+1}(s_1, \ldots, s_p, t_q)) = \Omega_{p+q}(s_1, \ldots, s_p, t_1, \ldots, t_q).
\]

By definition, the latter expression is \( \nu(ab) \), so the left formula in (3.16) is established.

Finally, assume \( s \in X \). On the one hand, (3.9) gives \( \nu(ab) = \nu(ab) \psi(a)[s] \). On the other hand, the left formula in (3.16) gives

\[
\nu(ab)s = \nu(a) \cdot \nu(\psi(a)[b]) = \nu(a) \cdot \nu(\psi(a)[b] \ast \psi(a)(s)) = \nu(a) \cdot \nu(\psi(a)[b]) \psi(a)(s) = \nu(ab) \cdot \psi(a)(b) \psi(a)(s).
\]

Merging the two expressions and using the assumption that \( M \) is left-cancellative, we deduce \( \psi(ab)(s) = \psi(\psi(a)[b])(\psi(a)(s)) \), which is the right equality in (3.16). \( \square \)
Before completing the proof of Proposition 3.6, we establish a few more preparatory results, this time under the assumption that there exists a right-$I[N^{(X)}]$-structure, that is, a genuine right-$I$-structure.

**Lemma 3.18.** Assume that $\nu$ is a right-$I$-structure based on $X$ for a monoid $M$.

(i) There exists an additive length function on $M$ and $X$ is the atom set in $M$.

(ii) The map $\nu$ is compatible with left-division in the sense that, for all $a, b$ in $\mathbb{N}^{(X)}$, we have $a \leq b$ in $\mathbb{N}^{(X)}$ if and only if $\nu(a) \leq \nu(b)$ holds in $M$.

(iii) The monoid $M$ admits right-lcms; for $s \neq t$ in $X$, the element $s \setminus t$ lies in $X$.

(iv) If, moreover, $X$ is finite, then $M$ is left-cancellative, and it admits the presentation $\langle X \mid \{s(s \setminus t) = t(s \setminus s) \mid s \neq t \in X\} \rangle$.

**Proof.** (i) Defining $\lambda(g)$ to be the length of $\nu^{-1}(g)$ provides a function from $M$ to $\mathbb{N}$ that satisfies $\lambda(1) = 0$, $\lambda(gh) = \lambda(g) + \lambda(h)$, and $\lambda(s) = 1$ for every $s$ in $X$. It follows that $M$ contains no nontrivial invertible element, that $M$ is Noetherian, and that $X$ is the atom set of $M$.

(ii) Assume $a \leq b$ in $\mathbb{N}^{(X)}$. For an induction on length, we may assume $b = as$ with $s$ in $X$. Now, by (3.9), we have $\nu(b) = \nu(a)\nu(s)$, whence $\nu(a) \leq \nu(b)$ in $M$. Conversely, assume $\nu(a) \leq \nu(b)$. Again, it is enough to consider the case $\nu(b) = \nu(a)s$ with $s$ in $X$. Now, as $\nu(a)$ is injective, there exists a unique $r$ in $X$ satisfying $\nu(a)(r) = s$, and, by (3.9), we have then $\nu(ar) = \nu(a)\nu(a)(r) = \nu(a)s = \nu(b)$, whence $b = ar$ since $\nu$ is injective, and $a \leq b$ in $\mathbb{N}^{(X)}$.

(iii) The monoid $\mathbb{N}^{(X)}$ admits right-lcms, and (ii) will enable us to transfer the result to $M$. Indeed, let $g, h$ belong to $M$. Put $a = \nu^{-1}(g)$ and $b = \nu^{-1}(h)$. Let $ab'$ be the right-lcm of $a$ and $b$ in $\mathbb{N}^{(X)}$. By (ii), $\nu(ab')$ is a common right-multiple of $g$ and $h$ in $M$. Now, assume that $f$ is a common right-multiple of $g$ and $h$ in $M$. By (ii) again, we have $a \leq \nu^{-1}(f)$ and $b \leq \nu^{-1}(f)$ in $\mathbb{N}^{(X)}$, whence $ab' \leq \nu^{-1}(f)$. By (ii) once more, this implies $\nu(ab') \leq f$ in $M$. So $\nu(ab')$ is a right-lcm of $g$ and $h$ in $M$, and $M$ admits right-lcms. In the case when $g$ and $h$ are distinct elements of $X$, then $\nu^{-1}(g)$ and $\nu^{-1}(h)$ also are distinct elements of $X$, so their right-lcm in $\mathbb{N}^{(X)}$ has length two, and so does the right-lcm of $g$ and $h$ in $M$. In other words, the right-complement $g \setminus h$ lies in $X$.

(iv) We assume now that $X$ is finite. Fix $g$ in $M$, and put $a = \nu^{-1}(g)$. For every $b$ in $\mathbb{N}^{(X)}$, we have $g \leq \nu(b)$ in $M$, whence, by (ii), $a \leq \nu^{-1}(\nu(b))$ in $\mathbb{N}^{(X)}$. So, as $\mathbb{N}^{(X)}$ is left-cancellative, there exists a well-defined map $\psi$ from $\mathbb{N}^{(X)}$ to itself such that, for every $b$ in $\mathbb{N}^{(X)}$, we have $\nu^{-1}(\nu(b)) = a\psi(b)$, that is, equivalently, $\nu(b) = \nu(a\psi(b))$. Put $\mathbb{N}^{(X)}(\ell) = \{b \in \mathbb{N}^{(X)} \mid \|b\| = \ell\}$. The additivity of length implies $\|\psi(b)\| = \|b\|$, so, for every $\ell$, the restriction $\psi_\ell$ of $\psi$ to $\mathbb{N}^{(X)}(\ell)$ maps $\mathbb{N}^{(X)}(\ell)$ to itself. The map $\psi_\ell$ is surjective. Indeed, let $b'$ belong to $\mathbb{N}^{(X)}(\ell)$. Then we have $a \leq ab'$ in $\mathbb{N}^{(X)}$, whence, by (ii), $g \leq \nu(ab')$ in $M$. So some element $\nu(b)$ of $M$ satisfies $\nu(b) = \nu(ab')$, whence $b' = \psi(b)$ since $b$ must be of length $\ell$. As $\mathbb{N}^{(X)}(\ell)$ is finite, $\psi_\ell$ must be injective for every $\ell$, and so is $\psi$.

Now, assume $gh = gh'$ in $M$. Put $b = \nu^{-1}(h)$ and $b' = \nu^{-1}(h')$. By definition of $\psi$, we have $\nu(a\psi(b)) = \nu(a\psi(b'))$, whence $a\psi(b) = a\psi(b')$ in $\mathbb{N}^{(X)}$ since $\nu$ is injective, then $\psi(b) = \psi(b')$ since $\mathbb{N}^{(X)}$ is left-cancellative, $b = b'$ since $\psi$ is injective and, finally, $h = h'$. So $M$ is left-cancellative.
Finally, as $M$ is Noetherian, left-cancellative, and admits right-lcms, and as $X$ is the atom set of $M$, we know by Proposition [3.9.21] (lcm-witness) that the list of all relations $s(s \backslash t) = t(t \backslash s)$ with $s \neq t \in X$ make a presentation of $M$.

We can now easily complete the proof of Proposition [3.6]

Proof of Proposition [3.6] Assume that $\nu$ is a right-$I$-structure for $M$, based on a set $X$. By Lemma [3.18(i)], $X$ must be the atom set of $M$, and the assumption that $M$ is finitely generated implies that $X$ is finite.

Next, the free Abelian monoid $\mathbb{N}^{(X)}$ satisfies the assumptions of Lemma [3.10] and, therefore, the latter applies. Hence, if we define $s \star t = \psi(s)(t)$, then $(X, \star)$ is an RC-quasigroup.

Assume $s \neq t \in X$. By (3.9), we have $s(s \star t) = \nu(st) = \nu(ts) = t(t \star s)$, whereas, by Lemma [3.18(ii), (iii) and (iv), the monoid $M$ admits unique right-lcms and is left-cancellative. It follows that $s(s \star t)$ is necessarily the right-lcm of $s$ and $t$, and we must have $s \star t = s \backslash t$. Then Lemma [3.18(iv)] implies that $M$ admits the presentation $\langle X \mid \{s(s \star t) = t(t \star s) \mid s \neq t \in X\}\rangle$, so $M$ is the structure monoid of $(X, \star)$.

Finally, the connection between $\nu$ and the polynomials $I$ is given by the right formula in (3.15). The uniqueness of $\nu$ follows, as $X$ is the atom set of $M$, and $\star$ is the only possible extension of the right-complement operation outside the diagonal that admits bijective left-translations, so they only depend on $M$.

Relation (3.9) is reminiscent of a semi-direct product. We recall from [150] and [53] that, once the equalities (3.16) are established, one deduces the following connection, here in the slightly extended context of Lemma [3.10].

Proposition 3.19 (I-structure to twisted free Abelian). If $M$ is a left-cancellative monoid, $N$ is either $\mathbb{N}$ or $\mathbb{Z}/d\mathbb{Z}$ for some $d$, and $\nu$ is a map from $N^{(X)}$ to $M$, then the following conditions are equivalent:

(i) The map $\nu$ is a right-$IN^{(X)}$-structure based on $X$ for $M$;
(ii) The map $\nu$ is bijective and there exists a map $\psi$ from $N^{(X)}$ to $\mathfrak{S}_X$ such that $g \mapsto (\nu^{-1}(g), \psi(\nu^{-1}(g))^{-1})$ defines an injective homomorphism of $M$ to the wreath product $N \wr \mathfrak{S}_X$.

Proof. Assume that $\nu$ is a right $IN^{(X)}$-structure for $M$. As usual, we write $\psi$ for the map from $N^{(X)}$ to $\mathfrak{S}_X$ specified by (3.9). We consider the wreath product $N \wr \mathfrak{S}_X$, that is, the semidirect product $N^{(X)} \rtimes \mathfrak{S}_X$ where $\mathfrak{S}_X$ acts on $N^{(X)}$ by permuting positions. Define $\iota : M \to N \wr \mathfrak{S}_X$ by $\iota(g) = (\nu^{-1}(g), \psi(\nu^{-1}(g))^{-1})$.

The map $\nu$ is bijective by definition, hence $\iota$ is injective, and the point is to check that $\iota$ is a homomorphism. Let $g, h$ belong to $M$. Putting $a = \nu^{-1}(g), b = \nu^{-1}(h), \sigma = \psi(a)$, and $\tau = \psi(b)$, we find $\iota(gh) = (a, \tau^{-1})$ and $\iota(h) = (b, \tau^{-1})$, whence, in $N \wr \mathfrak{S}_X$,

\begin{equation}
\iota(g)\iota(h) = (a\sigma^{-1}[b], \sigma^{-1} \circ \tau^{-1}).
\end{equation}
Moreover, we saw in Chapter VI that $S$ in Chapter IX that these results extend to other types in the Cartan classification, thus providing similar connections between all spherical Artin–Tits groups and the associated finite Coxeter groups.

In the case of finitely generated groups of families of Garside groups. The aim of this subsection is to establish a positive answer of the germ derived from $S$ of \( \Omega_{d+1}(s, \ldots, s, t) = t \) holds for all \( s, t \) in $X$.

**Definition 3.21 (class).** An RC-quasigroup \((X, \star)\) is said to be of class $d$ if $\Omega_{d+1}(s, \ldots, s, t) = t$ holds for all $s, t$ in $X$.

So an RC-quasigroup is of class 1 if $s \star t = t$ holds for all $s, t$, and it is of class 2 if $(s \star s) \star (s \star t) = t$ holds for all $s, t$.

**Lemma 3.22.** Every finite RC-quasigroup of cardinal $n$ is of class $d$ for some number $d$ satisfying $d < (n^2)!$.
Proof. Let \((X, \ast)\) be a finite RC-quasigroup with cardinal \(n\). By Proposition 1.35 the map \(\Psi : (s, t) \mapsto (s \ast t, t \ast s)\) is bijective on \(X^2\). Consider the map \(\Phi : (s, t) \mapsto (s \ast s, s \ast t)\) on \(X^2\). Assume \((s, t) \neq (s', t')\). If \(s\) and \(s'\) are distinct, we have \(\Psi(s, s) \neq \Psi(s', s')\), hence \(s \ast s \neq s' \ast s'\), and \(\Phi(s, t) \neq \Phi(s', t')\). If \(s\) and \(s'\) coincide, we must have \(t \neq t'\), whence \(s \ast t \neq s' \ast t'\) and, again, \(\Phi(s, t) \neq \Phi(s', t')\) since left-translations of \(\ast\) are injective. So \(\Phi\) is injective, hence bijective on the finite set \(X^2\). As \(X^2\) has cardinal \(n^2\), then order of \(\Phi\) in \(S_{X^2}\) is at most \((n^2)!\). So there exists \(d < (n^2)!\) such that \(\Phi^{d+1}\) is the identity. Now, an easy induction gives \(\Phi^m(s, t) = (\Omega_m(s, \ldots, s, s), \Omega_m(s, \ldots, s, t))\) for every \(m\). So \(\Phi^{d+1} = \text{id}\) implies \(\Omega_{d+1}(s, \ldots, s, t) = t\) for all \(s, t\) in \(X\), meaning that \((X, \ast)\) is of class \(d\).

There exist finite RC-quasigroups with an arbitrarily high minimal class, see Exercise [127]. Here is now the main result:

**Proposition 3.23 (Coxeter-like group).** If \((X, \ast)\) is an RC-quasigroup of size \(n\) and class \(d\) and \(G\) (resp. \(M\)) is the associated group (resp. monoid), there exist a Garside element \(\Delta\) in \(M\) and a finite group \(W\) of order \(d^n\) such that \(W\) enters a short exact sequence

\[
1 \rightarrow \mathbb{Z}^X \rightarrow G \rightarrow W \rightarrow 1
\]

and \(M\) is generated by the germ \(W\) derived from \((W, X)\). The Cayley graph of \(W\) coincides with the Hasse diagram of \(\text{Div}(\Delta)\) in \(M\). A presentation of \(W\) is obtained by adding to (2.6) the relations \(s^{[d]} = 1\) for \(s\) in \(X\), where \(s^{[d]}\) stands for \(\Pi_d(s, \ldots, s)\).

**Definition 3.24 (Coxeter-like group).** In the framework of Proposition 3.23, the finite group \(W\) will be called the Coxeter-like group associated with \((X, \ast)\) and \(d\).

The proof of Proposition 3.23 consists in using the I-structure on \(M\), which exists by Proposition 3.2 to carry the results from the (trivial) case of \(\mathbb{Z}^n\) to the case of \(M\). As above, the I-structure on \(M\) will be denoted by \(\nu\), and the associated map from \(\mathbb{N}^X\) to \(\mathbb{S}_X\) as defined in (3.3) will be denoted by \(\psi\). It could easily be shown that \(\nu\) and \(\psi\) respectively extend into a bijection from \(\mathbb{Z}^X\) to \(G\) and a map from \(\mathbb{Z}^X\) to \(\mathbb{S}_X\) satisfying (3.3) and (3.4), but we shall not use the result here.

**Lemma 3.25.** Assume that \((X, \ast)\) is an RC-quasigroup of class \(d\) and \(M\) is the associated monoid. For \(s\) in \(X\) and \(q \geq 0\), let \(s^{[q]} = \Pi_q(s, \ldots, s)\). Then

\[
(3.26) \quad \nu(s^{[d]} a) = s^{[d]} \nu(a)
\]

holds for all \(s\) in \(X\) and \(a\) in \(\mathbb{N}^X\). The permutation \(\psi(s^{[d]})\) is the identity and, for all \(s, t\) in \(X\), the elements \(s^{[d]}\) and \(t^{[d]}\) commute in \(M\).
Proof. Let \( t_1 \cdots t_q \) be a decomposition of \( a \) in terms of elements of \( X \). By Proposition 3.5 we have

\[
(3.27) \quad \nu(s^d a) = \Pi_{d+q}(s, \ldots, s, t_1, \ldots, t_q)
\]

\[
= \Pi_d(s, \ldots, s) \Pi_q(\Omega_{d+1}(s, \ldots, s, t_1), \ldots, \Omega_{d+1}(s, \ldots, s, t_q))
\]

\[
= \Pi_d(s, \ldots, s) \Pi_q(t_1, \ldots, t_q) = \nu(s^d) \nu(t_1 \cdots t_q) = s^d \nu(a),
\]

in which the second equality comes from expanding the terms and the third one from the assumption that \( M \) is of class \( d \). Applying (3.27) with \( t = \in X \) and merging with \( \nu(s^d t) = \nu(s^d) \psi(s^d)(t) \), we deduce that \( \psi(s^d) \) is the identity. On the other hand, applying (3.27) with \( a = t^d \), we find \( s^d t^d = \nu(t^d s^d) = t^d s^d \).

Lemma 3.28. (i) Assume that \((X, \star)\) is a finite RC-quasigroup, \( M \) is the associated monoid, and \( d \geq 2 \) holds. Let \( \Delta_0 = \prod_{s \in X} s \) in \( \mathbb{N}^X \) and \( \Delta_d = \nu(\Delta_{d-1}^d) \). Then we have \( \Delta_d = \Delta_d^{d-1} \) where \( \Delta \) is the right-lcm of \( X \), and \( \Delta_d \) is a Garside element in \( M \).

(ii) If, moreover, \((X, \star)\) is of class \( d \), then \( \Delta_d \) and \( (\Delta_d)^d \) lie in the center of \( M \).

Proof. (i) By Lemma 2.27 we have \( \Delta = \Pi_0(s_1, \ldots, s_n) = \nu(\Delta_0) \), where \( (s_1, \ldots, s_n) \) is any enumeration of \( X \). In other words, we have \( \Delta = \Delta_2 \). Now, we observe that \( f[\Delta_0] = \Delta_0 \) holds in \( \mathbb{N}^X \) for every \( f \) in \( \mathcal{G}_X \) since every element of \( X \) occurs once in the definition of \( \Delta_0 \). By (3.16), we deduce

\[
(3.29) \quad \nu(a \Delta_0) = \nu(a) \nu(\psi(a)[\Delta_0]) = \nu(a) \nu(\Delta_0),
\]

whence \( \nu(\Delta_0^k) = \nu(\Delta_0)^d \) for every \( k \) and, in particular, \( \Delta_d = \nu(\Delta_0)^{d-1} = \Delta_{d-1}^{d-1} \). By Proposition 2.30, \( \Delta \) is a Garside element in \( M \) and, by Proposition V.2.32(iv) \( \nu \) (Garside map), so is every power of \( \Delta \), hence, in particular, so is \( \Delta_d \).

(ii) Assume now that \((X, \star)\) is of class \( d \). Let \( t \) belong to \( X \). Then, by (3.29), we obtain \( \nu(t \Delta_0^d) = \nu(t) \nu(\Delta_0)^d = t \Delta_d \). On the other hand, (3.29) and (3.26) give

\[
(3.30) \quad \Delta_d = \nu(\Delta_0^d) = \prod_{s \in X} s^d \text{ and } \nu(\Delta_d^d t) = \prod_{s \in X} s^d t = \Delta_d t.
\]

Merging the values of \( \nu(t \Delta_0^d) \) and \( \nu(\Delta_d^d t) \), we obtain \( t \Delta_d = \Delta_d t \), so that \( \Delta_d \), hence its power \((\Delta_d)^d \) as well, lies in the center of \( M \).

We are now ready to introduce the equivalence relation on \( \mathbb{Z}^X \) that, when carried to \( G \), will induce the expected quotient of \( G \) (and \( M \)). We recall that, for \( a \) in a free Abelian group \( \mathbb{Z}^X \), we denote by \( a(s) \) the (well-defined) algebraic number of \( s \) in any \( X \)-decomposition of \( a \).

Lemma 3.31. Assume that \((X, \star)\) is an RC-quasigroup of class \( d \) and \( M \) and \( G \) are the associated monoid and group. For \( a, a' \in \mathbb{Z}^X \), write \( a \equiv a' \mod d \) holds for every \( s \in X \).

(i) For \( g, g' \in M \), declare \( g \equiv g' \) for \( \nu^{-1}(g) \equiv 0 \mod d \). Then \( \equiv \) is an equivalence relation on \( M \) that is compatible with left- and right-multiplication. The class of \( 1 \) is the Abelian submonoid \( M_1 \) of \( M \) generated by the elements \( s^d \) with \( s \in X \).

(ii) For \( g, g' \in G \), declare that \( g \equiv g' \) holds if there exist \( h, h' \in M \) and \( r, r' \in \mathbb{Z} \) satisfying \( g = \Delta^{dr} h, g' = \Delta^{dr'} h' \), and \( h \equiv h' \). Then \( \equiv \) is a congruence on \( G \), and the kernel of the projection of \( G \) to \( G/\equiv \) is the group of fractions of \( M_1 \).
Proof. (i) As \( \nu \) is bijective, carrying the equivalence relation \( \equiv_0 \) of \( \mathbb{N}^X \) to \( M \) yields an equivalence relation on \( M \). Assume \( g \equiv g' \). Let \( a = \nu^{-1}(g) \) and \( a' = \nu^{-1}(g') \). Without loss of generality, we may assume \( a' = as^d = s^da \) for some \( s \) in \( X \). Applying (3.16) and Lemma 3.25, we obtain \( \psi(a') = \psi(\psi(s^d)[a]) \cdot \psi(s^d) = \psi(a) \). Let \( t \) belong to \( X \).

Using (3.16) again, we deduce

\[
g \cdot \psi(a)(t) = \nu(a) \cdot \psi(a)(t) = \nu(at) = \nu(a't) = \nu(a') \cdot \psi(a')(t) = \nu(a') \cdot \psi(a)(t) = g' \cdot \psi(a)(t).
\]

As \( \psi(a)(t) \) takes every value in \( X \) when \( t \) ranges over \( X \), we deduce that \( \equiv \) is compatible with right-multiplication. On the other hand, \( a \equiv_0 a' \) implies \( f[a] \equiv_0 f[a'] \) for every permutation \( f \) of \( X \). Let \( t \) belong to \( X \). Always by (3.16), we obtain

\[
t \cdot g = t \cdot \nu(a) = \nu(t \cdot \psi(t)^{-1}[a]) \equiv \nu(t \cdot \psi(t)^{-1}[a']) = t \cdot \nu(a') = t \cdot g',
\]

and \( \equiv \) is compatible with left-multiplication by \( X \).

The \( \equiv_0 \)-class of 1 in \( \mathbb{N}^X \) is the free Abelian submonoid generated by the elements \( s^d \) with \( s \) in \( X \). The \( \equiv \)-class of 1 in \( M \) consists of the image under \( \nu \) of the products of such elements \( s^d \). By Lemma 3.25, the latter are the products of elements \( s^{[d]} \).

(ii) As \( \Delta^d \) is a Garside element in \( M \), every element of \( G \) admits an expression \( \Delta^{dr}h \) with \( r \) in \( \mathbb{Z} \) and \( h \) in \( M \). This expression is not unique, but, if \( g = \Delta^{dr}h = \Delta^{dr_1}h_1 \) holds with, say, \( r_1 < r \), then, as \( M \) is left-cancellative, we must have \( h_1 = \Delta^{(r-r_1)}h \), whence \( h_1 \equiv h \) by (3.30). So, for every \( h' \) in \( M \), the relations \( h \equiv h' \) and \( h_1 \equiv h' \) are equivalent. It is then easy to deduce that \( \equiv \) is an equivalence relation on \( G \) and that it extends the relation \( \equiv_0 \) on \( M \); in particular, the reflexivity of \( \equiv \) follows from the fact that every element of \( G \) admits an expression \( \Delta^{dr}h \) with \( h \) in \( M \). Then the compatibility of \( \equiv \) with multiplication on \( G \) follows from the compatibility on \( M \) and the fact that \( \Delta^d \) lies in the center of \( G \).

Finally, the \( \equiv \)-class of 1 in \( G \) consists of all elements \( \Delta^{dr}h \) with \( h \) in \( M_1 \). As \( \Delta^d \) belongs to \( M_1 \), this is the group of fractions of \( M_1 \) in \( G \), hence the free Abelian subgroup of \( G \) generated by the elements \( s^{[d]} \) with \( s \) in \( X \). \( \square \)

We can now conclude.

Proof of Proposition 3.28. Let \( W \) be the quotient-group \( G/\equiv \). By Lemma 3.25, the kernel of the projection of \( G \) onto \( W \) is the free Abelian group based on \( \{s^d \mid s \in X\} \), hence it is isomorphic to \( \mathbb{Z}^X \), so we have an exact sequence \( 1 \to \mathbb{Z}^X \to G \to W \to 1 \). The cardinality of \( W \) is the number of \( \equiv \)-classes in \( G \). As every element of \( G \) is \( \equiv \)-equivalent to an element of \( M \), this number is also the number of \( \equiv_0 \)-classes in \( M \), and hence the number \( d^0 \) of \( \equiv_0 \)-classes in \( \mathbb{N}^X \), and we have \( W = M/\equiv \) as well.

By definition, \( s^{[d]} \equiv 1 \) holds for every \( s \) in \( X \). Conversely, the congruence \( \equiv_0 \) on \( \mathbb{Z}^X \) is generated by the pairs \( (s^d, 1) \) with \( s \) in \( X \), hence the congruence \( \equiv \) on \( G \) is generated by the pairs \( (s^{[d]}, 1) \) with \( s \) in \( X \). Hence a presentation of \( W \) is obtained by adding to the presentation (2.6) of \( G \) and of \( M \) the \( n \) relations \( s^{[d]} = 1 \) with \( s \) in \( X \).

By construction, the bijection \( \nu \) is compatible with the congruences \( \equiv_0 \) on \( \mathbb{N}^X \) and \( \equiv \) on \( M \), so it induces a bijection \( \pi \) of \( \mathbb{Z}^X / \equiv_0 \), which is \( (\mathbb{Z}/d\mathbb{Z})^X \), onto \( G/\equiv \), which is \( W \), providing a commutative diagram.
Example 3.33 (Coxeter-like group). For an RC-quasigroup of class 1, that is, satisfying \( s \ast t = t \) for all \( s, t \), we find \( \Delta_1 = \Delta^0 = 1 \). The group \( G \) is a free Abelian group, the group \( W \) is trivial, and Proposition 3.23 here reduces to the isomorphism \( \mathbb{Z}X \cong G \).

For class 2, that is, when \((s \ast s) \ast (s \ast t) = t\) holds for all \( s, t \), we find \( \Delta_2 = \Delta^1 = \Delta \), where \( \Delta \) is the right-lcm of \( X \). The element \( \Delta_2 \) has \( 2^n \) divisors which are the right-lcms of subsets of \( X \), and the group \( W \) is the order \( 2^n \) quotient of \( G \) obtained by adding the relations \( s(s \ast s) = 1 \). For instance, in the case of \( \{a, b\} \) with \( s \ast t = f(t) \), \( f : a \rightarrow b \) is the group \( G \) has the presentation \( \langle a, b | a^2 = b^2 \rangle \), the relations \( a^2 = b^2 = 1 \) both amount to \( ab = ba \), and the associated Coxeter-like group \( W \) is a cyclic group of order 4.

For class 3, let us consider as in Example 3.24 the RC-quasigroup \( \{a, b, c\} \) with \( s \ast t = f(t) \) and \( f : a \rightarrow b \) with \( c \). The presentation of the associated group \( G \) is \( \langle a, b, c | ac = ba = c^2, cb = a^2 \rangle \). With the same notation as above, the smallest Garside element \( \Delta \) is \( a^3 \). As the class of \( (X, \ast) \) is 3, we consider here \( \Delta_3 = \Delta^2 = a^6 \). The lattice \( \text{Div}(\Delta_3) \) has 27 elements, its Hasse diagram is the cube shown in Figure 4. The latter is also the Cayley graph of the germ derived from \( (W, \{a, b, c\}) \), that is, the restriction of the Cayley graph of \( W \) to the partial product of the germ. The Cayley graph is the product of the 3 cyclic groups of order 4. To the above presentation the relations \( s|3 = 1 \), that is, \( s(s \ast s)(s \ast s)(s \ast s) = 1 \), namely \( abc = bac = cba = 1 \), here reducing to \( abc = 1 \), yields for \( W \) the presentation \( \langle a, b, c | ac = ba = c^2, cb = a^2 \rangle \). One can check that alternative presentations of \( W \) are \( \langle a, b | a = b^2 ab, b = aba^2 \rangle \) and \( \langle a, b | a = b^2 ab, a^3 = b^3 \rangle \).
The question naturally arises of characterizing Coxeter-like groups associated with finite RC-quasigroups (hence, equivalently, with solutions of YBE) as described in Proposition 3.23. We shall establish now that, exactly as structure groups of solutions of YBE are those groups that admit an $I$-structure, their Coxeter-like quotients are those finite groups that admit the counterpart of an $I$-structure where some cyclic group $\mathbb{Z}/d\mathbb{Z}$ replaces $\mathbb{Z}$, that is, what was called an $I(\mathbb{Z}/d\mathbb{Z})^X$-structure in Definition 3.2.

**Proposition 3.34 (characterization).** For every finite group $W$, the following conditions are equivalent:

(i) There exists a finite RC-quasigroup $(X, \star)$ of class $d$ such that $W$ is the Coxeter-like group associated with $(X, \star)$ and $d$.

(ii) The group $W$ admits a right-$I(\mathbb{Z}/d\mathbb{Z})^X$-structure based on $X$.

**Proof.** Assume that $(X, \star)$ is a finite RC-quasigroup and $G$ and $M$ are the associated group and monoid. Then $M$ admits an $I$-structure $\nu$. With the notation of Lemma 3.31, the congruences $\equiv_0$ on $\mathbb{Z}^X$ and $\equiv$ on $G$ are compatible and $\nu$ induces a well-defined map $\overline{\varphi}$ of $(\mathbb{Z}/d\mathbb{Z})^X$ to $G/\equiv$ that makes the diagram of (3.32) commutative. Then $\overline{\varphi}$ is bijective by construction, and projecting the relation (3.4) for $\nu$ gives its counterpart for $\overline{\varphi}$. So $\overline{\varphi}$ is a right-$I(\mathbb{Z}/d\mathbb{Z})^X$-structure for $G/\equiv$, and (i) implies (ii).

Conversely, assume that $W$ is a finite group admitting a right-$I(\mathbb{Z}/d\mathbb{Z})^X$-structure based on $X$. As $(\mathbb{Z}/d\mathbb{Z})^X$ satisfies (3.11), Lemmas 3.10 and 3.14 apply. Thus putting $s \star t = \psi(s)(t)$ yields an RC-quasigroup and the formulas (3.15) are valid. Let $s$ and $t$ belong

---

**Figure 4.** The Coxeter-like group associated with the RC-quasigroup of Example 2.31: the 27-vertex cube shown above is the lattice of divisors of $a^6$ in the associated monoid $M$, the Hasse diagram of the weak order on the finite group $W$ with respect to the generators $a, b, c$, and the Cayley graph of the germ derived from $W$ with respect to the previous generators.
to $X$. In $(\mathbb{Z}/d\mathbb{Z})^X$, we have $s^d = 1$, whence $\psi(s^d) = \psi(1) = \text{id}_X$. Applying (3.15) (left), we deduce $\Omega_{d+1}(s, \ldots, s, t) = \psi(s^d)(t) = t$. Hence $(X, \ast)$ is of class $d$.

Now, let $M$ be the monoid associated with $(X, \ast)$, and $W'$ be the associated finite quotient as provided by Proposition 3.23. The monoid $M$ is generated by $X$ and it admits a presentation consisting of all relations $s(s \ast t) = t(t \ast s)$ with $s, t$ in $X$. By assumption, the group $W$ is generated by $X$, and the relations $s(s \ast t) = t(t \ast s)$ with $s, t$ in $X$ are satisfied in $W$ since they are equivalent to $\nu(s) = \nu(t)$ and $(\mathbb{Z}/d\mathbb{Z})^X$ is Abelian. Hence there exists a surjective homomorphism $\theta$ from $M$ to $W$ that is the identity on $X$.

Next, $W'$ is the quotient of $M$ (and of its group of fractions) obtained by adding the relations $s^d = 1$, that is, $\Pi_d(s, \ldots, s) = 1$ for $s$ in $X$. Now, in $W$, we have $\Pi_d(s, \ldots, s) = \nu(s^d)$ by (3.15): as $s^d = 1$ holds in $(\mathbb{Z}/d\mathbb{Z})^X$, we deduce from (3.15) that, in $W$, we have $\Pi_d(s, \ldots, s) = 1$ for every $s$ in $X$. Thus the surjective homomorphism $\theta$ factorizes through $W'$, yielding a surjective homomorphism $\overline{\theta}$ from $W'$ to $W$. As both $W'$ and $W$ have cardinality $d^n$, the homomorphism $\overline{\theta}$ must be an isomorphism. Hence $W$ is the Coxeter-like quotient of the group associated with $(X, \ast)$ and $d$. So (ii) implies (i).

Using Proposition 3.19 we deduce

**Corollary 3.35 (wreath product).** Every finite group that is the Coxeter-like group associated with an RC-quasigroup of size $n$ and class $d$ embeds into the wreath product $(\mathbb{Z}/d\mathbb{Z}) \wr \Sigma_n$, so that the first component is a bijection.

**Example 3.36 (wreath product).** For the last group $W$ of Example 3.33 owing to the fact that the permutations of $\{1, 2, 3\}$ associated with $a, b, c$ all are the cycle $f : 1 \mapsto 2 \mapsto 3 \mapsto 1$, one obtains a description as the family of the 27 tuples $(p, q, r; f^{p+q+r})$ with $p, q, r$ in $\mathbb{Z}/3\mathbb{Z}$, the product of triples being twisted by the action of $f^{p+q+r}$ on positions.

We conclude with observations about linear representations of the groups $G$ and $W$ associated with a finite RC-quasigroup. Here again, we start from the trivial case of a free Abelian group and use the $I$-structure to carry the results.

**Proposition 3.37 (linear representation).** Assume that $(X, \ast)$ is an RC-quasigroup of cardinal $n$ and class $d$. Let $G$ be the associated group. For $s$ the $i$th element of $X$ (in some fixed enumeration), define

\begin{equation}
\Theta(s) = \Theta_0(s)P_\psi(s),
\end{equation}

where $\Theta_0(s)$ is the diagonal $n \times n$-matrix with diagonal entries $(1, \ldots, 1, q, 1, \ldots, 1)$. $q$ at position $i$ and $P_\psi$ is the permutation matrix associated with a permutation $f$ of $\{1, \ldots, n\}$. Then $\Theta$ provides a faithful representation of $G$ into $\text{GL}(n, \mathbb{Q}[q, q^{-1}])$: specializing at $q = \exp(2i\pi/d)$ gives a faithful representation of the associated Coxeter-like group $W$. 

---

**Diagram:**

\[\begin{array}{ccc}
\mathbb{Z}/d\mathbb{Z}^X & \xrightarrow{\pi_0} & M \\
\downarrow & & \downarrow \theta \\
(\mathbb{Z}/d\mathbb{Z})^X & \xrightarrow{\pi} & W' \quad \xrightarrow{\overline{\theta}} W
\end{array}\]
Proof. First, \( \Theta_0 \), which is initially defined on \( X \), extends multiplicatively into a well-defined faithful representation of \( \mathbb{Z}^X \) into \( \text{GL}(n, \mathbb{Q}[q, q^{-1}]) \) since \( \Theta_0(\prod s_i^e) \) is the diagonal matrix with diagonal \( (q^{e_1}, \ldots, q^{e_n}) \), and specializing at \( q = \exp(2i\pi/d) \) gives a faithful representation of \( (\mathbb{Z}/d\mathbb{Z})^X \).

We now carry the results to \( G \). First, let \( \Theta^* \) be the multiplicative extension of \( \Theta \) to \( X^* \), and let \( s, t \) lie in \( X \). By construction, we have \( s \ast t = \psi(s)(t) \), and we find

\[
\Theta^*(s \ast t) = \Theta(s) \Theta(\psi(s)(t))
\]

\[
= \Theta_0(s) P_{\psi(s)}(s) \Theta_0(\psi(s)(t)) P_{\psi(\psi(s)(t))}
\]

by definition

\[
= \Theta_0(s) \Theta_0(t) P_{\psi(s)} P_{\psi(\psi(s)(t))}
\]

by conjugating a diagonal matrix by a permutation matrix

\[
= \Theta_0(s) P_{\psi(s)} \psi(\psi(s)(t)) P_{\psi(s)}
\]

by definition

\[
= \Theta_0(s) P_{\psi(s)}
\]

by \( (3.16) \)

As \( st = ts \) holds in \( \mathbb{N}^X \), we deduce \( \Theta^*(s \ast t) = \Theta^*(t \ast s) \). As \( M \) is presented by the relations \( s(s \ast t) = t(t \ast s) \) with \( s, t \) in \( X \), we deduce that \( \Theta^* \) induces a well-defined homomorphism \( \Theta \) of \( M \) to \( \text{GL}(n, \mathbb{Q}[q, q^{-1}]) \). As we are working with invertible matrices, the latter homomorphism extends to the group of fractions \( G \) of \( M \).

Further, the relation \((3.38)\) extends into

\[
(3.39) \quad \Theta(\nu(a)) = \Theta_0(a) P_{\psi(a)}
\]

which holds for every \( a \) in \( \mathbb{N}^X \), and then in \( \mathbb{Z}^X \): for an induction, the point is to find \( \Theta_0(\nu^{-1}(g)) \) in \( \mathbb{N}^X \) and \( s \) in \( X \), and the verification is exactly similar to the above computation, using the general form of \( (3.16) \), namely \( \psi(as) = \psi(\psi(a)(s)) \ast \psi(a) \).

As for faithfulness, \( (3.39) \) implies that \( \Theta_0(\nu^{-1}(g)) \) is the unique diagonal matrix obtained from \( \Theta(g) \) by right-multiplication by a permutation matrix, so \( \Theta(g) \) determines \( \nu^{-1}(g) \), hence \( g \).

Finally, specializing at a \( d \)th root of unity induces a well-defined faithful representation of the finite group \( W \) since, by definition, \( g \) and \( g' \) represent the same element of \( W \) if and only if \( \nu^{-1}(g) \) and \( \nu^{-1}(g') \) are \( \equiv_0 \)-equivalent, hence if and only if the matrices \( \Theta_0(\nu^{-1}(g)) = \exp(2i\pi/d) \) and \( \Theta_0(\nu^{-1}(g')) = \exp(2i\pi/d) \) are equal.

Example 3.40 (linear representation). Coming back to the last case in Example 3.33 with the enumeration \((a, b, c)\), the permutations \( \psi(a) \), \( \psi(b) \), and \( \psi(c) \) all are the 3-cycle \((1, 2, 3)\), and we find the explicit representation

\[
\Theta(a) = \begin{pmatrix} 0 & q & 0 \\ 0 & 0 & 1 \\ 1 & 0 & 0 \end{pmatrix}, \quad \Theta(b) = \begin{pmatrix} 0 & 1 & 0 \\ 0 & 0 & q \\ 1 & 0 & 0 \end{pmatrix}, \quad \Theta(c) = \begin{pmatrix} 0 & 1 & 0 \\ 0 & 0 & 1 \\ q & 0 & 0 \end{pmatrix}.
\]

Specializing at \( q = \exp(2i\pi/3) \) gives a faithful unitary representation of the associated 27-element group \( W \). Using the latter, it is easy to check for instance that \( W \) has exponent 9: \( a, b, c \) have order 9, and all elements have order 1, 3, or 9.
Corollary 3.41 (group of isometries). Every finite group that is the Coxeter-like group associated with a size $n$ RC-quasigroup can be realized as a group of isometries in an $n$-dimensional Hermitian space.

Proof. The matrices $\Theta_\nu(a) = \exp(2\pi i/d)$ correspond to order $d$ complex reflections, whereas permutation matrices are finite products of hyperplane symmetries. \qed

Exercises

Exercise 125 (bijective RC-quasigroup). Assume that $(X, \ast)$ is an RC-quasigroup. Let $\psi : X \to X$ and $\Psi : X \times X \to X \times X$ be defined by $\psi(a) = a \ast a$ and $\Psi(a, b) = (a \ast b, b \ast a)$. Show that $\Psi$ is injective (resp. bijective) if and only if $\psi$ is.

Exercise 126 (right-complement). Assume that $(X, \ast)$ is an RC-quasigroup and $M$ is the associated structure monoid. (i) Show that, for every element $f$ in $M \cap X^p$, the function from $X$ to $X \cup \{1\}$ that maps $f$ to $f \setminus t$ takes pairwise distinct values in $X$ plus at most $p$ times the value 1. (ii) Deduce that, for $I$ a finite subset of $X$ with cardinal $n$, the right-lcm $\Delta_I$ of $I$ lies in $X^n$.

Exercise 127 (class). For $X = \{a_1, \ldots, a_n\}$, define $s \ast t = f(t)$ where $f$ is the cyclic permutation that maps $a_i$ to $a_i + 1 (\text{mod} \ n)$ for every $i$. Show that, for all $p$, $i$ and $s_1, \ldots, s_p$ in $X$, we have $\Omega_{p+1}(s_1, \ldots, s_p, a_i) = a_i + p (\text{mod} \ n)$. Deduce that the minimal class of $(X, \ast)$ is $n$.

Exercise 128 ($I$-structure). Assume that $(X, \ast)$ is a bijective RC-quasigroup. (i) Show (by a direct argument) that the map $\nu$ from $X^* \times X$ to $X$ defined by $\nu(t) = s \ast t$ for $s$ in $X$, and $(u|v)s = u|\nu(u|v)s)$ induces a well-defined map from $M \times X$ to $X$. (ii) Show that the map $\nu$ from $X^* \times M$ defined by $\nu(1) = 1$, $\nu(s) = s$, and $\nu(ws) = \nu(w) \cdot (\nu(w)s)$ for $s$ in $X$ induces a well-defined map from $\Pi(X)$ to $M$.

Exercise 129 (parabolic submonoid). (i) Assume that $(X, \rho)$ is a finite involutive non-degenerate set-theoretic solution of YBE and $M$ is the associated structure monoid. Show that a submonoid $M_1$ of $M$ is parabolic if and only if there exists a (unique) subset $I$ of $X$ satisfying $\rho(I \times I) = I \times I$ such that $M_1$ is the submonoid of $M$ generated by $I$. (ii) Assume that $(X, \ast)$ is a finite RC-system and $M$ is the associated structure monoid. Then a submonoid $M_1$ of $M$ is parabolic if and only if there exists a (unique) subset $I$ of $X$ such that $I$ is closed under $\ast$ and $M_1$ is the submonoid generated by $I$. (iii) Show that, if $(X, \ast)$ is an infinite RC-quasigroup, there may exist subsets $I$ of $X$ that are closed under $\ast$ but the induced RC-system $(I, \ast)$ is not an RC-quasigroup.

Notes

Sources and comments. We refer to Jimbo [132] for an introduction to the Yang–Baxter equation. The latter takes its name from independent work of C. N. Yang from 1968, and
The investigation of set-theoretic solutions of YBE goes back to V. Drinfeld in 1992 in [113]—where a connection with the self-distributivity law of Chapter XI is mentioned. A pair \((X, \rho)\) where \(\rho\) is a bijection of \(X \times X\) is sometimes called a quadratic set, and a quadratic set is said to be braided if it satisfies (1.6). So a set-theoretic solution of the Yang–Baxter equation is also a braided quadratic set.

Biracks and, previously, racks and quandles, have been introduced in low-dimensional topology as an algebraic counterpart of Reidemeister moves, see Joyce [153], Fenn–Rourke [120], and [77]: the basic principle is that, when one puts colors on the strands of a braid diagram and pushes the colors through crossing according to the rule

\[
\begin{array}{cc}
  b & a \quad b \\
  a & a \quad b
\end{array}
\]

that is, when \(b\) overcrosses \(a\), the colors become \(a \quad b\) and \(a \quad b\), then the birack laws naturally appear as the condition for an invariance of the output colours under braid relations (Reidemeister move III), and the assumption that translations are bijective appear as the condition for an invariance under Reidemeister move II. The connection between set-theoretic solutions of YBE and biracks can then be considered to belong to folklore.

The connection between set-theoretic solutions of YBE and the right-cyclic law was described by W. Rump in [201]; the latter paper also contains (among others) the result that every finite RC-quasigroup is bijective.

The introduction of the structure group associated with a set-theoretic solution of YBE goes back to P. Etingof, T. Schedler, and A. Soloviev in [119]. These groups then received much attention. The results about the \(I\)-structure go back to T. Gateva-Ivanova and M. van den Bergh [126], building on earlier results of J. Tate and M. van den Bergh about Sklyanin algebras and what they called algebras of \(I\)-type [221]. Further results about monoids of \(I\)-type, in particular the connection with a wreathed Abelian monoid, appear in Jespers–Okniński [150] and in Cedó–Jespers–Okniński [53]; a comprehensive exposition is available as Chapter 8 of the book [151] by E. Jespers and J. Okniński.

The connection between set-theoretic solution of YBE and Garside monoids, in particular the characterization of Proposition 2.34, was established by F. Chouraqui in [59]; further results appear in Chouraqui–Godelle [60] and [61]. See also Gateva–Ivanova [123], in which square-free solutions of YBE are considered, namely those satisfying \(\rho(a, a) = (a, a)\) for every \(a\) in the reference set. The results of Subsection 3.3 are inspired by those of Chouraqui–Godelle [61], which correspond to the special case of class 2 RC-quasigroups; the current results have been announced in [91]. Corollary 3.35 implies...
that the Coxeter-like groups $W$ associated with finite RC-quasigroups are $IG$-monoids in the sense of [140]. It follows that they inherit all properties of such monoids established there, in particular in terms of the derived algebras $K[W]$ and their prime ideals. About the existence of a finite quotient whose associated kernel is free Abelian, one can show using general results of Gromov that every finitely generated group $G$ whose Cayley graph is (quasi)-isometric to that of $\mathbb{Z}^n$ must be virtually $\mathbb{Z}^n$, that is, there exists an exact sequence $1 \to \mathbb{Z}^n \to G \to W \to 1$ with $W$ finite, see [33]. By definition, an $I$-structure is an isometry as above, and, therefore, the existence of a finite quotient $W$ as in Proposition 3.23 can be seen as a concrete instance of the above (abstract) result.

The current exposition is original in that it emphasizes the crucial role of RC-quasigroups. Section 1 is reminiscent of Rump’s approach in [201], with more explicit details. All results in Section 2 appear in literature, but the current exposition based on general results involving complemented presentations and on developing the polynomial calculus of Subsection 2.2 was never used so far. Note the efficiency of this approach, which allows for short inductive proofs for formulas like (2.22) or (2.25) which, when fully expanded, would be awful. Up to our knowledge, the argument for Proposition 2.34 is new. Similarly, the exposition in Subsections 3.1 and 3.2 does not follow the one of [151] but rather puts the emphasis on the connection between the $I$-structure and the RC-law.

**Further results and questions.** W. Rump’s result that every finite RC-quasigroup is bijective (Proposition 1.35) is used in the proof of Proposition 2.30 only once, in order to guarantee that the monoid associated with a finite RC-quasigroup is right-cancellative, that is, equivalently, that the functor $\phi_\Delta$ is injective. A natural question is whether either of these results can be proved without appealing to Proposition 1.35 (for instance, by showing that $\phi_\Delta$ is surjective on atoms), in which case one would obtain an alternative proof of the latter based on a Garside approach.

At the moment, no exhaustive classification of the finite (involutive, nondegenerate) set-theoretic solutions of the Yang–Baxter equation is in view. By Proposition 3.19 the monoids associated with solutions based on $S$ embed in the wreath product $\mathbb{N} \wr S$ and it was suggested in [53] to use the second projections of the images, called involutive Yang–Baxter (IYB) groups, for classifying the solutions of YBE. The Coxeter-like groups of Proposition 3.23 appear as other natural candidates for a classification. As every such group characterizes the associated RC-quasigroup, classifying all Coxeter-like groups is a priori not easier than classifying all solutions of YBE, a presumably (very) difficult task. On the other hand, the analogy with Coxeter groups suggests to further investigate their geometrical properties.

So far, Proposition 2.34 is the only known global characterization of a relatively large family of Garside groups: together with the results of Section 3 it identifies the Garside groups that admit a presentation of a certain form with those that admit an $I$-structure, hence resemble a free Abelian group $\mathbb{Z}^n$ in some precise sense. One might think of replacing free Abelian groups with other reference (Garside) groups $\Gamma$ and consider those groups that admit a “$I\Gamma$-structure” in the sense of Definition 3.7, that is, their Cayley graph is that of $\Gamma$ up to relabeling the edges. Should the above approach make sense, a natural problem would be

**Question 38.** Can one characterize the Garside groups that admit an $I\Gamma$-structure?
By the results of Section 3, the Garside groups that admit an $I\mathbb{Z}^n$-structure are those associated with RC-quasigroups, and Question 38 asks for a similar characterization of those admitting for instance an $IB_n$-structure, whatever it means, where $B_n$ is Artin’s $n$-strand braid group. From there, one can imagine various conjectures in the direction of a classification of (all) Garside groups. Addressing the most general case is just a dream at the moment, but considering particular classes, such as the class of modular Garside groups of [204], might lead to more accessible problems.

Returning to Earth, we refer to Section XIV.2 in the next chapter for further results involving the monoids associated with RC-systems that are not necessarily RC-quasigroups, that is, structures $(X, \ast)$ where $\ast$ satisfies the RC-law $(x \ast y) \ast (x \ast z) = (y \ast x) \ast (x \ast z)$ but the left-translations $t \mapsto s \ast t$ need not be bijective.
Chapter XIV
More examples

This final chapter is an introduction to four unrelated situations where interesting Garside structures arise. The first two are general schemes for deriving (new) Garside structures from previously given structures, whereas the last two sections describe particular families of Garside structures appearing in a topological context.

In Section 1 we show how to associate with every category equipped with a distinguished Garside family new categories whose objects are decompositions of (certain) elements of the category. As an application, we give the algebraic part of the proof by D. Bessis in [7] that periodic elements of the same period are conjugate in the braid group of a well-generated complex reflection group (Proposition 1.8), as well as a new proof of (a variant of) Deligne’s Theorem stated as Proposition X.3.5.

Next, we show in Section 2 how to attach a category equipped with a distinguished Garside family to every (weak) RC-system, a general construction that extends the one of Chapter XIII where a Garside monoid is associated with every RC-quasigroup, see Proposition 2.27. The interest of the extension is to potentially capture a number of new examples.

In Section 3, we describe what is called the braid group of \( Z^n \) in Krammer [162]. This group is a sort of counterpart of the braid group \( B_n \) in which the symmetric group \( S_n \) and its action on the orderings of \( \{1, \ldots, n\} \) are replaced by the group \( GL(n, Z) \) and its action on the left-invariant orderings of \( Z^n \). It is a seminal example for a Garside germ derived from a lattice (Proposition 3.11).

Finally, Section 4 contains an introduction to the family of groupoids arising from decompositions of a punctured disk investigated in Krammer [163] (Proposition 4.21). These groupoids can be seen as a generalization of the braid group \( B_n \), here viewed as the mapping class group of an \( n \)-punctured disk. They involve unexpected combinatorial objects like the MacLane–Stasheff associahedra, opening fascinating questions.

1 Divided and decompositions categories

Starting with a fixed Garside family \( S \) in a cancellative category \( C \), we define and investigate new categories derived from the pair \((C, S)\), whose objects are \( S \)-decompositions of (some) elements of \( C \). To this end, we shall define several germs, prove that they are Garside germs and describe their elements precisely. As mentioned in the introduction, this approach will enable us to reprove results by D. Bessis about periodic elements and Deligne’s Theorem about the action of braid groups on bicategories.

There are two subsections. In Subsection 1.1 we investigate divided categories, a construction developed by D. Bessis in [8], which corresponds to the specific case when the initial Garside family is bounded by a map \( \Delta \) and one considers the decompositions of
the elements $\Delta(x)$, and contains the application to periodic elements. In Subsection 1.2, we develop an extended approach in which, instead of specifically considering the roots of a Garside map $\Delta$, we consider decompositions of arbitrary elements and establish general versions of the common basic results, leading to the new proof of Deligne’s Theorem.

In this section, we apply Convention V.3.7 (omitting source), thus writing $\Delta$ instead of $\Delta(x)$ when there is no need to specify $x$ explicitly.

### 1.1 Divided categories

The construction of divided categories comes from D. Bessis in [8]. The construction of [8] is based on a topological intuition, whereas the current exposition will be exclusively algebraic. As an application, we shall define a context where periodic elements in a category become Garside maps in an associated divided category. As the current construction is a particular case of the constructions of Subsection 4.2, several proofs will be deferred to the latter.

Here we start with a Garside map $\Delta$ in a cancellative category $C$, and aim at adding $n$th roots of $\Delta$. For a very coarse intuition, we may think of extending, say, the field $\mathbb{Q}$ into a larger field $\mathbb{Q}[\sqrt[n]{\alpha}]$ by adding new elements. In the current case, the natural idea is to add new objects to our initial category so as to create new length $n$ paths for every element (that is, length one path) of which we wish to add an $n$th root.

We recall that, by Proposition V.2.32 (Garside map II), every Garside map $\Delta$ in a cancellative category $C$ gives rise to an automorphism of $C$ denoted by $\phi_{\Delta}$.

#### Convention 1.1 (sequences).

Hereafter in this section, when $g$ is a sequence of elements of a category (or a germ), $g_i$ refers to the $i$th entry of $g$. This applies in particular to paths, which are particular sequences (namely those in which the target of every element coincides with the entry of the next one). On the other hand, as in Chapters VIII, X, and XI a triple $(u, f, v)$ will be denoted by $u \overset{f}{\rightarrow} v$.

#### Definition 1.2 (divided category).

Assume that $C$ is a cancellative category that is Noetherian and admits no nontrivial invertible element, and $\Delta$ is a Garside map in $C$. Write $S$ for $Div(\Delta)$. For $n \geq 1$, we define a family $S_n$ and a category $C_n$, called the nth divided category of $C$, as follows.

(i) An object of $C_n$ is a length $n$ decomposition of some element $\Delta(-)$.

(ii) An element of $S_n$ is a triple $u \overset{f}{\rightarrow} v$ with $u, v$ in $\text{Obj}(C_n)$ and $f$ in $S^n$ such that there exists $f'$ in $S^n$ satisfying $u_i = f_i f'_i$ and $f'_i f'_{i+1} = v_i$ for every $i$, with $f_{n+1} = \phi_{\Delta}(f_1)$.

(iii) An element of $C_n$ is a finite product of elements of $S_n$, the product being defined by $(u \overset{f}{\rightarrow} v)(v \overset{g}{\rightarrow} w) = u \overset{h}{\rightarrow} w$ with $h_i = f_i g_i$ for each $i$.
Thus every element \( u \xrightarrow{f} v \) of \( S_n \) gives rise to a commutative diagram

\[
\begin{array}{c}
\begin{array}{cccc}
& u_1 & u_2 & \cdots & u_n \\
\downarrow f_1 & \downarrow f_2 & \cdots & \downarrow f_n \\
v_1 & v_2 & \cdots & v_n \\
\end{array}
\end{array}
\]

\[ \phi\Delta(g_1) \]

**Notation 1.3.** For an object \( u \) of \( C_n \), we denote by \([u]\) the element of \( C \) that is equal to the product of the successive entries of \( u \).

**Example 1.4 (divided category).** Mapping every object \( x \) of \( C \) to the (length one) path \( \Delta(x) \), and every element \( s \) of \( S(x,y) \) to the element \( \Delta(x) \xrightarrow{s} \Delta(y) \), that is, to the square shown on the right defines an isomorphism from \( C \) to \( C_1 \).

By definition, an element of \( C_n \) corresponds to a rectangular grid, which is a vertical juxtaposition of elementary diagrams corresponding to elements of \( S_n \). We will show in the next subsection (Corollary 1.18) that such an element is indeed determined by its source \( u \) and by the sequence \((f_1, \ldots, f_n)\), where \( f_i \) is the product of the elements that occur in the \( i \)th column of a grid as above. This makes the notation \( u \xrightarrow{f} \) unambiguous for such an element, and the same applies to the elements of the enveloping groupoid of \( C_n \).

On the model of Example 1.4, it should be clear that mapping \( x \) to \( 1_x \cdots 1_x \Delta(x) \) and, for \( s \) in \( Div(\Delta) \), mapping \( s \) to

\[
\begin{array}{c}
\begin{array}{cccc}
1_x & \cdots & 1_x \\
\downarrow s & \cdots & \downarrow s \\
1_x & \cdots & 1_x \\
\end{array}
\end{array}
\]

\[ \phi\Delta(s) \]

provides an injective functor from \( C \) to \( C_n \).

**Proposition 1.5 (Garside map \( \Delta_n \)).** Assume that \( C \) is a cancellative category that is Noetherian, admits no nontrivial invertible element, and \( \Delta \) is a Garside map. Then, for every \( n \), the category \( C_n \) is cancellative, Noetherian, it admits no nontrivial invertible element, and \( S_n \) is a Garside family in \( C_n \) that is bounded by the map \( \Delta_n \) that sends every object \( u \) of \( C_n \) to the element

\[
\begin{array}{c}
\begin{array}{cccc}
& u_1 & u_2 & \cdots & u_n \\
& u_2 & \cdots & \cdots & u_n \\
& u_1 & \cdots & \cdots & u_n \\
\end{array}
\end{array}
\]

\[ \phi\Delta(u_1) \]
A direct verification is easy, but we skip it because, with the notation of Subsection 4.2, the category \( C_n \) identifies with the full subcategory of \( C_n(\phi_\Delta) \) whose objects are decompositions of \( \Delta \), and Proposition 1.5 immediately follows from Proposition 1.13.

We now compare the enveloping groupoids of a category \( C \) and of its \( n \)th divided category \( C_n \). The (slightly surprising) result is that, whereas \( C_n \) is intuitively larger than \( C \), nevertheless the enveloping groupoids \( \mathcal{E}nv(C) \) and \( \mathcal{E}nv(C_n) \) are equivalent. The result is due to D. Bessis in [8, 9.4]; we shall establish it here in a more explicit way than in [8], replacing the topological arguments in loc. cit. by an explicit natural transformation.

We recall from [167] that, if \( C, C' \) are categories, an equivalence of categories between \( C \) and \( C' \) consists of a pair of functors \( \phi : C \to C' \), \( \phi' : C' \to C \), plus natural isomorphisms from \( \phi' \circ \phi \) to \( \text{id}_C \) and from \( \phi \circ \phi' \) to \( \text{id}_{C'} \).

**Proposition 1.6 (equivalence of groupoids).** Assume that \( C \) is a cancellative category that is Noetherian, admits no nontrivial invertible element, and \( \Delta \) is a Garside map. For \( x \) in \( \text{Obj}(C) \) and for \( s \) in \( S(x, y) \), put

\[
\rho_n(x) = 1_x | 1_x | \cdots | 1_x | \Delta(x) \quad \text{and} \quad \rho_n(s) = \rho_n(x) \xrightarrow{[s, \ldots, s]} \rho_n(y).
\]

On the other hand, for \( u \) in \( \text{Obj}(C_n) \) with source \( x \) and \( u \xrightarrow{f} v \) in \( C_n \), put

\[
\pi_n(u) = x \quad \text{and} \quad \pi_n(u \xrightarrow{f} v) = f_1.
\]

Then \( \rho_n \) and \( \pi_n \) provide well-defined functors from \( C \) to \( C_n \) and from \( C_n \) to \( C \), respectively, and they induce inverse equivalences of categories between \( \mathcal{E}nv(G) \) and \( \mathcal{E}nv(G_n) \).

![Figure 1. Decomposition of \( \rho_n(s) \) into the product of \( n \) elements of \( S_n \); we recall that \( \partial_s \) is the unique element for which \( s \partial_s \Delta = \Delta(-) \) holds.](image-url)
Proof. First, the diagram of Figure 1 shows that, for $s$ in $S$, the element $\rho_n(s)$ does lie in $C_n$, that is, it admits a decomposition into the product of finitely many elements of $S_n$.

Next, the composition $\pi_n \circ \rho_n$ is the identity of $C$. Conversely, we define a natural transformation $\text{Dil}_n$ from $\rho_n \circ \pi_n$ to the identity functor. For an object $u$ of $C_n$, say $u = s_1 \mid \cdots \mid s_n$ of $C_n$ with $s_1$ in $S(x, -)$, we define $\text{Dil}_n(u)$ to be the dilatation

$$1_x \mid \cdots \mid 1_x | \Delta(x) \xrightarrow{(l_x, s_1, s_1 s_2, \ldots, s_1 \cdots s_{n-1})} s_1 \mid \cdots \mid s_n,$$

which is indeed an element of $C_n$ with source $\rho_n(\pi_n(u))$, that is, $\rho_n(x)$, and target $u$ as witnesses the diagram of Figure 2.

Let $u \xrightarrow{f} v$ with $f_1$ in $C(x, y)$. Then we have $\pi_n(u \xrightarrow{f} v) = f_1$, and

$$(\rho_n \circ \pi_n)(u \xrightarrow{f} v) = \rho_n(x) \xrightarrow{f_1 \cdots f_1} \rho_n(y).$$

Now, in $C$, we have $f_1[v] = [u] \phi_\Delta(f_1)$, where $[u]$ is as in Notation 1.3. In the current case, this reads $g_1 \Delta(y) = \Delta(x) \phi_\Delta(f_1)$. From there, one can deduce a commutative diagram

$$\begin{array}{ccc}
\rho_n(x) & \xrightarrow{(\rho_n \circ \pi_n)(u \xrightarrow{f} v)} & \rho_n(y) \\
\text{Dil}_n(u) \downarrow & & \downarrow \text{Dil}_n(v) \\
 u \xrightarrow{f} v & & v
\end{array}$$

witnessing that $\text{Dil}_n$ is a natural transformation as expected. Now the point is that, since $\text{Dil}_n(u)$ becomes invertible in the groupoid $G_n$, the natural transformation $\text{Dil}_n$ induces in $G_n$ a natural equivalence, whence the proposition. \qed

Figure 2. Decomposition of $\text{Dil}_n(s_1 \mid \cdots \mid s_n)$ into the product of $n - 1$ elements of $S_n$. 
Application to periodic elements. We shall now apply the above construction to the study of periodic elements as developed in Subsection [VIII.3]. Keeping the above notation, assume that $s$ is an $(n, 1)$-periodic element of $S$, that is, $s^n = \Delta$ holds. Then $s|\cdots|s$ is an object of $C_n$, and we have $\pi_n(\Delta_n(s|\cdots|s)) = s$ in $C$, where we recall $\Delta_n$ is the distinguished Garside map in $C_n$ specified in Proposition [15]. Then Equation [17] gives

$$\text{Dil}_n(s|\cdots|s)\Delta_n(s|\cdots|s) = \rho_n(s)\text{Dil}_n(s|\cdots|s),$$

which shows that, in $C_n$, the element $\rho_n(s)$ is conjugate to $\Delta_n(w)$ for $w = s|\cdots|s$. Extending the argument, we shall now reprove [8, Theorem 10.1]; here again we replace the topological proof of Bessis with a direct argument.

**Proposition 1.8 (periodic elements).** In the context of Definition [12], assume in addition that the order of $\phi_\Delta$ is finite. Assume that $d$ is a $(p, q)$-periodic element of $C$. Then there exists an object $w$ of $C_p$ such that $\rho_p(d)$ is conjugate to $\Delta_{p}[q](w)$.

**Proof.** By Proposition [VIII.3.34] (periodic elements), there exist $p', q'$ satisfying $pq' = p'q = 1$ and a conjugate $e$ of $d$ that left-divides $\Delta^{q'[p]}$ such that the element $s$ in $S$ defined by $e^j s = \Delta^{q'[p]}$ satisfies the equalities $e = s\phi_\Delta^q(s)\phi_\Delta^{2q}(s)\cdots\phi_\Delta^{(p-1)q}(s)$ and $s\phi_\Delta^q(s)\phi_\Delta^{2q}(s)\cdots\phi_\Delta^{(p-1)q}(s) = \Delta$. Note that, since we assume that there are no non-trivial invertible element in $C$, the element $e$, because it commutes to its power $\Delta^{[q]}$, is fixed under $\phi_\Delta^{[q]}$. Hence the equality $e^j s = \Delta^{q'[p]}$ implies that $s$ is also fixed under $\phi_\Delta^{[q]}$. It follows that the path $w$ defined by $w = s\phi_\Delta^q(s)\phi_\Delta^{2q}(s)\cdots\phi_\Delta^{(p-1)q}(s)$ is an object of $C_p$ such that, in $C$, the element $g$ defined by $g = \pi_p(\Delta_{[q]}(w)) = s\phi_\Delta^q(s)\phi_\Delta^{2q}(s)\cdots\phi_\Delta^{(p-1)q}(s)$ is conjugate to $d$. Now, by (1.7), we have $\text{Dil}_p(w)\Delta_{p}[q](w) = \rho_p(g)\text{Dil}_p(w)$.

Note that not all paths $\Delta_{p}[q](w)$ are periodic; the condition for such an element to be periodic is that $\Delta_{p}[q](w)$ belong to $\phi_\Delta^{\infty}$, which happens if and only if $\phi_\Delta^q(w) = w$ holds; this is the case for the element $s$ involved in Proposition [13]. The image under $\rho_p$ of the centralizer of $d$ in $C_p$ consists of the elements fixed by the automorphism $\phi_\Delta^{\infty}$, hence it is eligible for Proposition [VII.4,2] (fixed points).

Proposition [1.8] does not prove that all $(p, q)$-periodic elements are pairwise conjugate; this statement would be equivalent to the fact that the decompositions $w$ and $w'$ corresponding to two different $(p, q)$-periodic elements $d$ and $d'$ are in the same connected component of the category of fixed points $C_p^{\phi_\Delta}$. In the cases described in Bessis [8] where the result holds, a topological proof of the connectedness of this category is given, interpreted as corresponding to a simplicial structure on the Garside nerve of a category with a Garside family.

One can show that the category $C_p^{\phi_\Delta}$ is equivalent to the category $(C_p, C)^{\phi_\Delta}$ of Proposition [VIII.3.37] (periodic elements, twisted case).
Remark 1.9. When \( C \) is the dual monoid of a well-generated complex reflection group (see Section IX.3) with reflection degrees \( d_1, \ldots, d_n \) and \( h = d_n \) is the Coxeter number, Bessis-Reiner’s conjecture [14, 6.5] predicts that when \( p \) is the order of a regular element the number of objects in the category \( C_p^{\Delta p} \) is

\[
\prod_i \left\lfloor \frac{(p-1)h + d_i}{d_i} \right\rfloor \zeta_p^{d_i},
\]

where we put \([n]_\zeta = [1 + \zeta + \ldots + \zeta^{n-1}]\) and \( \zeta_p = e^{2i\pi/p} \).

1.2 Decompositions categories

We now explain a construction that is slightly more general than the one of Subsection 1.1 in that we consider the decompositions of arbitrary elements rather than just elements \( \Delta(x) \) where \( \Delta \) is a Garside map. So we now start from a cancellative category \( C \) with a distinguished Garside family \( S \) and an automorphism (possibly the identity), and construct for each \( n \) a new category whose objects are \( S \)-decompositions of length \( n \) of the elements of \( C \). In order to establish that the extended categories have the desired properties, it will be convenient to use some criteria from Chapter VII and, therefore, we shall adopt a germ framework. We recall from Proposition VII.1.11 (germ from Garside) that, whenever \( C \) is a (left)-cancellative category and \( S \) is a Garside family in \( C \), then \( S \) equipped with the partial product induced by the product of \( C \) is a Garside germ, denoted by \( S \), and that \( C \) can then be recovered as the associated category \( \text{Cat}(S) \). So, in practice, we shall start with a Garside germ and an automorphism of this germ, and produce a new Garside germ consisting of sequences of given length of the given germ. Some of the results proved in this subsection were used in of Subsection 1.1 in the particular case of divided categories.

**Definition 1.10 (germ \( S_n(\phi) \)).** Assume that \( C \) is a cancellative category that is right-Noetherian and admits conditional right-lcms, \( S \) is a Garside family of \( C \) that is closed under left- and right-divisor, and \( \phi \) is an automorphism of \( C \). For every positive integer \( n \), we define a germ \( S_n(\phi) = (S_n, \text{Obj}(S_n), \cdot) \) in the following way.

(i) The objects of \( S_n(\phi) \) are the \( S \)-paths \( u \) of length \( n \) in \( S \) such that the target of \( u_n \) is the image of the source of \( u_1 \) under \( \phi \).

(ii) An element of \( S_n(\phi) \) is a triple \( u \xrightarrow{f} v \) with \( u, v \in \text{Obj}(S_n) \) and \( f \) in \( S^n \) such that there exists \( f' \) in \( S^n \) satisfying \( u_i = f_i f' \) and \( f_i f'_{i+1} = v_i \) for every \( i \), where we put \( g_{n+1} = \phi(g_1) \).

(iii) The product of two elements \( u \xrightarrow{f} v \) and \( v \xrightarrow{g} w \) of \( S_n(\phi) \) is defined when \( f g_i \preceq u_i \) holds for every \( i \), and it is given by \( (u \xrightarrow{f} v) \cdot (v \xrightarrow{g} w) = u \xrightarrow{h} w \) with \( h \) defined by \( h_i = f_i \circ g_i \) for each \( i \).

(iv) For \( u \) in \( \text{Obj}(S_n) \), the identity-element \( 1_u \) is \( u \xrightarrow{(1_{u_1}, \ldots, 1_{u_n})} u \).
It should be obvious that Definition \ref{def:product} extends Definition \ref{def:division} which corresponds to the case when \( \phi \) is \( \phi_\Delta \) and the objects are restricted to decompositions of \( \Delta \). Point (ii) in Definition \ref{def:product} is illustrated by the following diagram, which is entirely similar to the diagram after Definition \ref{def:division}.

\[
\begin{array}{c}
\phi(g_1) \\
v_1 & f_1 & f_2 & f_3 & f_n \\
\downarrow & \downarrow & \downarrow & \downarrow & \downarrow \\
v_2 & f'_1 & f'_2 & f'_3 & f'_n \\
u_1 & u_2 & u_3 & u_n
\end{array}
\]

\textbf{Lemma 1.11.} Under the assumptions of Definition \ref{def:product} \( S_n(\phi) \) is a well defined germ.

\textbf{Proof.} The point to see is that (iii) defines a partial product on \( S_n(\phi) \). We have to show that under the condition of (iii) \( u \xrightarrow{f_g} w \) satisfies the conditions for belonging to \( S_n(\phi) \).

Now, if we define \( h_i \) by \( u_i = f_i g_i h_i \), the equality to prove is \( w_i = h_i f_{i+1} g_{i+1} \). This equality is equivalent by left-cancellation to the equality \( f_i g_i w_i = u_i f_{i+1} g_{i+1} \), which is true since, if we write \( g_i g'_i = v_i \), we have \( f_i g_i w_i = f_i g_i g'_i g_{i+1} = f_i v_i g_{i+1} = f_i f_{i+1} g_{i+1} = u_i f_{i+1} g_{i+1} \).

\textbf{Lemma 1.12.} Under the assumptions of Definition \ref{def:product} let \( u \xrightarrow{f} v \) and \( u \xrightarrow{g} w \) be two elements of \( S_n(\phi) \). Then \( f \) left-divides \( g \) in \( S_n(\phi) \) if and only if, for every \( i \), the element \( f_i \) left-divides \( g_i \) in \( C \). Then the associated right-quotient \( h \) is unique, given by \( f_i h_i = g_i \).

\textbf{Proof.} By the description of the product, it is clear that if \( h \) satisfies \( f \cdot h = g \) in \( S_n(\phi) \), then we have \( f_i h_i = g_i \) for every \( i \). The unicity of \( h \) comes from the assumption that \( \Sigma \) is left-cancellative. Let us see that, conversely, the above condition implies that \( h \) is an element of \( S_n(\phi) \). Indeed, from the equality \( g_i w_i = u_i g_{i+1} \), we deduce \( f_i h_i w_i = u_i f_{i+1} h_{i+1} = f_i v_i h_{i+1} \), which by left-cancellation gives \( h_i w_i = v_i h_{i+1} \). Now, let us define \( g'_i \) by \( w_i = g'_i g_{i+1} \). Then the equality \( h_i w_i = v_i h_{i+1} \) is equivalent to \( h_i g'_i g_{i+1} = v_i h_{i+1} \), that is, \( h_i g'_i f_{i+1} h_{i+1} = v_i h_{i+1} \), which implies by right-cancellativity that \( h_i \) left-divides \( v_i \). So, if we define \( h'_i \) by \( v_i = h_i h'_i \), we obtain \( w_i = h'_i h_{i+1} \) as required.

\textbf{Proposition 1.13 (Garside germ).} Assume that \( C \) is a cancellative category that is right-Noetherian and admits conditional right-lcms, \( S \) is a Garside family of \( C \) that is closed under left- and right-divisor, and \( \phi \) is an automorphism of \( C \). Then \( S_n(\phi) \) is a bounded Garside germ.

\textbf{Proof.} We will apply Corollary \cite[2.45]{VI} (recognizing Garside germ, conditional right-lcm case) to \( S_n(\phi) \). We first prove that \( S_n(\phi) \) is associative. To this end, we consider a path \( u \xrightarrow{f} v \xrightarrow{g} w \xrightarrow{h} \) - in \( S_n(\phi) \). The conditions for \( (u \xrightarrow{f} v \xrightarrow{g} w \xrightarrow{h} ) \) to be defined in \( S_n(\phi) \) are the same, namely that \( f_i g_i h_i \) left-divides \( u_i \) for every \( i \). This gives left- and right-associativity. The germ \( S_n(\phi) \) is clearly
left-cancellative. Right-Noetherianity comes from the right-Noetherianity of \( C \) since, by Lemma 1.12, the \( i \)th entries of the elements of a decreasing sequence for right-divisibility in \( \mathcal{S}_n \) form a decreasing sequence in \( \mathcal{S} \).

We show now that \( \mathcal{S}_n(\phi) \) admits conditional right-lcms. If two elements \( u \xrightarrow{f} - \) and \( u \xrightarrow{g} - \) of \( \mathcal{S}_n(\phi) \) have a common right-multiple \( u \xrightarrow{h} - \), then, by Lemma 1.12 for every \( i \) the element \( h_i \) is a common right-multiple of \( f_i \) and \( g_i \), so that \( f_i \) and \( g_i \) have a right-lcm, say \( h'_i \) in \( \mathcal{S} \). Since \( f_i \) and \( g_i \) left-divide \( u_i \), we deduce that \( h'_i \) left-divides \( u_i \). Then \( u \xrightarrow{h'_i} - \) is a well-defined element of \( \mathcal{S}_n(\phi) \), which is clearly a right-lcm of \( u \xrightarrow{f} - \) and \( u \xrightarrow{g} - \).

The same kind of argument shows that Relation (VI.2.46) holds.

We now show that the germ \( \mathcal{S}_n(\phi) \) is bounded. For every object \( u \) of \( \mathcal{S}_n(\phi) \), there exists an element of the form \( u \xrightarrow{\Phi} - \) in \( \mathcal{S}_n(\phi) \), namely \( u \xrightarrow{\Phi} v \) with \( v_i = u_{i+1} \) for \( i < n \) and \( v_n = \phi(u_1) \). We define \( \Delta_n(u) \) to be this element. By definition every element of \( \mathcal{S}_n(\phi) \) with source \( u \) left-divides \( \Delta_n(u) \), so that \( \Delta_n \) is a right-bound for \( \mathcal{S}_n(\phi) \). Finally, the functor \( \Phi_{\Delta_n} \) maps an object \( u \) to the shifted path \( (u_2, u_3, \ldots, u_n, \phi(u_1)) \) and an element \( u \xrightarrow{f} v \) to \( \Phi_{\Delta_n}(u) \xrightarrow{f'} \Phi_{\Delta_n}(v) \) where \( f' \) is \( (f_2, f_3, \ldots, f_n, \phi(f_1)) \). Since \( \phi \) is an automorphism of \( C \), the functor \( \Phi_{\Delta_n} \) is bijective, hence the germ \( \mathcal{S}_n(\phi) \) is not only right-bounded, but even bounded by \( \Delta_n \).

**Notation 1.14 (category \( C_n(\phi) \)).** Under the assumptions of Proposition 1.13, we shall denote by \( C_n(\phi) \) the category \( \text{Cat}(\mathcal{S}_n(\phi)) \). Hereafter we shall not distinguish the products in the germ \( \mathcal{S}_n(\phi) \) from the product in \( C_n(\phi) \).

If \( f \) and \( g \) are elements of \( \mathcal{S}_n(\phi) \) whose product belongs to \( \mathcal{S}_n(\phi) \), their \( i \)th entries satisfy \( f_i g_i = (fg)_i \), hence we can extend the notation \( f_i \) to all elements of \( C_n(\phi) \). Note that \( f_i \) is the product of the entries in the \( i \)th column of a diagram associated with a decomposition \( f = f^1 \cdots f^p \) of the form

\[
\begin{array}{cccccccc}
  f^1_1 & f^1_2 & u_2 & f^1_3 & \cdots & f^1_n & \phi(f^1_1) \\
  u_1 & & & & & & \\
  \vdots & & & & & & \\
  f^p_1 & f^p_2 & u_2 & f^p_3 & \cdots & f^p_n & \phi(f^p_1) \\
  v_1 & & & & & & \\
\end{array}
\]

We shall use the notation \( u \xrightarrow{f} v \) to refer to an element of \( C_n(\phi) \) with source \( u \), target \( v \), and corresponding grid \( f \): here \( f \) represents the entries in the columns of the grid, hence the product in \( C_n \) of a sequence of the form \( (f^1, \ldots, f^p) \) with \( f^1, \ldots, f^p \) in \( \mathcal{S}_n(\phi)^n \). For \( u \xrightarrow{f} v \) as above, we denote by \( f_i \) the product \( f^1_i \cdots f^p_i \).

We now want to compute the head of an element of \( C_n(\phi) \). We begin with a preliminary result.
Lemma 1.15. Under the assumptions of Definition 1.10, assume that \( u \xrightarrow{f} v \) and \( v \xrightarrow{g} - \) lie in \( S_n(\phi) \), and \( u \xrightarrow{h} - \) is an element of \( C_n(\phi) \) such that \( h_i \) is a left-gcd of \( f_i g_i \) and \( u_i \) for every \( i \). Then \( u \xrightarrow{h} - \) is an \( S_n(\phi) \)-head of \( (u \xrightarrow{f} v)(v \xrightarrow{g} -) \).

Proof. First, \( h_i \) lies in \( S \) since it left-divides \( u_i \) and \( S \) is assumed to be closed under left-divisor. Since \( f_i \) left-divides \( u_i \) for every \( i \), it left-divides the left-gcd \( h_i \) of \( u_i \) and \( f_i g_i \). So there exist \( \hat{f}_i \) and \( \hat{g}_i \) in \( S \) satisfying \( h_i = f_i \hat{f}_i \) and \( g_i = \hat{f}_i \hat{g}_i \). There exists \( h'_i \) in \( S \) satisfying \( h_i h'_i = f_i \hat{f}_i h'_i = u_i \). Let \( g''_i = g'_i \hat{f}_i + 1 \), where \( f_{n+1} \) and \( \hat{f}_{n+1} \) denote respectively \( \phi(f_1) \) and \( \phi(f_1) \). We have the following commutative diagram.

Proving that \( u \xrightarrow{h} - \) defines an element of \( S_n(\phi) \) amounts to proving that \( h'_i f_{i+1} \hat{f}_{i+1} \) belongs to \( S \) for every \( i \). We claim that \( h'_i f_{i+1} \hat{f}_{i+1} \) is the left-lcm of \( f_{i+1} \hat{f}_{i+1} \) and \( g''_i \) for \( i = 1, \ldots, n \); indeed it is a common left-multiple of these elements and, if their left-lcm was a strict left-divisor, then \( \hat{g}_i \) and \( h'_i \) would have a nontrivial common left-divisor \( e_i \), which would give a common left-divisor \( f_i \hat{f}_i e_i \) of \( u_i \) and \( f_i g_i \), a strict right-multiple of their left-gcd \( f_i \hat{f}_i \). We conclude as \( S \) is closed under left-lcm.

So \( u \xrightarrow{h} - \) is a legitimate element of \( S_n(\phi) \) that left-divides \( (u \xrightarrow{f} v)(v \xrightarrow{g} -) \). If \( u \xrightarrow{e} - \) is any left-divisor of \( (u \xrightarrow{f} v)(v \xrightarrow{g} -) \), then \( e_i \) left-divides \( u_i \) and \( f_i g_i \) for every \( i \), and we deduce that \( u \xrightarrow{h} - \) is an \( S_n(\phi) \)-head of \( (u \xrightarrow{f} v)(v \xrightarrow{g} -) \). \( \square \)

Proposition 1.16 (head). Assume that \( C \) is a cancellative category that is right-Noetherian and admits conditional right-lcms, \( S \) is a Garside family of \( C \) that is closed under left- and right-divisor, and \( \phi \) is an automorphism of \( C \). Assume that \( u \xrightarrow{f} - \) is an element of \( C_n(\phi) \), and \( u \xrightarrow{h} - \) is such that \( g_i \) is a left-gcd of \( u_i \) and \( f_i \) for each \( i \). Then \( u \xrightarrow{h} - \) is an \( S_n(\phi) \)-head of \( u \xrightarrow{f} - \).

Proof. We write \( u \xrightarrow{f} - = (u \xrightarrow{f_i} u^i) \cdots (u^{i-1} \xrightarrow{f^i} u^i) \) with \( u^j \xrightarrow{g_j} u^j \) in \( S_n(\phi) \). The proof uses induction on \( p \). Lemma 1.13 gives the result for \( p = 2 \). By Proposition 1.15 (recognizing Garside III), there exists a sharp head-function \( H \) on \( C_n(\phi) \). Then we have \( H(f) = H(f^1 H(f^2 \cdots f^p)) \). By the induction hypothesis applied to \( f^2 \cdots f^p \), the follow-
that referring to the resulting head-function in the result as $H$. Assume that Corollary 1.17 implies that they left-divide each other, hence they are equal. We will be done by Lemma 1.12. In general, we prove the result using induction on the length of the normal form of $f^1$ and $g^1$.

**Proof.** Note first that, under our assumptions, $C_n(\phi)$ has no nontrivial invertible elements either. If two elements $u \xrightarrow{f} -$ and $v \xrightarrow{g} -$ satisfy the equalities $f_i = g_i$ for all $i$, then Corollary 1.17 implies that they left-divide each other, hence they are equal.
We conclude with a characterization of $C_n(\phi)$ inside its enveloping groupoid. We naturally use for the elements of the latter a similar notation as for elements of $C_n(\phi)$.

**Proposition 1.19 (enveloping groupoid).** Under the assumptions of Proposition 1.16, let $G_n(\phi)$ be the enveloping groupoid of $C_n(\phi)$. Then an element $u \triangleright -$ of $G_n(\phi)$ belongs to $C_n(\phi)$ if and only if all elements $f_i$ belong to $C_n(\phi)$.

**Proof.** Let $\Delta_n$ be a Garside map in $C_n(\phi)$. An element of $G_n$ can be written $\Delta_n^{-m} \cdot u \triangleright -$ with $u \triangleright -$ in $C_n(\phi)$. We claim that, if $u \triangleright -$ belongs to $C_n(\phi)$ and all the entries of $\Delta_n^{-m} \cdot u \triangleright -$ belong to $C$, then $\Delta_n^{[-1]} \cdot u \triangleright -$ belongs to $C_n(\phi)$, which gives the result using induction on $m$. The $i$th entry of $\Delta_n^{-m} \cdot u \triangleright -$ is $(v_1v_{i+1} \cdots v_{i+m-1})^{-1} f_i$, where, for every $j$, we denote by $v_j$ the $j$th term of the sequence

$$(u_1, \ldots, u_n, \phi_{\Delta_n}(u_1), \ldots, \phi_{\Delta_n}(u_n), \phi_{\Delta_n}^2(u_1), \ldots).$$

So, in particular, $u_i^{-1} f_i$ belongs to $C$. By Corollary 1.17, the $n$-tuple $(u_i^{-1} f_1, \ldots, u_n^{-1} f_n)$ defines an element $\triangleright -$ of $C_n$ that satisfies $u \triangleright - = \Delta_n \cdot \triangleright -$, whence our claim. $\square$

**Decompositions categories.** We shall now briefly explain how to use a slightly extended version of the previous constructions to obtain in Proposition 1.24 below a new proof of Deligne’s Theorem (Proposition X.3.5).

As above, our framework will be a cancellative category that is Noetherian and admits conditional right-lcms. To simplify the exposition in this part, we assume that it has no nontrivial invertible element. We will construct a category whose object family consists of all $S$-decompositions of elements of the ambient category, where $S$ is some fixed (solid) Garside family. The category will be defined by means of a germ which can be seen as a limit of subgerms of the germ $S_n(\text{id})$. This germ is very rigid, in that it has at most one element with given source and target.

**Definition 1.20 (germ $S_n^\alpha$).** Assume that $C$ is a cancellative category that is Noetherian and admits unique conditional right-lcms. For every element $\alpha$ of $C$, we define $S_n^\alpha$ to be the subgerm of $S_n(\text{id})$ whose objects $u$ are decompositions of $\alpha$, that is, satisfy $u_1 \cdots u_n = \alpha$ and whose elements $u \triangleright -$ satisfy $f_1 \in 1_C$. We embed $S_n^\alpha$ into $S_{n+1}^\alpha$ by mapping an object $u$ to $u|I_n$ and an element $u \triangleright -$ to the element $u|I_n \triangleright -$. The germ $S_n^\alpha$ is then defined as the union (direct limit) of the germs $S_n^\alpha$ when $n$ varies.

Thus an object of $S^\alpha$ is a right-infinite $S$-path $(u_i)_{i \geq 1}$ that is eventually constant with identity-entries and whose evaluation in $C$ is $\alpha$. It is easy to check that every germ $S^\alpha$ is left- and right-associative and, therefore, embeds in the associated category $\text{Cat}(S^\alpha)$. The latter has a natural grading: the degree of an object $u$ is the least integer $n$ such that $u_i \in 1_C$ holds for $i > n$.

It is clear that $S^\alpha$ is a bounded Garside germ, since each property to check is inherited from an appropriate $S_n^\alpha$. In particular, the germ $S^\alpha$ is bounded by the map $\Delta^\alpha$ defined by $\Delta^\alpha(u) = \Delta_n^\alpha(u|n)$ where $n$ is the degree of $u$ and $u|n$ means the length $n$ prefix of $u$. 

Lemma 1.21. Under the assumptions of Definition 1.20, the germ $S^a$ contains at most one element with given source and target. If $u \xrightarrow{a} v$ is an element of $S^a$, the degree of $v$ is smaller than or equal to the degree of $u$, and if $u$ has degree $n$, then $g_i = 1$ holds for $i \geq n$.

Proof. Assume that $u \xrightarrow{a} v$ is an element of $S^a$. Starting from the assumption $g_1 \in 1_C$ and using induction on $i$, we see that $g_{i+1}$ is determined by the existence of $g'_i$ satisfying $g_i g'_i = a_i$ and $g'_i g_{i+1} = v_i$.

The assumption $g_i \leq a_i$ implies immediately the remark on the degree. \( \square \)

There is a distinguished object $NF(a)$ of $S^a$ corresponding to the (strict) $S$-normal decomposition $(s_1, \ldots, s_p)$ of $a$. The degree of $NF(a)$ is $\|x\|_S$. This object is well-defined since we assume that there is no nontrivial invertible element in $C$.

Lemma 1.22. Under the assumptions of Definition 1.20, for every decomposition $u$ of $a$, there exists a unique element of $Cat(S^a)$ with source $u$ and target $NF(a)$.

Proof. Using Algorithm III.1.48 (left-multiplication) inductively, we can construct at least one element in $Cat(S^a)$ with source $u$ and target $NF(a)$.

For uniqueness, we first show that $NF(a)$ is a final object in $Cat(S^a)$, that is, the identity is the only element with source $NF(a)$. Indeed, assume that $NF(a) \xrightarrow{g} v$ is an element of $S^a$. The assumption $g_1 \in 1_C$ plus the existence of $g'_i$ satisfying $g_i g'_i = NF(a)_i$ and $g'_i g_{i+1} = v_i$ for each $i$ inductively implies $g_{i+1} \in 1_C$: indeed if $g_i$ is an identity-element then $g'_i$ is equal to $NF(a)_i$, so has no proper right-multiple $g'_i g_{i+1}$ in $S$ left-dividing $NF(a)_i$.

We now show that every element of $Cat(S^a)$ with source $u$ and target $NF(a)$ is left-divisible by $\Delta^a (u)$. Let $u \xrightarrow{f^i} NF(a)$ be such an element. Express it as a product of elements $u \xrightarrow{f^1} u_1 \cdots u_{m-1} \xrightarrow{f^m} -$ of $S^a$. By definition of $\Delta^a (u)$, we have $u \xrightarrow{f^1} u_1 \leq \Delta^a (u)$. Using left-cancellativity, we define $u_1 \xrightarrow{g_1} -$ by $\Delta^a (u) = (u \xrightarrow{f^1} u_1) (u_1 \xrightarrow{g_1} -)$. Since $u_1 \xrightarrow{f^2} -$ and $u_1 \xrightarrow{g_1} -$ both left-divide $\Delta^a (u_1)$, they have a right-lcm of the form $(u_1 \xrightarrow{f^2} -) (\xrightarrow{g_1} -) = (u \xrightarrow{f^1} u_1) (\xrightarrow{g_1} -) (\xrightarrow{h^2} -)$. Using induction on $i$, we can repeat the process and obtain elements $- \xrightarrow{g_i^i} -$ and $- \xrightarrow{h_i^i} -$ of $S^a$ that satisfy

$$(\xrightarrow{f^i} -) (\xrightarrow{g_i^i} -) = (\xrightarrow{g_i^i} -) (\xrightarrow{h_i^i} -).$$

As $NF(a)$ is a final object, $- \xrightarrow{g_i^i} -$ must be an identity-element of $S^a$, and we obtain $(\xrightarrow{f_1^1} -) \cdots (\xrightarrow{f_m^m} -) = \Delta^a (u) (\xrightarrow{h_2^2} -) \cdots (\xrightarrow{h_m^m} -)$, which shows that $\Delta^a (u)$ left-divides $u \xrightarrow{f} NF(a)$.

From there, using induction, and because the Noetherianity assumption for $S$, hence for $Cat(S^a)$, implies the termination, we can express every element with target $NF(a)$ as a (necessarily unique) finite product of elements $\Delta^a (-)$, whence the result. \( \square \)

We can then extend the result of Lemma 1.22.
Lemma 1.23. Under the assumptions of Definition 1.20 there exists at most one element with given source and target in the category $\mathcal{C}(S^a)$.

Proof. Suppose that $u \xrightarrow{f} v$ and $u \xrightarrow{g} v$ belong to $\mathcal{C}(S^a)$. By composing these elements with the canonical element of the form $v \xrightarrow{h} \text{NF}(a)$, we obtain elements with source $u$ and target $\text{NF}(a)$, and Lemma 1.22 implies $(u \xrightarrow{f} v)(v \xrightarrow{h} \text{NF}(a)) = (u \xrightarrow{g} v)(v \xrightarrow{h} \text{NF}(a))$. By assumption, $\mathcal{C}$ is cancellative, so we deduce $f = g$. □

We can now apply the above results to establish another version of Deligne’s Theorem X.3.5. The proof is more natural than the one of Chapter X but requires stronger assumptions.

Proposition 1.24 (Deligne’s Theorem II). Assume that $\mathcal{C}$ is a cancellative category that is Noetherian and admits unique conditional right-lcms, that $a$ is an element of $\mathcal{C}$, and that $\mathcal{O}$ is a functor from $\mathcal{C}(S^a)$ to a groupoid. Let us call elementary isomorphism a map of the form $\mathcal{O}(u \xrightarrow{f} v)$ or $\mathcal{O}(u \xrightarrow{f} v)^{-1}$ where $v$ has the form $u_1 | \cdots | u_{i-1} | u_i u_{i+1} | u_{i+2} | \cdots$. Then all the compositions of elementary isomorphisms between two objects in the image of $\mathcal{O}$ are equal.

Proof. Let $E_u$ be the image under $\mathcal{O}$ of the unique element in $\mathcal{C}(S^a)(u, \text{NF}(a))$ whose existence is granted by Lemma 1.22. The elementary isomorphism $\mathcal{O}(u \xrightarrow{f} v)$ from $\mathcal{O}(u)$ to $\mathcal{O}(v)$ is equal to $E_u E_v^{-1}$. It follows that, for $n$ larger than the degree of all the objects involved, we find by composing the above formula along a path of elementary isomorphisms, that any composition of elementary isomorphisms between $\mathcal{O}(u)$ and $\mathcal{O}(v)$ is equal to $E_u E_v^{-1}$. Thus all such compositions are equal. □

2 Cyclic systems

In Chapter XIII, we investigated RC-quasigroups, which are algebraic systems $(S, \star)$ where $\star$ is a binary operation on $S$ that satisfies the right-cyclic law $(x \star y) \star (x \star z) = (y \star x) \star (x \star z)$ and whose left-translations are bijective. We saw in particular that such structures are often connected with set-theoretic solutions of the Yang–Baxter equation, and with Garside monoids admitting presentations of a simple syntactic type. We shall now investigate more general algebraic structures, namely structures that again satisfy the RC-law but whose left-translations are not assumed to be bijective.
2.1 Weak RC-systems

We restart from the context of Section XIII.1 and the notion of an RC-system as defined in Definition XIII.1.21: an RC-system is a structure \((S, \star)\) where \(\star\) is a binary operation on \(S\) that satisfies the RC-law:

\[
(x \star y) \star (x \star z) = (y \star x) \star (y \star z).
\]

Example 2.2 (RC-system). As already noted in Example XIII.1.23, if \(S\) is any nonempty set and \(\sigma\) is any map of \(S\) to itself, the operation defined by \(x \star y = \sigma(y)\) makes \(S\) into an RC-system.

On the other hand, if \(M\) is any left-cancellative monoid that admits unique right-lcms and \(\setminus\) is the associated right-complement operation, that is, \(g \setminus h\) is the (unique) element \(h'\) such that \(gh'\) is the right-lcm of \(g\) and \(h\), then \((M, \setminus)\) is an RC-system, which, in general, is not an RC-quasigroup. More generally, if \(S\) is a subset of \(M\) that is closed under right-complement, then \((S, \setminus)\) is also an RC-system: this happens in particular when \(S\) is a Garside family of \(M\) that includes 1, or when \(S\) is the closure of the atoms under \(\setminus\).

For instance, starting from the braid monoid \(B_3^+\) (Reference Structure 2, page 5), the closure of the atom set \(\{\sigma_1, \sigma_2\}\) under the operation \(\setminus\) has 5 elements 1, \(\sigma_1, \sigma_2, \sigma_1\sigma_2, \sigma_2\sigma_1\), giving rise to the 5-element RC-system shown on the right (in which non-unit elements have been renamed).

Similarly, starting from the dual braid monoid \(B_3^{*+}\) (Reference Structure 3, page 10), the closure of the atom set \(\{a_{1,2}, a_{2,3}, a_{1,3}\}\) under the operation \(\setminus\) has 4 elements, leading to the RC-system whose table is shown on the right. Note that neither of these RC-systems is an RC-quasigroup: some values appear twice or more in the same row.

Also note that the operations defined by \(p \star q = \max(p, q) - p\) on \(\mathbb{N}\) and \(\mathbb{Z}\) (and their counterparts in any ordered group) enter the previous framework.

See more examples at the end of the section. Before proceeding, we shall extend our framework in two directions. The first extension consists in replacing sets with categories. This small change just means that we attach to each element a source and a target that put constraints on the existence for the application of the operation. In practice, we start with a precategory, that is, a family \(S\) plus two maps, source and target, from \(S\) to (another) family \(\text{Obj}(S)\), and we add the restriction that, for \(s, t\) in \(S\), the element \(s \star t\) is defined only when \(s\) and \(t\) share the same source and, then, the source of \(s \star t\) is the target of \(s\) and the target of \(s \star t\) is that of \(t \star s\).

In this way, it is still true that, whenever \(s \star t\) and \(t \star s\) are defined, they naturally enter a square diagram as on the right. The initial case of Definition XIII.1.21 corresponds to the case of one object only.

The second extension is then natural. Going to a category framework induces constraints for the existence of \(s \star t\) and, in general, makes the operation partial. It is then
coherent to allow the operation to be really partial, this meaning that \( s \star t \) may be undefined even if \( s \) and \( t \) share the same source. In this way, we arrive at the following weakening of Definition XIII.1.21.

**Definition 2.3 (weak RC-system).** A weak RC-system is a precategory \( S \) equipped with a partial binary operation \( \star \) satisfying

\[(2.4) \text{ If } s \star t \text{ exists, the sources of } s \text{ and } t \text{ coincide, and the source of } s \star t \text{ is the target of } s; \]
\[(2.5) \text{ If } s \star t \text{ exists, so does } t \star s \text{ and they share the same target;} \]
\[(2.6) \text{ If } (r \star s) \star (r \star t) \text{ exists, so does } (s \star r) \star (s \star t) \text{ and both are equal.} \]

Condition (2.6) will be still called the RC-law. Note that, in the context of (2.6), the assumption that \( (r \star s) \star (r \star t) \) exists implies that \( r \star s \) and \( r \star t \) are defined as well, hence so do \( s \star r \) and \( (s \star r) \star (s \star t) \) when (2.6) is satisfied.

Moreover, according to (2.5), if \( (s \star r) \star (s \star t) \) exists, so does \( (t \star r) \star (t \star s) \), and a new instance of (2.6) guarantees that \( (r \star t) \star (r \star s) \) exists as well and is equal to \( (t \star r) \star (t \star s) \). Thus each triple \( (r, s, t) \) that is eligible for (2.6) gives rise to three equalities, as illustrated in the cubic diagram on the right: starting from three arrows sharing the same source, if three faces of the cube exist, then the other three faces also exist and the last three arrows are pairwise equal.

In the sequel, the operation of a weak RC-system is by default written \( \star \), and we often say “the RC-system \( S \)” for “the RC-system \( (S, \star) \)”.

**Definition 2.7 (unit, unital).** If \( S \) is a weak RC-system, a unit family in \( S \) is a subfamily \( (\epsilon_x)_{x \in \text{Ob}(S)} \) of \( S \) such that \( \epsilon_x \in S(x, x) \) holds for every \( x \) and, for every \( s \in S(x, y) \),

\[(2.8) \quad s \star \epsilon_y = \epsilon_y, \quad \epsilon_x \star s = s, \quad \text{and } s \star s = \epsilon_y \]

holds. We say that \( S \) is unital if it has a unit family \( (\epsilon_x)_{x \in \text{Ob}(S)} \) and, for all \( s, t \in S(-, y) \),

\[(2.9) \quad \text{the conjunction of } s \star t = \epsilon_y \text{ and } t \star s = \epsilon_y \text{ implies } s = t. \]

We shall write \( \epsilon_S \) for a family of the form \( (\epsilon_x)_{x \in \text{Ob}(S)} \). Saying that \( \epsilon_S \) is a unit family in \( S \) means that, for every \( s \in S(x, y) \), the relations corresponding to the diagrams
Note that units are unique when they exist, since, if $\epsilon_x$ and $\epsilon'_x$ are two units with source $x$, (2.8) implies $\epsilon_x = \epsilon_x \star \epsilon_x = \epsilon'_x$. So, when we speak of a unital weak RC-system, there is no ambiguity on the involved units.

According to the already established properties of the right-complement operation in a category that admits unique right-lcms, we can immediately state:

**Proposition 2.10 (right-complement).** If $C$ is a left-cancellative category that admits unique conditional right-lcms and $S$ is a subfamily of $C$ that is closed under \, then $(S, \setminus)$ is a unital weak RC-system with unit family $1_S$.

**Proof.** Conditions (2.4) and (2.5) about source and target are trivial; that the RC-law (2.6) is valid follows from Proposition 11.2.15 (triple lcm). For $g$ in $C(x, y)$, the right-lcm of $g$ and $1_x$ is $g$, implying $g \setminus 1_x = 1_y$, $1_x \setminus g = g$, and $g \setminus g = 1_y$, so (2.8) is satisfied. Finally, if both $g \setminus h$ and $h \setminus g$ are identity-elements, then the right-lcm of $g$ and $h$ is both $g$ and $h$, implying $g = h$. So $(C, \setminus)$ is a unital weak RC-system and so is $(S, \setminus)$ for every nonempty subfamily $S$ of $C$ that is closed under right-complement.

**Corollary 2.11 (right-complement).** If $C$ is a left-cancellative category that admits unique conditional right-lcms and $S$ is a Garside family of $C$, then $(S \cup \{1_C\}, \setminus)$ is a unital weak RC-system.

**Proof.** If $S$ is a Garside family in $C$, then $\tilde{S}$, which is $S \cup \{1_C\}$ in the current context, is closed under right-complement, hence eligible for Proposition 2.10.

So, for instance, the last two tables mentioned in Example 2.2 resort to Corollary 2.11 and they are indeed unital weak RC-systems (with unit 1).

What we shall do now is establish a converse for Proposition 2.10 and Corollary 2.11 that is, starting from a unital weak RC-system $S$, construct a category $C(S)$ that admits unique (conditional) right-lcms and such that $\star$ (essentially) is the right-complement operation on some generating subfamily of $C(S)$. The result is similar to those involving RC-quasigroups in Chapter XIII but, on the other hand, as left-translations are not assumed to be bijective, the context is quite different and we shall have to use a different construction.

### 2.2 Units and ideals

Controlling units turns out to be technically important, and it requires to develop specific tools. As the following result shows, starting with an arbitrary weak RC-system, it is easy to add units and obtain a unital system.
Lemma 2.12. Assume that $S$ is a weak RC-system and $S \subseteq S'$ holds. For every object $x$ of $S$, define $S^t(x,x)$ to be $S(x,x) \cup \{ \epsilon_x \}$ where $\epsilon_x$ is a distinguished element of $S'(x,x)$ (belonging to $S$ or not), and define $s^t$ on $S'$ by

$$
s^t \cdot t = \begin{cases} t & \text{for } s = \epsilon_x \text{ and } t \in S'(x,-), \\
\epsilon_y & \text{for } s \in S(x,y) \setminus \{ \epsilon_x \} \text{ and } t = \epsilon_x \text{ or } t = s, \\
s \star t & \text{otherwise, if } s \star t \text{ is defined.}
\end{cases}
$$

Then $(S^t, s^t)$ is a unital weak RC-system with unit family $\epsilon_S$.

Proof. That $(S^t, s^t)$ satisfies (2.4), (2.5), and that $\epsilon_S$ satisfies (2.8) follows from the definitions. So the point is to check that the RC-law (2.6) is still satisfied although the initial operation has been changed or extended. Assume that $r, s, t$ belong to $S^t$ and $(r \star^t s) \star^t (r \star^t t)$ exists.

For $t \in \epsilon_S$, say $t = \epsilon_z$, we directly obtain

$$(r \star^t s) \star^t (r \star^t t) = \epsilon_z = (s \star^t r) \star^t (s \star^t \epsilon_z),$$

where $z$ is the target of $r \star^t s$. For $t \notin \epsilon_S$ and $s \in \epsilon_S$, say $s = \epsilon_x$, we obtain

$$(r \star^t \epsilon_x) \star^t (r \star^t t) = \epsilon_y \star^t (r \star^t t) = r \star^t t = (\epsilon_x \star^t r) \star^t (\epsilon_x \star^t \epsilon_z),$$

where $y$ is the target of $r$. The argument is symmetric for $r \in \epsilon_S$. So assume now $r, s, t \notin \epsilon_S$. For $r = s$, the expressions $(r \star^t s) \star^t (r \star^t t)$ and $(s \star^t r) \star^t (t \star^t r)$ formally coincide. Next, for $r \neq s = t$, we find

$$(r \star^t t) \star^t (r \star^t s) = (r \star^t s) \star^t (r \star^t s) = \epsilon_z = (s \star^t r) \star^t (s \star^t \epsilon_z) = (s \star^t r) \star^t (s \star^t t),$$

where $y$ is the target of $s$ and $z$ the one of $r \star s$. The result is similar for $t = r$. Finally, for $r, s, t$ pairwise distinct, we have $(s \star^t t) \star^t (s \star^t r) = (s \star^t t) \star^t (s \star^t r)$ and $(t \star^t s) \star^t (t \star^t r) = (t \star^t s) \star^t (t \star^t r)$, and these expressions are equal since $(S, \star)$ satisfies (2.6). So, in all cases, $(S^t, s^t)$ satisfies (2.6).

Finally, $(S^t, s^t)$ is unital because, by definition, $s \star^t t$ may lie in $\epsilon_S$ only if $s$ does or if $s$ and $t$ coincide. So, for $s \neq t$, it is impossible to have $s \star^t t \in \epsilon_S$ and $t \star^t s \in \epsilon_S$ simultaneously.

What is (slightly) surprising in Lemma 2.12 is that we still obtain a weak RC-system when we randomly choose units among the already present elements. If we start from a weak RC-system $S$ that admits units and we choose these units as new units, then the new operation coincides with the initial operation of $S$ but, if we choose elements that were not units, the new units supercede the old ones. In the sequel, we shall use the construction of Lemma 2.12 to add new elements, in which case there is only one way to extend the system.

Definition 2.13 (completion). The completion $\hat{S}$ of a weak RC-system $S$ is defined to be the unital weak RC-system obtained from $S$ by adding, for every object $x$ of $S$, a unit $\epsilon_x$ that does not belong to $S$. 


Example 2.14 (completion). Unless it has only one element, an RC-quasigroup $S$ as considered in Chapter XIII contains no unit, since, for $s \neq \epsilon$, the conjunction of $s \star \epsilon = \epsilon$ and $s \star s = \epsilon$ would contradict the injectivity of left-translations.

Going to the completion $\hat{S}$ means adding one new element $\epsilon$ to $S$ and extending the operation from $S$ to $S \cup \{\epsilon\}$ by putting $s \star \epsilon = s = s \star \epsilon$ and $\epsilon \star s = s$ for every $s$. In the extended system $\hat{S}$, the element $\epsilon$ is a unit, and $\hat{S}$ is unital. The table on the right displays the completion of the two-element RC-quasigroup of Example XIII.1.23.

<table>
<thead>
<tr>
<th></th>
<th>$\epsilon$</th>
<th>a</th>
<th>b</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\epsilon$</td>
<td>$\epsilon$</td>
<td>a</td>
<td>b</td>
</tr>
<tr>
<td>a</td>
<td>a</td>
<td>a</td>
<td>a</td>
</tr>
<tr>
<td>b</td>
<td>b</td>
<td>a</td>
<td>a</td>
</tr>
</tbody>
</table>

In a different direction, when we consider an arbitrary weak RC-system that admits units, we can obtain a unital weak RC-system by going to a convenient quotient.

Definition 2.15 (ideal, relations $\preceq_3$, $\equiv_3$). If $S$ is a weak RC-system that admits a unit family, an ideal of $S$ is a subfamily $\mathcal{I}$ of $S$ such that $\mathcal{I}$ includes the unit family, and, for every $s$ in $\mathcal{I}(x,-)$, the target of $s$ is $x$ and, for every $t$ in $\mathcal{I}(x,-)$, we have $s \star t = t$ and $t \star s$ are defined (this meaning in particular that $s \star t$ and $t \star s$ are defined). If $\mathcal{I}$ is an ideal, we write $s \preceq_3 t$ if $t \star s$ exists and lies in $\mathcal{I}$, and $s \equiv_3 t$ for the conjunction of $s \preceq_3 t$ and $t \preceq_3 s$, that is, of $s \star t \in \mathcal{I}$ and $t \star s \in \mathcal{I}$.

The definition directly implies that, if $S$ is a weak RC-system that admits units, then the latter form an ideal of $S$ and this ideal is the smallest ideal in $S$.

Lemma 2.16. Assume that $S$ is a weak RC-system admitting a unit family and $\mathcal{I}$ is an ideal of $S$.

(i) The relation $\preceq_3$ is a preorder on $S$ that is compatible with $\star$ on the left in the sense that, if $s \preceq_3 t$ holds and $r \star t$ exists, then $r \star s$ also exists and we have $r \star s \preceq_3 r \star t$.

(ii) The relation $\equiv_3$ is an equivalence relation on $S$ that is compatible with $\star$ on both sides in the sense that, if $s \equiv_3 t$ holds, then $r \star s$ exists if and only if $r \star t$ does, in which case we have $r \star s \equiv_3 r \star t$, and similarly $s \star r$ exists if and only if $t \star r$ does, in which case we have $s \star r \equiv_3 t \star r$ (and even $s \star r = t \star r$).

(iii) For each object $x$, the family $\mathcal{I}(x,x)$ is the $\equiv_3$-class of each of its elements.

Proof. (i) Let $r, s, t$ belong to $\mathcal{I}(x,-)$. First, by (2.8), we have $s \star s = \epsilon_y$ where $y$ is the target of $s$ and $\epsilon_y$ is the corresponding unit. We deduce $s \star s \in \mathcal{I}$, whence $s \preceq_3 s$. So the relation $\preceq_3$ is reflexive. Then assume $s \preceq_3 t \equiv_3 r$, that is, $t \star s \in \mathcal{I}$ and $r \star t \in \mathcal{I}$. Then we find

$$
    r \star s = (r \star t) \star (r \star s) \quad \text{by definition as } r \star t \text{ lies in } \mathcal{I}
$$

$$
    = (t \star r) \star (t \star s) \quad \text{by the RC-law}
$$

$$
    \in \mathcal{I} \quad \text{by definition as } t \star s \text{ lies in } \mathcal{I},
$$

so $s \preceq_3 r$ is satisfied. Hence the relation $\preceq_3$ is transitive, and it is a preordering.

Assume now $s \preceq_3 t$, and $r \star t$ exists. The assumption that $t \star s$ belongs to $\mathcal{I}$ implies that $(t \star r) \star (t \star s)$ is defined, and the RC-law then implies that $s \star r, r \star s$, and $(r \star t) \star (r \star s)$ exist, and that we have $(r \star t) \star (r \star s) = (t \star r) \star (t \star s) \in \mathcal{I}$, whence $r \star s \preceq_3 r \star t$.

(ii) By definition, $\equiv_3$ is the equivalence relation associated with the preordering $\preceq_3$. The compatibility result with $\star$ on the left established for $\preceq_3$ directly implies a similar
result for \( \equiv_{J} \) and, as \( \equiv_{J} \) is symmetric, it takes the form of the lemma. As for the other side, assume \( s \equiv_{J} t \) and \( s \ast r \) exists. Then we obtain

\[
 s \ast r = (s \ast t) \ast (s \ast r) \quad \text{by definition as } s \ast t \text{ lies in } J
\]
\[
 = (t \ast s) \ast (t \ast r) \quad \text{by the RC-law}
\]
\[
 = t \ast r \quad \text{by definition as } t \ast s \text{ lies in } J
\]
\[
\equiv_{J} t \ast r \quad \text{by reflexivity of } \equiv_{J}.
\]

Hence \( \equiv_{J} \) is compatible with operation \( \ast \) on both sides.

(iii) Assume that \( s \) and \( t \) lie in \( J(x, x) \). By definition we have \( s \ast t = t \in J \) and, similarly, \( t \ast s = s \in J \), whence \( s \equiv_{J} t \). Conversely, assume \( s \in J(x, x) \) and \( t \equiv_{J} s \). First the source of \( t \) must be \( x \). Then, by definition, we have \( s \equiv_{J} t \), whence \( s \ast t \in J \). On the other hand, as \( s \) belongs to \( J \), we have \( s \ast t = t \). So we deduce that \( t \) lies in \( J \), that is, the \( \equiv_{J} \)-class of \( s \) is exactly \( J(x, x) \).

\[ \Box \]

**Notation 2.17 (quotient).** When \( J \) is an ideal on a weak RC-system \( S \) and \( s \) lies in \( S \), we shall write \( S/J \) for \( S/\equiv_{J} \), and \( [s]_{J} \), or simply \([s]\), for the \( \equiv_{J} \)-class of \( s \).

**Proposition 2.18 (unital quotient).** If \( S \) is a weak RC-system admitting a unit family and \( J \) is an ideal of \( S \), the operation of \( S \) induces a well-defined operation on \( S/J \), and the quotient-structure is a unital weak RC-system.

**Proof.** Lemma 2.16(ii) implies that \( \ast \) induces a well-defined operation on \( S/J \). The relation \( s \equiv_{J} t \) requires that \( t \ast s \) be defined, hence that \( s \) and \( t \) share the same source. Therefore \( s \equiv_{J} t \) implies that \( s \) and \( t \) have the same source and the same target. So the objects of \( S/J \) coincide with those of \( S \), and the rules (2.3) and (2.5) are obeyed in \( S/J \). As (2.6) and (2.8) are algebraic laws, they go to the quotient and, therefore, \( S/J \) is a weak RC-system.

Let \( \varepsilon_{S} \) be the unit family in \( S \). Then the \( J \)-classes of the elements of \( \varepsilon_{S} \) make a unit family in \( S/J \). Moreover, the latter is unital: indeed, if we have \([s] \ast [t] = [t] \ast [s] = [\varepsilon_{y}] \), then, by definition of the operation on \( S/J \), the elements \( s \ast t \) and \( t \ast s \) lie in \( J \) and, therefore, that the \( J \)-classes of \( s \) and \( t \) are equal.

\[ \Box \]

**Corollary 2.19 (maximal unital quotient).** Every weak RC-system \( S \) admitting a unit family \( \varepsilon_{S} \) admits a maximal unital quotient, namely \( S/\varepsilon_{S} \).

**Proof.** As \( \varepsilon_{S} \) is an ideal in \( S \), the quotient \( S/\varepsilon_{S} \) is a unital weak RC-system. In the other direction, assume that \( S^{\sharp} \) is a unital weak RC-system and \( \phi \) is a functor from \( S \) to \( S^{\sharp} \). Let \( s, t \) be \( \varepsilon_{S} \)-equivalent elements of \( S \). By assumption, we have \( s \ast t = t \ast s = \varepsilon_{y} \) for some object \( y \), hence \( \phi(s) \ast \phi(t) = \phi(t) \ast \phi(s) = \varepsilon_{\phi(y)} \) in \( S^{\sharp} \). As \( S^{\sharp} \) is unital, this implies \( \phi(s) = \phi(t) \), that is, \( \phi \) factors through \( S/\varepsilon_{S} \).

\[ \Box \]

Corollary 2.19 implies in particular that, if \( S \) is unital with unit family \( \varepsilon_{S} \), then \( S/\varepsilon_{S} \) is isomorphic to \( S \).
2.3 The structure category of a weak RC-system

In Chapter XIII we associated with every RC-quasigroup a structure monoid. Mimicking the definition in the current context would naturally lead to considering the category \( \langle S \mid \{ (s \star t) = t (s \star t) \mid s \neq t \in S \} \rangle^+ \) for every weak RC-system \( S \). This however is not convenient: typically, the units of \( S \) cannot coincide with the identity-elements of the category and there is no natural embedding of \( S \) in the category. We shall therefore take another route, first extending the operation \( \star \) from \( S \) to the free category \( S^\ast \) and then considering an appropriate quotient of this category. We recall that, if \( S \) is any precategory, \( S^\ast \) is the free category based on \( S \), realized as the category of all \( S \)-paths equipped with concatenation (Definition 2.20). Also, for \( x \in \text{Obj}(C) \), the empty path with source and target \( x \) is denoted by \( \varepsilon_x \), and we write \( \varepsilon S \) for \( \langle \varepsilon x \mid x \in \text{Obj}(S) \rangle^+ \).

**Definition 2.20 (grid).** Assume that \( S \) is a weak RC-system. For \( u, v \in S^\ast \) nonempty and sharing the same source, say \( u = s_1 | \cdots | s_p, \ v = t_1 | \cdots | t_q \), the \( (u, v) \)-grid is (when it exists) the double \( S \)-sequence \( \langle s_{i,j} \rangle_{1 \leq i \leq p, 0 \leq j \leq q}, \langle t_{i,j} \rangle_{0 \leq i \leq p, 1 \leq j \leq q} \) satisfying the initial conditions \( s_{0,0} = s_i \) and \( t_{0,0} = t_j \), and the inductive relations

\[
(2.21) \quad s_{i,j} = t_{i-1,j} \ast s_{i,j-1} \quad \text{and} \quad t_{i,j} = s_{i,j-1} \ast t_{i-1,j}.
\]

for \( 1 \leq i \leq p \) and \( 1 \leq j \leq q \). We then put \( u \star v = t_{p,1} | \cdots | t_{p,q} \). For \( u \) in \( S^\ast \) with source \( x \) and target \( y \), the \( (u, \varepsilon_x) \)-grid and the \( (\varepsilon_x, u) \)-grid are defined to be \( u \), and we put \( \varepsilon_x \star u = \varepsilon_x, v \star \varepsilon_y = \varepsilon_y \), and \( \varepsilon_x \star \varepsilon_x = \varepsilon_x \).

The current grids are reminiscent of the many grids already considered in this text, in particular in Chapters II and IV. The \( (u, v) \)-grid is the rectangular diagram obtained when starting with a vertical sequence of arrows labeled \( u \) and a horizontal sequence of arrows labeled \( v \) and using the operation \( \star \) to construct square tiles as on the right.

Note that, by construction, the length of \( u \star v \) is always that of \( v \), and that the \( (u, v) \)-grid is the image of the \( (u, v) \)-grid under a diagonal symmetry, so that, if \( \langle s_{i,j} \rangle_{1 \leq i \leq p, 0 \leq j \leq q}, \langle t_{i,j} \rangle_{0 \leq i \leq p, 1 \leq j \leq q} \) is the \( (u, v) \)-grid, then \( v \star u \) is the path \( s_{1,q} | \cdots | s_{p,q} \).

**Lemma 2.22.** If \( S \) is a weak RC-system, then \( S^\ast \) is a weak RC-system with unit family \( \varepsilon_S \), and the following mixed relations hold

\[
(2.23) \quad u \star (v_1 | v_2) = u \ast v_1 | (v_1 \ast u) \ast v_2 \quad \text{and} \quad (v_1 | v_2) \ast u = v_2 \ast (v_1 \ast u).
\]

**Proof.** The \( (u, v_1 | v_2) \)-grid is obtained by concatenating the \( (u, v_1) \)-grid and the \( (v_1 \ast u, v_2) \)-grid as follows:

\[
\begin{array}{ccc}
\hspace{1cm} & v_1 & \\
\hspace{1cm} & u \star v_1 & \\
\hspace{1cm} & (v_1 \ast u) \star v_2 & \end{array}
\]

Then the relations of (2.23) directly follow.
As for the right-cyclic law RC, the construction is exactly the same as in the proof of Lemma \[2.3\] By assumption, we have small cubes with $S$-labeled edges, and we want to construct a large $S^*$-labeled cube as the one after Definition \[2.3\] So, starting from the common source of the three labels $u, v, w$, we stack $S$-cubes one after the other. If the lengths of $u, v, w$ are $p, q, r$, exactly $pqr$ cubes are used.

The weak RC-system $S^*$ is never unital: \(2.8\) is not satisfied since, for every $s$ in $S(x, -)$, we have $s \ast s = \varepsilon_x$, and the length one path $\varepsilon_x$ is not equal to the length zero path $\varepsilon_x$. This however is easily repaired at the expense of going to a convenient quotient.

**Lemma 2.24.** If $S$ is a weak RC-system admitting a unit family and $\mathcal{I}$ is an ideal of $S$, the family $\mathcal{I}^*$ of all $\mathcal{I}$-paths is an ideal of $S^*$, the relation $\equiv_{\mathcal{I}^*}$ is compatible with concatenation on both sides, and mapping $\llbracket s \rrbracket_{\mathcal{I}}$ to $\llbracket s \rrbracket_{\mathcal{I}^*}$ defines an injection from $S/\mathcal{I}$ into $S^*/\mathcal{I}^*$.

**Proof.** First, every empty path $\varepsilon_x$ belongs to $\mathcal{I}^*$ by definition. Assume $u \in S^p$ and $v \in \mathcal{I}^q$. Let \((s_{i,j}, t_{i,j})\) be the $(u, v)$-grid. As $\mathcal{I}$ is an ideal, a straightforward induction gives $s_{i,j} = s_i$ for $0 \leq j \leq q$, for each $i$, and $t_{i,j} \in \mathcal{I}$ for $0 \leq i \leq p$, for each $j$. So we conclude that $u \ast v$, which is $t_{p,1} \cdots t_{p,q}$, belongs to $\mathcal{I}^*$, and that $v \ast u$, which is $s_{1,q} \cdots s_{p,q}$, is equal to $u$. So $\mathcal{I}^*$ is an ideal of $S^*$.

Assume now $u' \equiv_{\mathcal{I}^*} u$ and $v' \equiv_{\mathcal{I}^*} v$. Then the diagram on the right shows that $u' \mid v' \equiv_{\mathcal{I}^*} u \mid v$ holds as well.

Finally, assume $s \equiv_{\mathcal{I}^*} t$ with $s, t$ in $\mathcal{I}$. By definition, this means that the length one paths $s \ast t$ and $t \ast s$ belong to $\mathcal{I}^*$. By construction, the latter belong to $\mathcal{I}^*$ if and only if $s \ast t$ and $t \ast s$ belong to $\mathcal{I}$, hence if and only if $s \equiv_{\mathcal{I}^*} t$ holds. $\square$

We are now ready to introduce the expected structure category.
Definition 2.25 (structure category). If \( S \) is a weak RC-system admitting a unit family \( \epsilon_S \), the structure category \( C(S) \) of \( S \) is defined to be the category \( S^*/\epsilon_S^* \).

Of course, if there is only one object, we rather speak of a structure monoid. Definition 2.25 is legal since, by Proposition 2.18, the structure \( S^*/\epsilon_S^* \) is a unital weak RC-system, and, by Lemma 2.24, it is equipped with a well-defined partial associative multiplication. In the sequel, we write \( \equiv \) for \( \equiv_{\epsilon_S^*} \), and \( [u] \) for the \( \equiv \)-class of an \( S \)-path \( u \). Saying that \( u \equiv v \) holds means that the \((u,v)\)-grid is defined and finishes with units everywhere. Note that \( \epsilon_x \equiv \epsilon_x \) holds for every object \( x \): indeed, by definition, we have \( \epsilon_x \ast \epsilon_x = \epsilon_x \) and \( \epsilon_x \ast \epsilon_x = \epsilon_x \).

Before investigating the properties of structure categories, we begin with an easy preliminary remark. In Definition 2.25, we did not require that the RC-system \( S \) be unital. However, the structure category of \( S \) only depends on the maximal unital quotient of \( S \):

Lemma 2.26. Assume that \( S \) is a weak RC-system with unit family \( \epsilon_S \). Then the categories \( C(S) \) and \( C(S/\epsilon_S) \) are isomorphic.

Proof. Let \( \pi \) be the canonical projection from \( S \) to \( S/\epsilon_S \) and \( \pi^* \) be the componentwise extension of \( \pi \) to \( S \)-paths. If \( u, v \) are \( S \)-paths and \( u \equiv v \) holds, then we have \( u \ast v \in \epsilon_S^* \) and \( v \ast u \in \epsilon_S^* \), whence \( \pi^*(u) \ast \pi^*(v) \in \pi^*(\epsilon_S^*) \) and \( \pi^*(v) \ast \pi^*(u) \in \pi^*(\epsilon_S^*) \), and \( \pi^*(u) \equiv \pi^*(v) \). Hence \( \pi^* \) induces a functor from \( C(S) \) to \( C(S/\epsilon_S) \). This functor is obviously surjective. It is also injective. Indeed, assume \( \pi^*(u) \equiv \pi^*(v) \). Applying the definition, we deduce \( \pi^*(u \ast v) \in \pi^*(\epsilon_S^*) \) and \( \pi^*(v \ast u) \in \pi^*(\epsilon_S^*) \). By Lemma 2.16(iii), \( \pi(\epsilon_x) \) consists of \( \epsilon_x \) alone, so the previous relations imply \( u \ast v \in \epsilon_S^* \) and \( v \ast u \in \epsilon_S^* \), whence \( u \equiv v \). \( \square \)

By Corollary 2.19, a weak RC-system of the form \( S/\epsilon_S \) is unital, so Lemma 2.26 shows that we lose no generality in restricting to unital weak RC-systems when introducing structure categories. The following statement summarizes some properties of these categories.

Proposition 2.27 (structure category). Assume that \( S \) is a unital weak RC-system with unit family \( \epsilon_S \) and \( C \) is the associated structure category.

(i) The map \( s \mapsto [s] \) is an injection from \( S \) to \( C \), and \( C \) admits the presentation

\[
(S \mid \{ s(s \ast t) = t(t \ast s) \mid s \neq t \in S/\epsilon_S \text{ and } s \ast t \text{ is defined} \} \\
\cup \{ \epsilon_x = 1_x \mid x \in \text{Obj}(S) \})^*,
\]

and satisfies a quadratic isoperimetric inequality with respect to this presentation.
(ii) The category \( C \) has no nontrivial invertible element, it is left-cancellative, and it admits unique conditional right-lcms. Moreover, \( g \cdot h = g \ast h \) holds for all \( g, h \) in \( C \) that admit a common right-multiple.

(iii) If, in addition, \( S \) satisfies the condition

\[
\text{(2.29) for } s \notin \epsilon_S, \text{ the element } s \ast t \text{ lies in } \epsilon_S \text{ only for } t = s,
\]

the category \( C \) admits the presentation

\[
\langle S' \setminus \epsilon_S | \{ s(s \ast t) = t(t \ast s) \mid s \neq t \in S' \setminus \epsilon_S \text{ and } s \ast t \text{ is defined} \} \rangle^*,
\]

it is strongly Noetherian, it admits left-gcds, the atoms of \( C \) are the elements of \( S' \setminus 1_S \), and \( C \) admits a smallest Garside family including \( 1_C \), namely the family \( \tilde{S} \) of all right-lcms of finite subfamilies of \( S \).

Proof. (i) Assume \( [s] = [t] \) in \( C \). By definition, this means that the \((s, t)\)-grid exists and finishes with units. Thus \( s \ast t \) and \( t \ast s \) must be defined, and we have \( s \ast t = t \ast s = \epsilon_y \) for some object \( y \). As \( S \) is unital, \( \epsilon_y \) implies \( s = t \). Building on this, we shall identify every element of \( S \) with its image in \( C \), that is, consider \( S \) as a subfamily of \( C \).

By construction, \( S \) generates the free category \( S^* \), hence (the image of) \( S \) generates \( C \). Assume that \( s, t \) lie in \( S \) and \( s \ast t \) is defined. Then, by \((2.5)\), \( t \ast s \) is defined as well and, by \((2.4)\), \( s|s \ast t \) and \( t|t \ast s \) are \( S \)-paths with the same target, say \( z \). Then the diagram on the right is well-defined and it shows that \( s|s \ast t \equiv t|t \ast s \) holds. So the relations of \((2.28)\) are valid in \( C \).

Assume now that \( u, v \) are \( \equiv \)-equivalent \( S \)-paths. By definition, this means that the \((u, v)\)-grid is defined and finishes with unit elements. By construction, this grid consists of elementary squares, each of which correspond to a relation of one of the following four types: \( s(s \ast t) = t(t \ast s), s \epsilon_{u} = s \epsilon_{v}, s \epsilon_{y} = \epsilon_{x} \), \( s \epsilon_{x} = \epsilon_{x} \epsilon_{x} \). The relations of the first type belong to the list \((2.28)\), those of the second and fourth types are tautologies, and those of the third type follow from the relations \( \epsilon_{x} = 1_{v} \). Writing \( z \) for the target of \( u \) and \( p, q \) for the length of \( u \) and \( v \), this shows that the equivalence of \( u|\epsilon_{x} \) and \( v|\epsilon_{x} \) can be established using at most \( pq \) relations from \((2.28)\). As we then consider \( \epsilon_{x} \)-classes, all arrows labeled \( \epsilon_{z} \) collapse, and we have a similar result for \( u \) and \( v \). This shows that \((2.28)\) is a presentation of \( C \) and that \( C \) satisfies a quadratic isoperimetric inequality with respect to this presentation.

(ii) Once we have a presentation of \( C \), the proof goes on exactly as for Proposition \[\text{XIII.2.8}\]. First, the presentation \((2.28)\) is right-complemented, associated with the short syntactic right-complement \( \theta \) defined by

\[
\theta(s, t) = \begin{cases} 
  s \ast t & \text{for } s \neq t \text{ and } s \ast t \text{ defined}, \\
  \epsilon_{x} & \text{for } s = t \text{ with source } x,
\end{cases}
\]
and the assumption that \((S, \ast)\) satisfies the RC-law (2.6) implies that \(\theta\) satisfies the sharp right-cube condition for every triple of pairwise distinct elements of \(S\). Then Proposition [II.4.16] (right-complemented) implies that \(C\) has no nontrivial invertible element, is left-cancellative, and it admits unique conditional right-lcms. For \(s \neq t\) in \(S\), the right-lcm of \(s\) and \(t\) is represented by \(s\theta(s, t)\), which, by (2.31), is \(s(s \ast t)\). This means that \(s \setminus t\) equals \(s \ast t\) in this case.

(iii) Assume that (2.29) is satisfied. Then no element \(\epsilon_s\) appears in the first list of relations in (2.28), and, therefore, we can simply remove the generators \(\epsilon_S\), which are to be collapsed, thus obtaining for \(C\) the presentation is (2.30). Now, every relation in the latter involves two paths of length two, so the presentation is homogeneous. Hence, by Proposition [II.3.32] (homogeneous), \(C\) is strongly Noetherian, and the height of an element of \(C\) is the common length of all paths that represent it and contain no entry in \(\epsilon_S\). In particular, the atoms of \(C\) are the elements of height one, namely the elements of \(S \setminus \epsilon_S\).

Then, by Corollary [IV.2.41] (smallest Garside), \(C\) admits a smallest Garside family that includes \(1_C\), namely the closure of the atoms under right-lcm and right-complement. Now, as in the case of Lemma [XIII.2.28] the closure \(\tilde{S}\) of \(S \setminus \epsilon_S\) under right-lcm is closed under right-lcm by definition, and the assumption that \(S\) is closed under right-complement implies that \(\tilde{S}\) is closed under right-complement too. Hence, \(\tilde{S}\) is the smallest Garside family including \(1_C\) in \(C\).

Before discussing examples, let us immediately deduce the connection between the current construction and those of Chapter XIII.

**Corollary 2.32 (coherence).** If \(S\) is an RC-quasigroup, the structure monoid of \(S\) as introduced in Definition [XIII.2.5] coincides with the structure monoid of its completion \(\tilde{S}\) as defined in Definition [2.25].

**Proof.** In the case of \(\tilde{S}\), (2.29) is satisfied by definition, so (2.30) is a presentation of the associated structure in the sense of Definition [XIII.2.5]. Now, (2.30) is also the defining presentation involved in Definition [XIII.2.5].

**Example 2.33 (structure monoid).** Consider the two RC-systems of Example 2.2. In both cases, we recover the expected monoid. In the first case, (2.28) gives \(ab = c1\), whence \(ab = c\) when \(1\) is collapsed, and, similarly, \(ba = d\), so, at the end, the presentation is equivalent to \(\langle a, b \mid aba = bab \rangle\), a presentation of \(B_3^+\). In the second case, we similarly retrieve the presentation \(\langle a, b, c \mid ab = bc = ca \rangle\) of \(B_3^+\). Then both monoids are eligible for Proposition [2.27], which states in particular that they are left-cancellative and admit unique conditional right-lcms.

Now, in the first table, the unit 1 appears else where than in the first column and the diagonal (\(c \ast a = 1\) holds), so (2.29) fails, and we cannot assert that the properties of Proposition [2.27](iii) are true—although, in this case, they are.

By contrast, in the second table, (2.29) holds and, therefore, Proposition [2.27] guarantees in addition that the monoid is Noetherian and admits a smallest Garside family containing 1, namely the closure of the involved set \(S\) under right-lcm: in the current case, this family is \(\{1, a, b, c\} \cup \{\Delta\}\), where \(\Delta\) is the common value of \(ab, bc,\) and \(ca\). Note that the Garside family \(\text{Div}(\Delta)\) has 5 elements: owing to the results of Chapter [XIII].
this shows that there is no way of removing 1 from the table and completing it into an RC-quasigroup since, otherwise, the cardinality of the Garside family should be a power of 2.

When \((2.29)\) is not satisfied, the results of Proposition \(2.27\) may seem frustrating and, in particular, it is natural to wonder how to recognize Noetherianity from a (weak) RC-system. We have no complete answer, but some conditions are clearly sufficient.

**Proposition 2.34 (Noetherianity).** Assume that \(S\) is a weak RC-system that admits a unit family \(\varepsilon_S\) and there exists a map \(\lambda : S \to \mathbb{N}\) such that \(\lambda(s) = 0\) holds if and only if \(s\) lies in \(\varepsilon_S\) and, for all \(s, t\) in \(S\) such that \(s \ast t\) is defined, we have \(\lambda(s) + \lambda(s \ast t) = \lambda(t) + \lambda(t \ast s)\).

Then the structure category \(C\) of \(S\) is strongly Noetherian, it admits left-gcds, the atoms of \(C\) are the elements of \(S \setminus 1_S\), and \(C\) admits a smallest Garside family including \(1_C\), namely the family of all right-lcms of finite subfamilies of \(S\).

**Proof.** For \(u\) an \(S\)-path, say \(u = s_1 \cdots s_p\), define \(\lambda^*(u) = \lambda(s_1) + \cdots + \lambda(s_p)\). Then \(\lambda^*\) induces a well-defined map on \(C\), which by definition is a strong Noetherianity witness. Hence \(C\) is (strongly) Noetherian and, from there, we repeat the proof of Proposition \(2.27\) (iii).

**Example 2.35 (Noetherianity).** Consider the first table of Examples \(2.2\) and \(2.33\). Define \(\lambda(1) = 0\), \(\lambda(a) = \lambda(b) = 1\), and \(\lambda(c) = \lambda(d) = 2\). Then the assumptions of Proposition \(2.34\) are satisfied, and, this time, we can indeed deduce that the smallest Garside family containing 1 in \(B_3^+\) is the 6-element family \(\{1, a, b, c, d\} \cup \{\Delta\}\) with \(\Delta = ad = bc = ca = db\).

Of course, the assumptions of Proposition \(2.34\) need not be always satisfied, even in a finite RC-system. For instance, the structure monoid associated with the RC-system on the right admits the presentation \(\langle a, b \mid ab = b \rangle^+\), and it is neither Noetherian nor right-cancellative.

In the case when the considered RC-system is finite and the operation \(\ast\) is defined everywhere, then the Garside family of Proposition \(2.34\) is right-bounded by the right-lcm \(\Delta\) of \(S\). From there, the results of Chapter \(V\) possibly apply: for instance, by Proposition \(V.1.36\) (right-cancellativity I), right-cancellativity reduces to the injectivity of the functor \(\phi_\Delta\), and therefore to that of the map \(g \mapsto g \ast \Delta\). We shall not give more details in this direction here.

### 3 The braid group of \(\mathbb{Z}^n\)

In a completely different direction, we now describe a group that can be seen as an analog of the braid group \(B_n\) in which the role of the symmetric group \(S_n\) would be held by a linear group \(GL(n, \mathbb{Z})\). The group was introduced and investigated by D. Krammer in \([162]\). The construction relies on the scheme of Subsection \(VI.3.3\) and consists in defining a germ using a lattice ordering.
3.1 Ordering orders

Restarting from Example 13.18 (germ from lattice), we consider the weak order on the symmetric group $S_n$. It will be useful to consider here $S_n$ as the quotient of the braid group $B_n$ (Reference Structure page 5) by the subgroup $PB_n$ made of all pure braids, defined as those braids whose associated permutation is the identity. We shall now use a similar scheme with $S_n$ replaced by $GL(n,\mathbb{Z})$ and $PB_n$ replaced by the subgroup $H$ of $GL(n,\mathbb{Z})$ consisting of those elements that preserve the standard lexicographic order on $\mathbb{Z}^n$. A lattice ordering on $GL(n,\mathbb{Z})/H$ is then defined using a lattice structure on the linear orders of $\mathbb{Z}^n$ that arise from the standard lexicographic order via the action of some element of $GL(n,\mathbb{Z})$. Thus the general idea is to replace the action of the symmetric group $S_n$ on $\{1,\ldots,n\}$ with the action of $GL(n,\mathbb{Z})$ on $\mathbb{Z}^n$.

The first step of the construction is to define a lattice ordering on the family of all linear orders of a set $S$. In the sequel, as in Chapter XII, an order on $S$ is viewed as a set of pairs, hence a subset of $S^2$.

**Definition 3.1 (order on orders).** Let $O(S)$ be the family of all linear orders on a set $S$. For $O_1, O_2$ in $O(S)$, we put

$$\text{Inv}_{O_1}(O) = \{(x, y) \in S^2 \mid (x, y) \in O_1 \text{ and } (y, x) \in O\},$$

and define $O_1 \preceq_{O_1} O_2$ to mean $\text{Inv}_{O_1}(O_1) \subseteq \text{Inv}_{O_1}(O_2)$.

Thus $\text{Inv}_{O_1}(O)$ is the family of all inversions of $O$ with respect to the reference order $O_1$. We say that $O_1$ is smaller than $O_2$ if all inversions of $O_1$ are inversions of $O_2$. If $S$ is $\{1,\ldots,n\}$ and $O_1$ is the standard order, at the expense of identifying a permutation of $\{1,\ldots,n\}$ with the linear order it induces, we retrieve the usual weak order on $S_n$.

**Lemma 3.2.** For every set $S$ and every linear order $O$ on $S$, the relation $\preceq_{O_1}$ is a lattice ordering on $O(S)$.

**Proof (sketch).** That $\preceq_{O_1}$ is a partial ordering is straightforward, and the point is to show that least upper bounds exist. Now one observes that a set $\text{Inv}_{O_1}(O)$ is always transitive (meaning that, if it contains $(x, y)$ and $(y, z)$, then it also contains $(x, z)$) and co-transitive (meaning that its complement in $S^2$ is transitive) and, conversely, every subset of $S^2$ that is transitive and co-transitive is the set $\text{Inv}_{O_1}(O)$ for some linear order $O$. Then one easily checks that the least upper bound of two orders $O_1, O_2$ is the linear order $O$ such that $\text{Inv}_{O_1}(O)$ is the smallest transitive co-transitive subset of $S^2$ that includes $\text{Inv}_{O_1}(O_1) \cup \text{Inv}_{O_1}(O_2)$. The argument works not only for two orders, but also for an arbitrary family of orders. Greatest lower bounds can then be obtained as least upper bounds of the family of all common lower bounds.

Note that the smallest element in the lattice $(O(S), \preceq_{O_1})$ is $O_*$, since $\text{Inv}_{O_1}(O_*)$ is empty, whereas the largest element is the reversed order $O_*^{rev}$, since $\text{Inv}_{O_1}(O_*^{rev})$ is all of $S^2$. 

3.2 Lexicographic orders of $\mathbb{Z}^n$

The second step of the construction consists in fixing $S = \mathbb{Z}^n$ and considering a particular family of linear orders called lexicographic. Hereafter we use $x, y, ...$ for the elements of $\mathbb{Z}^n$. The latter are viewed as a $\mathbb{Z}$-valued sequence of length $n$, and we write $x_i$ for the $i$th entry in $x$. We let $\text{GL}(n, \mathbb{Z})$ act on $\mathbb{Z}^n$ on the right, thus writing $xg$ for the image of $x$ under the linear transformation $g$; accordingly, we assume that the product in $\text{GL}(n, \mathbb{Z})$ is reversed composition.

**Definition 3.3 (lexicographic).** Let the standard lexicographic order on $\mathbb{Z}^n$ be

$$O_{\text{lex}} = \{ (x, y) \in (\mathbb{Z}^n)^2 \mid \exists i \leq n \ (x_i < y_i \text{ and } \forall j < i \ (x_j = y_j)) \}.$$  

We put $O_{\text{lex}}(\mathbb{Z}^n) = \{ O_{\text{lex}} \cdot g \mid g \in \text{GL}(n, \mathbb{Z}) \}$ with $O \cdot g = \{ (xg, yg) \mid (x, y) \in O \}$. The elements of $O_{\text{lex}}(\mathbb{Z}^n)$ are called **lexicographic orders**.

**Example 3.4 (lexicographic).** We mentioned in Example [XII.1.15] that, for $n = 2$, the positive cones of the invariant orders on $\mathbb{Z}^n$ are the intersections of $\mathbb{Z}^2$ with open half-planes completed with one of the two possible half-lines of the border. The lexicographic orders are those for which the slope of the border line is rational. See Figure 4.

---

**Figure 4.** Ordering the left-invariant orderings on $\mathbb{Z}^2$ with respect to the lexicographical ordering $O_{\text{lex}}$: one compares the “inversions” with respect to $O_{\text{lex}}$ (the zone delimited in dashed lines), and an ordering is smaller than another if the set of inversions of the former is included in the set of inversions of the latter, for instance, $O_1$ is smaller than $O_3$. The greatest lower bound of $O_1$ and $O_3$ is $O_{\text{lex}}$, because $\text{Inv}(O_1)$ and $O_3$ are disjoint; similarly, the least upper bound of $O_1$ and $O_3$ is the maximal element, namely the reversing lexicographical ordering.

The group $\text{GL}(n, \mathbb{Z})$ acts on $O_{\text{lex}}(\mathbb{Z}^n)$ on the right: by construction, for all $g, h$ in $\text{GL}(n, \mathbb{Z})$ and $O$ in $O_{\text{lex}}(\mathbb{Z}^n)$, we have $(O \cdot g) \cdot h = O \cdot gh$. Beware that, with
the above definition, if we write $O$ and $O \cdot g$ as binary relations, say $< O$ and $< O \cdot g$, then $x < O \cdot g y$ is equivalent to $x g^{-1} < O y^{-1}$.

**Lemma 3.5.** For every lexicographic order $O_\ast$ on $\mathbb{Z}^n$, the restriction of $\preceq O_\ast$ to $O_{\text{lex}}(\mathbb{Z}^n)$ is a lattice ordering on $O_{\text{lex}}(\mathbb{Z}^n)$.

**Proof (sketch).** The point is to show that, if $O_1$ and $O_2$ are lexicographic, then their sup and their inf as determined in Lemma [3.2] still are lexicographic. This will follow from a characterization of lexicographic orders that we describe now.

The lexicographic order on $\mathbb{Z}^n$ is (left- and right-) invariant with respect to the additive group structure in the sense of Chapter XII, that is, $(x, y) \in O_{\text{lex}}$ is equivalent to $(x + z, y + z) \in O_{\text{lex}}$ for every $z$. As the elements of $\text{GL}(n, \mathbb{Z})$ preserve addition, every lexicographic order on $\mathbb{Z}^n$ is invariant too.

On the other hand, if $O$ is an invariant linear order on $\mathbb{Z}^n$, then $(x, y) \in O$ is equivalent to $(qx, qy) \in O$ for every $q$. It follows that $O$ admits a unique well-defined extension $\hat{O}$ into a linear order on $\mathbb{Q}^n$: say that $(x, y) \in \hat{O}$ if $(qx, qy) \in O$ for $q$ large enough to ensure $qx \in \mathbb{Z}^n$ and $qy \in \mathbb{Z}^n$. Then the positive cone of $\hat{O}$ is piecewise linear in $\mathbb{Q}^n$, this meaning that it is a finite intersection of half-spaces $\{x \mid x \cdot g > 0\}$ or $\{x \mid x \cdot g \geq 0\}$ with $g$ in $\text{GL}(n, \mathbb{Q})$. This immediately implies that, for every lexicographic order $O$, the positive cone of $\hat{O}$ is piecewise linear.

Now, using an explicit description of all invariant orders on $\mathbb{Q}^n$, one can show that, conversely, every linear order $O$ on $\mathbb{Z}^n$ that is invariant and such that the positive cone of $\hat{O}$ is piecewise linear must be lexicographic. It is then easy to check that, if $O$ is the least upper bound of two lexicographic orders with respect to $\preceq O_\ast$ and $O_\ast$ is lexicographic, then $O$ is invariant and the positive cone of $\hat{O}$ is piecewise linear. Hence this least upper bound is lexicographic. The result for greatest lower bounds follows using the duality that stems from reversing the orders. 

### 3.3 A lattice ordering on $\text{GL}(n, \mathbb{Z})$

The third step of the construction is to define a lattice ordering on a certain quotient of $\text{GL}(n, \mathbb{Z})$. Hereafter, we use $<_{\text{lex}}$ for the lexicographic order on $\mathbb{Z}^n$: so $x <_{\text{lex}} y$ is just the same as $(x, y) \in O_{\text{lex}}$. Also, we fix $O_{\text{lex}}$ as the reference order and write $\preceq$ for $\preceq_{O_{\text{lex}}}$ on $O_{\text{lex}}(\mathbb{Z}^n)$. We write $\underline{0}$ for $(0, \ldots, 0)$.

**Definition 3.6 (relation $\preceq$ on $\text{GL}(n, \mathbb{Z})$).** For $g, h$ in $\text{GL}(n, \mathbb{Z})$, we declare that $g \preceq h$ is true if we have

\[(3.7) \quad \forall z >_{\text{lex}} \underline{0} (z g <_{\text{lex}} \underline{0} \Rightarrow z h <_{\text{lex}} \underline{0}).\]

**Lemma 3.8.** (i) For $g, h$ in $\text{GL}(n, \mathbb{Z})$, the relation $g \preceq h$ is equivalent to $O_{\text{lex}} \cdot g \preceq O_{\text{lex}} \cdot h$. 


(ii) The relation $\leq$ is reflexive and transitive. Write $g \sim h$ for the conjunction of $g \leq h$ and $h \leq g$. Then $g \sim h$ is equivalent to $g^{-1}h \in H$, where $H$ is the subgroup of $\text{GL}(n, \mathbb{Z})$ consisting of all linear transformations that fix $O_{\text{lex}}$.

(iii) The relation $\leq$ induces on $\text{GL}(n, \mathbb{Z})/H$ a partial ordering $\leq$ that is a lattice with least element $H$ and greatest element $\Delta H$, where $\Delta$ is defined by $x\Delta = -x$ for every $x$.

For all $g, h$, the relations $gH \leq hH$ and $\Delta g \Delta^{-1} H \leq H \Delta^{-1} H$ are equivalent.

(iv) The relations (VI.3.16) and (VI.3.17) are satisfied by $\text{GL}(n, \mathbb{Z})$, $H$, and $\leq$.

Proof. (i) By definition, $O_{\text{lex}} \cdot g \leq O_{\text{lex}} \cdot h$ means that $\text{Inv}_{O_{\text{lex}}}(O_{\text{lex}} \cdot g)$ is included in $\text{Inv}_{O_{\text{lex}}}(O_{\text{lex}} \cdot h)$, hence that every pair $(x, y)$ in $(\mathbb{Z}^n)^2$ satisfying $x <_{\text{lex}} y$ and $xy >_{\text{lex}} yg$ satisfies $xh >_{\text{lex}} yh$. For $x = 0$ and $z = y$, we obtain (3.7). Conversely, if $g \leq h$ holds, every pair $(x, y)$ satisfying $y - x >_{\text{lex}} 0$ and $(y - x)g <_{\text{lex}} 0$ satisfies $(y - x)h <_{\text{lex}} 0$. As $<_{\text{lex}}$ is invariant and $g$ and $h$ are linear, this implies that, for all $x, y$ satisfying $x <_{\text{lex}} y$ and $xy >_{\text{lex}} yg$, we have $xh >_{\text{lex}} yh$. This is the definition of $O_{\text{lex}} \cdot g \leq O_{\text{lex}} \cdot h$.

(ii) Reflexivity and transitivity are obvious from the definition. Assume $g \leq h$ and $h \leq g$. By assumption, for every $z$ satisfying $z >_{\text{lex}} 0$, we have $zg <_{\text{lex}} 0 \Leftrightarrow zh <_{\text{lex}} 0$ and therefore $zg >_{\text{lex}} 0 \Leftrightarrow zh >_{\text{lex}} 0$ as well. Assume $z <_{\text{lex}} 0$. Then $-z >_{\text{lex}} 0$ holds, so the assumption implies $(-z)g <_{\text{lex}} 0 \Leftrightarrow (-z)h <_{\text{lex}} 0$, whence $zg >_{\text{lex}} 0 \Leftrightarrow zh >_{\text{lex}} 0$ in this case also. So, for every $z$ in $\mathbb{Z}^n$, we have $zg >_{\text{lex}} 0 \Leftrightarrow zh >_{\text{lex}} 0$. As $g$ is surjective, we equivalently obtain that, for every $x$ in $\mathbb{Z}^n$, we have $x >_{\text{lex}} 0 \Leftrightarrow xy^{-1}h >_{\text{lex}} 0$, meaning that $g^{-1}h$ fixes $O_{\text{lex}}$.

(iii) By Lemma 5.5, the ordering $\leq$ is a lattice ordering on $O_{\text{lex}}(\mathbb{Z}^n)$. Then the map $g \mapsto O_{\text{lex}} \cdot g$ induces an isomorphism from $(\text{GL}(n, \mathbb{Z})/H, \leq)$ to $(O_{\text{lex}}(\mathbb{Z}^n), \leq)$. The image of $H$ is $O_{\text{lex}}$, which is the smallest element in $(O_{\text{lex}}(\mathbb{Z}^n), \leq)$, so $H$ is the smallest element in $(\text{GL}(n, \mathbb{Z})/H, \leq)$; the image of $\Delta H$ is the reversed order $O_{\text{lex}}^\sim$, which is the largest element in $(O_{\text{lex}}(\mathbb{Z}^n), \leq)$, so $\Delta H$ is the largest element in $(\text{GL}(n, \mathbb{Z})/H, \leq)$. Finally, we have $x\Delta g\Delta^{-1} = -((-x)g) = xy$ for every $x$ in $\mathbb{Z}^n$, so the last equivalence is clear.

(iv) The argument is similar to the one of Lemma IX.1.7 for the symmetric group or, more generally, an arbitrary Coxeter system, and it consists in using the map $N$ here defined by

$$N(g) = \{ x \in \mathbb{Z}^n \mid (x >_{\text{lex}} 0 \text{ and } xy <_{\text{lex}} 0) \text{ or } (x <_{\text{lex}} 0 \text{ and } xy >_{\text{lex}} 0) \},$$

which will play the role of the set of reflections in the Coxeter case. Then one easily obtains the formula $N(gh) = N(g) \Delta N(h)g^{-1}$ where $\Delta$ is the symmetric difference, and deduces that $g \leq h$ is equivalent to $N(gh)$ being the disjoint union of $N(g)$ and $N(h)g^{-1}$, and also to $N(g) \cap N(h)g^{-1}$ being empty. From there, the relations (VI.3.16) and (VI.3.17) easily follow.

Example 3.9 (case $n = 2$). In the (trivial) case $n = 2$, the subgroup $H$ is isomorphic to $(\mathbb{Z}, +)$ as it identifies with the group of matrices $\begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}$ and the relation $gH = hH$ reduces to $\begin{pmatrix} a & b \\ c & d \end{pmatrix} \sim \begin{pmatrix} a + eb & b \\ c & d \end{pmatrix}$.

Then $(\text{GL}(n, \mathbb{Z}), \leq)$ is eligible for Proposition VI.3.15 (germ from lattice).
Definition 3.10 (braid monoid of $\mathbb{Z}^n$). For $n \geq 2$, we let $B^+(\mathbb{Z}^n)$ to be the monoid generated by the germ defined in Proposition VI.3.15 from $(\text{GL}(n, \mathbb{Z}), H, \leq)$.

Proposition 3.11 (braid monoid of $\mathbb{Z}^n$). For every $n$, the monoid $B^+(\mathbb{Z}^n)$ is an Ore monoid, it admits left-gcds and right-lcms, the element $\Delta$ is central, it is a Garside element in $B^+(\mathbb{Z}^n)$, and its divisors make a lattice isomorphic to $\text{GL}(n, \mathbb{Z})/H$; the invertible elements of $B^+(\mathbb{Z}^n)$ are the elements of $H$.

Proof. Apply Proposition VI.3.15.

Of course, one can then define the braid group of $\mathbb{Z}^n$ to be the group of fractions $B(\mathbb{Z}^n)$ of $B^+(\mathbb{Z}^n)$. Then the results of Chapters III and V apply to $B(\mathbb{Z}^n)$ and, in particular, every element of $B(\mathbb{Z}^n)$ admits a $\Delta$-normal decomposition that is unique up to deformation by elements of $H$.

4 Cell decompositions of a punctured disk

We now give an introduction to another geometric construction developed by D. Krammer in [163] that consists in defining a category equipped with a distinguished Garside map $\Delta$ for every finite sequence of integers larger than 1. In every case, the family $\text{Div}v(\Delta)$ is finite and it is a lattice. In the case of a length $n$ sequence $(2, \ldots, 2)$, the category is the braid monoid $B^+_n$ and $\Delta$ coincides with the standard Garside element $\Delta_n$ of $B^+_n$ (Reference Structure 2, page 5), whereas, in the case of a length $n$ sequence $(3, \ldots, 3)$, the category is closely connected with the Tamari lattice on the set of vertices of the $n$th associahedron, and, in the case of a sequence with several entries, the category has more than one object.

4.1 Braid groups as mapping class groups

Hereafter it will be convenient to look at the braid group $B_n$ (Reference Structure 2 page 5) in one more different way, namely as a mapping class group of a punctured disk, and we begin with a brief description of this viewpoint, which consists in looking at braids from one end rather than from the side.
Definition 4.1 (mapping class group). If $\Sigma$ is an oriented compact surface, possibly with boundary $\partial \Sigma$, and $P$ is a finite set of interior points of $\Sigma$, the mapping class group $\text{MCG}(\Sigma, P)$ of $\Sigma$ relative to $P$ is the group of all isotopy classes of orientation-preserving self-homeomorphisms of $\Sigma$ that fix $\partial \Sigma$ pointwise and preserve $P$ globally.

So a homeomorphism $\phi$ from $\Sigma$ to itself taking punctures to punctures represents an element of $\text{MCG}(\Sigma, P)$ whenever it acts as the identity on the boundary of $\Sigma$. Note that the punctures may be permuted by $\phi$. Two homeomorphisms represent the same element if and only if they are isotopic through a family of boundary-fixing homeomorphisms which also fix $P$. Such homeomorphisms necessarily induce the same permutation of the punctures. It can be noticed that, in Definition 4.1, the word “isotopic” can be replaced by “homotopic”: by a theorem of Epstein [117], two homeomorphisms of a compact surface are homotopic if and only if they are isotopic.

Mapping class groups, also known as modular groups, play a prominent role in the study of the topology and geometry of surfaces, as well as in 3-dimensional topology. They admit finite presentations, but establishing it requires deep arguments, see Hatcher–Thurston [143] and Wajnryb [225].

From now on, we denote by $D$ the unit disk of the real plane, identified for instance with $\{z \in \mathbb{C} \mid |z| \leq 1\}$. The border of $D$ is denoted by $\partial D$.

Proposition 4.2 (braid group as mapping class group). If $P$ is a set of $n$ elements, then the mapping class group $\text{MCG}(D, P)$ is isomorphic to the braid group $B_n$.

Proof (sketch). (See Figure 5 for a complete argument, see for instance [17].) Let $\beta$ be an $n$-strand geometric braid, sitting in the cylinder $[0, 1] \times D$, whose $n$ strands are starting at the puncture points of $\{0\} \times D$ and ending at the puncture points of $\{1\} \times D$. Then $\beta$ may be considered to be the graph of the motion, as time goes from 0 to 1, of $n$ points moving in the disk, starting and ending at the puncture points. This motion can be extended to a continuous family of homeomorphisms of the disk, starting with the identity and fixed on the boundary at all times: think of the cylinder as filled with a viscous fluid. The end map of this isotopy is the corresponding homeomorphism from $D$ to itself that is well defined up to isotopy, globally fixes the punctures, and pointwise fixes the boundary.

Conversely, assume that $\phi$ is a homeomorphism of $D$ to itself that represents some element of the mapping class group. By a trick of Alexander, every homeomorphism of a disk that fixes the boundary is isotopic to the identity, through homeomorphisms fixing the boundary. The corresponding braid is then the graph of the restriction of such an isotopy to the puncture points.

In this description, if the punctures are enumerated $P_1, \ldots, P_n$, the braid $\sigma_i$ corresponds to the class of a homeomorphism that performs in a neighborhood of $\{P_i, P_{i+1}\}$ a clockwise half-turn centered at the middle of $P_iP_{i+1}$.  \hfill \square
Figure 5. Viewing an $n$-strand geometric braid drawn in a cylinder as the motion (the dance) of $n$ points in a disk when time goes from $0$ to $1$: cut the cylinder using a mobile vertical plane and look at the motion of the punctures.

4.2 Cell decompositions

The notion of a triangulation of a polygon is standard: it is a partition of the polygon into (disjoint) triangles. A triangulation of an $N$-gon involves $N - 2$ triangles. Here we shall consider similar decompositions involving pieces that are not necessarily triangles, but can be arbitrary polygons, including bigons—the viewpoint is topological, not geometrical, and our polygons may have curved edges.

**Definition 4.3 (decomposition type, cell decomposition).** A *decomposition type* is a finite sequence of positive integers at least equal to 2. For $\vec{\ell} = (\ell_1, \ldots, \ell_n)$, a *cell decomposition* of type $\vec{\ell}$ is a partition of an $N$-gon $\Pi$ into $n$ polygonal cells with respectively $\ell_1, \ldots, \ell_n$ edges, with $N = \sum_i (\ell_i - 2) + 2$.

Two cell decompositions are isotopic if there exists a continuous deformation that keeps the border of the polygon pointwise fixed and maps one decomposition to the other: at the expense of considering that the vertices of the polygon lie on the circle $\partial D$, the isotopy class of a cell decomposition is its orbit under the action of the mapping class group $\text{MCG}(D, \emptyset)$. So, for instance, there is only one isotopy type of cell decomposition of type $(2, \ldots, 2)$, 2 repeated $n$ times, corresponding to the action of orientation-preserving self-homeomorphisms of $D$ on the $n - 1$ edges that separate adjacent bigons, see Figure 6(i). A triangulation of an $N$-gon is a cell decomposition of type $(3, \ldots, 3)$, 3 repeated $N - 2$ times, and there are $\frac{1}{N+1} \binom{2N}{N}$ (the $N$th Catalan number) isotopy classes of such triangulations, see Figure 6(ii).

When (as in Figure 6) the base polygon is represented as $N$ points $Q_1, \ldots, Q_N$ drawn on $\partial D$, a cell decomposition of type $\vec{\ell}$ can be described as a collection of $n - 1$ non-crossing arcs $\gamma_1, \ldots, \gamma_{n-1}$ in $D$ separating the adjacent cells of the decomposition; by construction, the endpoints of these arcs belong to $\{Q_1, \ldots, Q_N\}$. 
4 Cell decompositions of a punctured disk

(i) Three isotopic cell decompositions of type \((2, 2, 2)\), that is, three decompositions of a bigon \((N = 2)\) into three bigons;

(ii) The five isotopy classes of cell decompositions of type \((3, 3, 3)\), that is, the decompositions of a pentagon \((N = 5)\) into three triangles;

(iii) The six isotopy classes of cell decompositions of type \((2, 2, 3)\), that is, the decompositions of a triangle \((N = 3)\) into two bigons and one triangle.

4.3 The group \(B_{\vec{\ell}}\) and the category \(B_{\vec{\ell}}\)

For each decomposition type \(\vec{\ell}\) of integers larger than \(1\), we shall now define a category whose objects are (certain) isotopy classes of cell decompositions of type \(\vec{\ell}\). The elements of the categories are (certain) elements of the mapping class group \(\text{MCG}(D, P)\) where the cardinality of \(P\) is the length \(n\) of \(\vec{\ell}\)—hence, by Proposition 4.2, they are (certain) \(n\) strand braids.

Hereafter, “homeomorphism of \(D\)” always means “orientation-preserving homeomorphism of \(D\) that fixes the border \(\partial D\) pointwise”. When there is no puncture, homeomorphisms act transitively on cell decompositions of a given type, and there is not much to say. Things become interesting when punctures are posted in each of the \(n\) regions of a cell decomposition.

From now on, the \(n\)-strand braid group \(B_n\) is identified with the mapping class group of an \(n\)-punctured disk, that is, with the family of isotopy classes of orientation-preserving homeomorphisms of \(D\) that fix the border \(\partial D\) pointwise and leave the set of punctures globally invariant. The family of punctures will always be written as \(P = (P_1, \ldots, P_n)\).

**Definition 4.4 (group \(B_{\vec{\ell}}\)).** For \(\vec{\ell}\) a decomposition type of length \(n\), we denote by \(B_{\vec{\ell}}\) the subgroup of \(B_n\) consisting of those braids that map every puncture \(P_i\) to a puncture \(P_j\) satisfying \(\ell_j = \ell_i\).

If all entries in \(\vec{\ell}\) are equal, the group \(B_{\vec{\ell}}\) is \(B_n\), whereas, if the entries of \(\vec{\ell}\) are pairwise distinct, \(B_{\vec{\ell}}\) is the pure braid group \(PB_n\), that is, the index \(n!\) subgroup of \(B_n\) made by the braids that leave the punctures pointwise fixed.

Our aim is to let the group \(B_{\vec{\ell}}\) act on cell decompositions of type \(\vec{\ell}\). To this end, we shall restrict to cell decompositions that are compatible with the punctures in that every cell contains one puncture exactly, with an additional requirement on the number of edges.
Definition 4.5 (admissible cell decomposition). (See Figure 7.) For \( n \geq 1 \) and \( N \geq 2 \), we denote by \( \mathcal{D}_{n,N} \) the disk \( D \) with \( N \) distinguished points \( Q_1, \ldots, Q_N \) in \( \partial D \) and \( n \) distinguished points \( P_1, \ldots, P_n \) in \( D \). A type \( \vec{\ell} \) cell decomposition \( c \) of \( \mathcal{D}_{n,N} \) is called admissible if, for every \( i \), the vertices of the cell \( c_i \) belong to \( \{ Q_1, \ldots, Q_N \} \) and \( \hat{c}_i \) contains exactly one point of \( \{ P_1, \ldots, P_n \} \), say \( P_{f(i)} \), and, moreover, \( \ell_{f(i)} = \ell_i \) holds. We write \( \mathcal{CD}_{\vec{\ell}} \) for the family of all admissible cell decompositions of type \( \vec{\ell} \).

Figure 7. Admissible cell decomposition: on the left, two admissible cell decompositions of type \( (2, 2) \), on the right, two admissible cell decompositions of type \( (2, 3) \), and one that is not admissible: each region contains one puncture, but the region containing \( P_1 \) is a triangle, whereas \( \ell_1 \) is 2, not 3.

The definition of the group \( B_{\vec{\ell}} \) immediately implies:

Lemma 4.6. For every decomposition type \( \vec{\ell} \), every braid in \( B_{\vec{\ell}} \) maps every admissible decomposition of type \( \vec{\ell} \) to an admissible decomposition of type \( \vec{\ell} \).

Therefore we can put

Notation 4.7 (class \([c]\), family \([\mathcal{CD}_{\vec{\ell}}]\)). For \( c \) an admissible cell decomposition of type \( \vec{\ell} \), we write \([c]\) for the \( B_{\vec{\ell}} \)-class of \( c \). We write \([\mathcal{CD}_{\vec{\ell}}]\) for the family of all classes \([c]\) with \( c \) an admissible cell decomposition of type \( \vec{\ell} \).

Note that, as \( B_{\vec{\ell}} \) acts transitively on the punctures with a given label, we can always assume that the cells of a decomposition are enumerated so that the cell \( c_i \) contains the puncture \( P_i \).

We are now ready to introduce the category \( B_{\vec{\ell}} \) that is our main subject of interest. It consists of transformations on the family of (classes of) cell decompositions, properly extending braids (viewed as homeomorphisms of the punctured disk) in the general case. However, we shall not define the involved transformations starting from geometric transformations of the disk, but rather start from a global definition of the expected category and then show how its elements can be generated using convenient geometrically defined transformations.

Definition 4.8 (transformation \( \tau_{c_1, c_2} \), category \( B_{\vec{\ell}} \)). (i) If \( c_1, c_2 \) are cell decompositions of type \( \vec{\ell} \), then \( \tau_{c_1, c_2} \) is the mapping from \([c_1]\) to \([c_2]\) that maps \( \beta(c_1) \) to \( \beta(c_2) \) for every braid \( \beta \) in \( B_{\vec{\ell}} \).

(ii) We define \( B_{\vec{\ell}} \) to be the category made of the transformations \( \tau_{c_1, c_2} \) with \( c_1, c_2 \) cell decompositions of type \( \vec{\ell} \), source, target, and composition being those of functions acting on the right, that is, \( gh \) means “\( g \) then \( h \)”.
Thus, by definition, the object family of the category $B_{\ell}$ is the family $|CD_{\ell}|$ of all classes of admissible cell decompositions of type $\ell$. Before giving examples, we note a few easy properties of the category $B_{\ell}$ that almost directly follow from the definition.

**Lemma 4.9.** (i) Assume that $e_1, e_2, e_1', e_2'$ are cell decompositions of type $\ell$, and the $B_{\ell}$-classes of $e_2$ and $e_2'$ coincide. Then, in $B_{\ell}$, we have

\[
\tau_{e_1, e_2} : \tau_{e_1', e_2'} = \tau_{e_1, \beta(e_2')},
\]

where $\beta$ is the unique braid of $B_{\ell}$ satisfying $\beta(e_2') = e_2$.

(ii) For every $x$ in $|CD_{\ell}|$, the group $B_{\ell}(x, x)$ is isomorphic to the braid group $B_{\ell}$.

**Proof.** Assume that the target of $[e_1, e_2]$ is the source of $[e_2', e_2']$. By definition, this means that the $B_{\ell}$-classes of $e_2$ and $e_2'$ coincide, that is, there exists a braid $\beta$ in $B_{\ell}$ mapping $e_2'$ to $e_2$. Then $(e_2, \beta(e_2'))$ is another representative of $[e_2', e_2']$, and the product of $[e_1, e_2]$ and $[e_2', e_2']$ is the well-defined class of $(e_1, \beta(e_2'))$.

Assume that $x$ belongs to $|CD_{\ell}|$. Choose a cell decomposition $e_*$ with $B_{\ell}$-class $x$. Define $\Phi_{e_*} : B_{\ell} \to B_{\ell}(x, x)$ by $\Phi_{e_*}(\beta) = \tau_{e_*, \beta(e_*)}$. First, by definition, $\beta(e_*)$ lies in the class $x$, so $\Phi_{e_*}(\beta)$ does belong to $B_{\ell}(x, x)$. Next, $B_{\ell}$ acts transitively on its classes, so every decomposition $e$ whose class is $x$ is the image of $e_*$ under some braid. So $\Phi_{e_*}$ is surjective. On the other hand, $\Phi_{e_*}(\beta) = \Phi_{e_*}(\beta')$ means that there exists a braid $\beta_0$ satisfying $e_* = \beta_0(e_*)$ and $\beta(e_*) = \beta_0(\beta'(e_*))$. The group $B_{\ell}$ acts freely on its classes, so the first equality implies $\beta_0 = 1$, whence $\beta' = \beta$, so $\Phi_{e_*}$ is injective. Finally, we have

\[
\Phi_{e_*}(\beta_1)\Phi_{e_*}(\beta_2) = \tau_{e_*, \beta_1(e_*)}\tau_{e_*, \beta_2(e_*)} = \tau_{e_*, \beta_1(e_*)\beta_2(e_*)} = \tau_{e_*, \beta(e_*)} = \Phi_{e_*}(\beta_1\beta_2),
\]

so $\Phi_{e_*}$ is a homomorphism, hence an isomorphism. $\square$

Note that, viewed as a set of pairs, the transformation $\tau_{e_1, e_2}$ is the family of all pairs $(\beta(e_1), \beta(e_2))$ with $\beta$ in $B_{\ell}$; hence it is simply the $B_{\ell}$-class of $(e_1, e_2)$ when the action of $B_{\ell}$ is extended from $|CD_{\ell}|$ to $|CD_{\ell}| \times |CD_{\ell}|$ componentwise and, therefore, it could be denoted by $[e_1, e_2]$. However, owing to the case of braids or to that of flips below, it seems more intuitive to view this class as a transformation on $|CD_{\ell}|$. Speaking of braids, it should be noted that the isomorphism $\Phi_{e_*}$ is by no means canonical because the geometric action of braids on cell decompositions is not invariant under $B_{\ell}$-equivalence: for instance, in Figure 8 below, the braid $\sigma_2$ maps the top left decomposition $e_1$ to the top right decomposition $e_2$, but the $\sigma_1$-image of $e_1$ is mapped to the $\sigma_1$-image of $e_2$ by $\sigma_1^{-1}\sigma_2\sigma_1$, not by $\sigma_2$.

**Example 4.11 (category $B_{\ell}$).** Write $2^{[n]}$ for $\langle 2, \ldots, 2 \rangle$ with 2 repeated $n$ times. Then we have $N = 2$ and, as seen in Figure 8, there is only one class of (admissible) cell decompositions, namely a sequence of $n$ adjacent bigons $c_1, \ldots, c_n$ each containing one puncture. So $|CD_{2^{[n]}}|$ has only one element, and the category $B_{2^{[n]}}$ identifies with the braid group $B_n$. So, in this case, $B_{\ell}$ contains only braids.

By contrast, for all other decomposition types $\ell$, there is more than one element in $|CD_{\ell}|$, hence more than one object in the category $B_{\ell}$, giving rise to elements that are not braids.
For instance, $CD_{2,3}$ has three elements, and the (classes of the) following pairs of cell decompositions are typical elements of $B_{2,3}$ that are not braids, since they can be realized by no homeomorphism of the disk $D$ pointwise preserving the border $\partial D$:

Note that the product $\epsilon_1 \epsilon_2 \epsilon_3$ is the identity-element $1_x$, where $x$ is the class of the left decomposition.

### 4.4 Flips

We will now identify a family of generators in the category $B_{\vec{\ell}}$. To this end, we introduce a (mild) generalization of the notion of a flip, which is standard for triangulations.

**Definition 4.12 (flip).** (See Figure 8). Assume that $c$ is an admissible cell decomposition in which the cells containing $P_i$ and $P_j$ are adjacent, that is, they are separated by an arc $\gamma$ not reduced to a point. Then we denote by $f_{i,j}(c)$ the (admissible) cell decomposition obtained from $c$ by rotating $\gamma$ by one step, this meaning that each endpoint of $\gamma$ is moved in the positive direction to the next endpoint $Q_k$ of the region $c_i \cup c_j$, the rest of $\gamma$ being continuously deformed so as to avoid the (two) punctures of the region.

![Figure 8. Flipping the arc that separates two adjacent cells $c_i$ and $c_j$: one moves each endpoint to the next one in the polygon $c_i \cup c_j$, skirting around the punctures, obtaining the new dotted arc; note that the number of edges around each puncture does not change, so the image of an admissible decomposition is an admissible decomposition.](image)

**Lemma 4.13.** Assume $f_{i,j}(c)$ is defined and $[c'] = [c]$ holds. Then there exist a unique pair $\{i', j'\}$ such that $f_{i', j'}(c')$ is defined, and $[f_{i', j'}(c')] = [f_{i,j}(c)]$ then holds.
Proof. By definition, a braid $\beta$ (viewed as a self-homeomorphism of the disk) maps adjacent cells to adjacent cells. By assumption, the endpoints $Q_k$ are fixed under $\beta$, and $\beta$ preserves the orientation, hence applying $\beta$ and flipping commute. The numbers $i'$ and $j'$ are the images of $i$ and $j$ under $\beta$.

Remark 4.14. Except for decomposition types with pairwise distinct entries, there is no canonical indexation of flips: according to Lemma 4.13, what makes sense is a $B_\ell$-class to be the image of another one under some flip, but not under a flip involving specific cells (or punctures), see Figure 9.

![Figure 9. Flip vs. isotopy: the top pair is obtained with flipping the thick arc separating 2 and 3 in the left cell decomposition of type (2, 2); when an eligible isotopy is applied, here the braid $\sigma_i$, we still obtain a pair of decompositions in which the right decomposition is obtained by flipping the thick arc in the left decomposition, but now this corresponds to flipping the arc separating 1 and 3.](image)

Definition 4.15 (flip, category $B_\ell^+$). An element $\tau_{c_1, c_2}$ of $B_\ell$ is called a flip if we have $c_2 = f_{i, j}(c_1)$ for some $i, j$. The subcategory of $B_\ell$ generated by all flips is denoted by $B_\ell^+$.

Example 4.16 (flip). Let us consider the decomposition types of Example 4.11 again. In the case of type $2^n$, the following picture shows that flipping the arc that separates the punctures $P_i$ and $P_{i+1}$ amounts to applying the braid $\sigma_i$:

![Example 4.16 (flip).](image)

Thus every braid $\sigma_i$ is a flip and, therefore, when a base decomposition $c$ is fixed, the subcategory $B_{2^n}^+$ is the image of the submonoid of $B_n^+$ under the isomorphism $\Phi_{c_*}$. 
Consider now the type \((2, 3)\). Each cell decomposition has only one interior arc, so it is eligible for one flip. Starting as in Example 4.11, we find now:

\[
\begin{array}{c}
\bullet & \bullet \\
\bullet & \bullet \\
\end{array} \quad f_{1,2} \quad \begin{array}{c}
\bullet & \bullet \\
\bullet & \bullet \\
\end{array} \quad f'_{1,2} \quad \begin{array}{c}
\bullet & \bullet \\
\bullet & \bullet \\
\end{array} \quad f''_{1,2}
\end{array}
\]

Here the product of three successive flips (which are distinct since their sources are) is the braid \(\sigma_1^2\). We deduce that the submonoid \(B'_{(2,3)}(x, x)\) is an isomorphic image of the submonoid \(B_{(2,3)}^+\) of \(B_{(2,3)}\) generated by \(\sigma_1^2\). Observe that the braid \(\sigma_1\) does not appear here—but, as noticed in Figure 7, this braid does not correspond to a pair of admissible cell decompositions.

Here comes the first result.

**Proposition 4.17 (presentation).** Let \(\vec{\ell}\) be a decomposition type. Write \(\mathcal{F}_{\vec{\ell}}\) for the family of all flips of type \(\vec{\ell}\). Then the groupoid \(\mathcal{B}_{\vec{\ell}}\) admits the presentation \(\langle \mathcal{F}_{\vec{\ell}} \mid R_{\vec{\ell}} \rangle\), where \(R_{\vec{\ell}}\) is the family of all relations displayed in Figure 10.
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**Proof (sketch).** It is easy to check that the relations of \(R_{\vec{\ell}}\) are valid in \(\mathcal{B}_{\vec{\ell}}\). In the other direction, as we know that the groups \(B_{\vec{\ell}}(x, x)\) are braid groups and that the latter admit
the usual presentation in terms of the braids $\sigma_i$ (or $\sigma_i^2$ and its conjugates) and the braid relations of \((I.5)\), the main point is to prove that $\sigma_i$ can be recovered from flips and that the braid relations follow from the relations of $R_\vec{\ell}$. An example is displayed in Figure 11 for the case of the decomposition type $(3, 3, 3)$, that is, the triangulations of a pentagon.

One easily checks that all relations of $R_\vec{\ell}$ are positive, that is, involve only positively oriented flips. So these relations take place in the category $B_{\vec{\ell}}^+$, and, according to a scheme that is usual here, we can wonder whether they make a presentation. As in the case of braids, the method of Chapter II proves to be relevant.

**Lemma 4.18.** The presentation $(F_\vec{\ell}, R_\vec{\ell})$ is right-complemented, Noetherian, and the cube condition is satisfied for every triple of flips.

As can be expected, the verification is elementary, but gathering the cases into a not too large family requires combinatorially intricate definitions. Applying Proposition II.4.16 (right-complemented) and its symmetric counterpart (the presentation $(F_\vec{\ell}, R_\vec{\ell})$ is symmetric), we deduce

**Proposition 4.19 (left-Ore category).** For every decomposition type $\vec{\ell}$, the category $B_{\vec{\ell}}^+$ admits the presentation $(F_\vec{\ell} | R_\vec{\ell})^+$ and the groupoid $B_\vec{\ell}$ is its groupoid of fractions.

At this point, we retrieved for every decomposition type the situation that prevails for the braid group $B_n$ and the braid monoid $B_n^+$, which, we recall, correspond to the particular type $(2, \ldots, 2)$, $n$ times $2$.

### 4.5 A bounded Garside family

The obvious task now is now to define a (bounded) Garside family in the category $B_{\vec{\ell}}^+$ that would coincide with the usual divisors of the fundamental braid $\Delta_n$ in the case of
the monoid $B_n^+$, that is, in for type $(2, \ldots, 2)$. This can be done by explicitly defining a family $S_{\vec{\ell}}$ of simple elements in $B_{\vec{\ell}}^+$ using a geometric construction reminiscent of what is known as the Kreweras complement in the language of non-crossing partitions.

**Definition 4.20 (simple element, family $S_{\vec{\ell}}$).** (See Figures 12 and 13) For $\vec{\ell}$ a decomposition type, we say that a transformation $\tau_{c_1, c_2}$ is simple if there exists an isotopy $\phi$ of $D$ leaving $\partial D$ and $P$ pointwise invariant and $0 < \theta < 2\pi/N$ such that every arc in $\text{rot}_\theta(\phi(c_1))$ intersects every arc of $c_2$ at most once. The family of all simple elements in $B_{\vec{\ell}}^+$ is denoted by $S_{\vec{\ell}}$.

Of course $\text{rot}_\theta$ stands for the angle $\theta$ rotation centered at the center of $D$. So the criterion is that a copy of $c_1$ slightly rotated counterclockwise can be deformed so that each arc of the copy intersects each arc of $c_2$ at most once.

**Figure 12.** Simple elements in $B_{(2,3)}$: only two elements, the identity and the flip, are simple, whereas the inverse of a flip and the product of two flips are not simple.

**Figure 13.** Simple elements in $B_{(2,2,2)}$: we retrieve the expected six divisors of $\Delta_3$ in $B_3^+$. Note that the action of $\Phi_{c_2}(\sigma_1)$ need not be that of the braid $\sigma_i$.

**Proposition 4.21 (Garside family).** For every decomposition type $\vec{\ell}$, the family $S_{\vec{\ell}}$ is a bounded Garside family in the category $B_{\vec{\ell}}^+$. 

Proof (sketch). The key point is the closure of $S_\ell$ under right-lcm. As $S_\ell$ contains all flips and is closed under right-divisors, this implies that $S_\ell$ is a Garside family. The existence of a bound then stems from the fact that $S_\ell$ has to be finite. Note that, starting with a cell decomposition $c$, an image of $c$ lies in $S_\ell$ if it is compatible with $c$ in the sense that, up to a deformation, all triangles in $c$ and in its image intersect in three points, in the obvious sense. Of course, the image of $c$ under $\Delta$ is then the largest compatible image.

We shall not into details here, but just give, in addition to the types $(2, 3)$ and $(2, 2, 2)$ addressed in Figures 12 and 13, two other examples in Figures 14 and 15 respectively involving the “non-classical” type $(2, 2, 3)$ and the triangulation type $(3, 3, 3)$. We refer to the original article [163] for a more complete insight.

Figure 14. Simple elements in $B_{(2,2,3)}$ and the associated value of the Garside map. In this case, the category has three objects, and it is not a monoid. We see on the diagram that $\phi_\Delta$ has order 3.

Figure 15. Simple elements of $B_{(3,3,3)}$, starting from a cell decomposition $c$ and the associated value of the Garside map. Here, the category has five objects, corresponding to the five triangulations of a pentagon, and $\phi_\Delta$ has order 5. The lattice so obtained is the MacLane–Stasheff pentagon which is the skeleton of the associahedron $K_3$. 
Exercise

Exercise 130 (RC-systems). (i) Assume that $(B, \lor, \land, *)$ is a Boolean algebra. Show that the operation $\star$ defined by $s \star t = (s \lor t) \land s^*$ obeys the RC-law. (ii) Assume that $V$ is a Euclidean vector space. Show that the operation $\star$ defined by $E \star F = (F + F) \cap E^\perp$ for $E, F$ subspaces of $V$ obeys the RC-law. (iii) Assume that $(S, *)$ is an LD-system (Subsection XI.2.1) and $<$ is a linear ordering on $S$ with the property that $r < s < t$ implies $r < s \star t$ and $r \star s < r \star t$. Show that defining $r \star s$ to be $r \star s$ for $r < s$, to be $\epsilon$ for $r = s$, and to be $s$ for $r > s$ defines an operation on $S \cup \{\epsilon\}$ that obeys the RC-law.

Notes

Divided and decompositions categories

As already mentioned, the construction of divided categories and their application to the study of periodic elements appears in Bessis [8]. Our current exposition is more algebraic than the original topological approach of [8], which in particular allows for more explicit versions. Factorizations analogous to the current category $C_n(\text{id})$ appear in Krammer [162], see Section 3. The fact that such decompositions could lead to Garside maps was suggested by D. Bessis following a discussion with three of the authors of this book (FD, DK, JM).

Weak RC-systems

The results of Subsection 2 seem to be new. They are mild extensions of the results in Chapter XIII and their main interest is to show that the restriction to RC-quasigroup is by no means necessary to obtain a Garside structure on the associated monoid or category. There exists an obvious connection between the RC-law and the $\theta$-cube condition of Section 2: what the sharp $\theta$-cube condition says is that the partial binary operation defined by $\theta$ satisfies the (weak) RC-law. It is therefore not surprising that a connection exists with the Garside approach and the current developments are just another variation on the basic principle that the cube condition is what is needed to make grid diagrams useful.

The situation with RC-systems, that is, structures involving a binary relation obeying the right-cyclic law $(xy)(xz) = (yx)(yz)—which could also be called the cube law—is similar to the situation with LD-systems, which are structures involving a binary relation obeying the left-selfdistributive law $x(yz) = (xy)(xz):$ some families satisfying restrictive additional conditions received some attention, but the most general structures (typically free ones) are much less understood, yet potentially richer. In the case of LD-systems, quandles, which are very special LD-systems, are easily usable in topology and therefore received much attention, whereas other examples, like the Laver tables of [77] Chapter X], might prove even richer. Similarly, as already mentioned, in the case of RC-systems, RC-quasigroups (alias right-cyclic sets, and the related braces and radical rings),
because of their connection with set-theoretic solutions of the Yang–Baxter equation, received much attention, see for instance Rump [203, 202] or Cedó–Jespers–Okoński [53]. However, here again, examples of a different kind might enjoy interesting properties. In particular, let us raise

**Question 39.** In the context of Exercise 130, are the conditions of (iii) satisfiable (that is, does there exist a linear ordering with the expected properties) when $S$ is a free group and $\ast$ is the conjugacy operation $s \ast t = s^{-1}ts$? Can one retrieve in this way the Garside structure connected with the Hurwitz action on a free group described in Example 1.2.8? Same question when $S$ is the infinite braid group $B_\infty$ and $\ast$ is the shifted conjugacy operation $s \ast t = s\text{sh}(t)\sigma_1\text{sh}(s^{-1})$.

Let us mention the recent reference [204] by W. Rump in which further connections between Garside structures, lattice groups, and various algebraic laws reminiscent of the RC-law are explored.

**The braid group of $\mathbb{Z}^n$**

The braid group of $\mathbb{Z}^n$ was introduced and investigated by D. Krammer in [162], as a sort of baby-example in the direction of a Garside structure on general mapping class groups. The current exposition follows that of [162] with only minor differences. The monoid $B^+(\mathbb{Z}^n)$ and the group $B(\mathbb{Z}^n)$ are very large and they remain incompletely understood. For instance, no explicit presentation (except the one directly stemming from the germ of Subsection 3.3) is known so far. In [162], it is shown that a presentation of $B(\mathbb{Z}^n)$ can be obtained from a presentation of $B(\mathbb{Z}^3)$, but no explicit presentation is known in the case $n = 3$. Note that the braid group of $\mathbb{Z}^n$ extends the classical braid group $B_n$ as one obtains an embedding of $B_n$ into $B(\mathbb{Z}^n)$ by representing simple braids with permutation matrices. However, this embedding does *not* preserve the lattice structures: the right-lcm of the (images of) two permutation matrices need not be (the image of) a permutation matrix in $B(\mathbb{Z}^n)$.

**Cell decompositions**

Cell decompositions were investigated by D. Krammer in [163]. They can be seen as a geometric solution for forcing the existence of roots in braid groups, and are somehow reminiscent of the divided categories of Section 1. The Garside structure described in Proposition 4.21 provides in particular for every cell decomposition $c$ of type $\vec{\ell}$ a lattice structure whose minimal element is $c$. In the particular case of triangulations, that is, for types of the form $(3,\ldots,3)$, this means for every initial triangulation $c$ on an $n$-gon a lattice structure on the family of all triangulations of the $n$-gon whose smallest element is $c$ (see Figure 15). When $c$ is a fan, meaning that there exists a vertex that belongs to all triangles, the lattice so obtained turns out to be the $(n-2)$-Tamari lattice [219], a central object in finite combinatorics that admits a number of simple characterizations, in particular in connection with the MacLane–Stasheff associahedron $K_{n-2}$, and with the action
of R. Thompson’s group $F$ on size $n - 1$ dyadic decompositions of the interval $[0, 1]$, see for instance [184].

**Question 40.** Does there exist, for every triangulation $c$ of a polygon $\Pi$, a simple combinatorial description for the (unique) lattice on the triangulations of $\Pi$, as provided by Proposition 4.21, that admits $c$ as its smallest element?

Raised in [163], the question seems to have received no answer so far.
Appendix

Here we gather the missing proofs of some results of Chapter II. The involved results are Ore’s theorem (Proposition II.3.11) and Proposition II.3.18 in Section II.3 and, mainly, the technical results of Section II.4 about reversing, in particular the completeness criteria of Proposition II.4.51.

1 Groupoids of fractions

Ore’s theorem

The context is: we start with a category $C$ and look for conditions guaranteeing that $C$ embeds in its enveloping groupoid and the latter is a groupoid of left-fractions of $C$, that is, every element of the groupoid can be expressed as a left-fraction whose numerator and denominator belong to $C$. Ore’s theorem provides a necessary and sufficient condition involving cancellativity and existence of common multiples in $C$.

Proposition II.3.11 (Ore’s theorem).— For every category $C$, the following are equivalent:

(i) There exists an injective functor $\iota$ from $C$ to $\text{Env}(C)$ and every element of $\text{Env}(C)$ has the form $\iota(f)^{-1}\iota(g)$ for some $f, g$ in $C$.

(ii) The category $C$ is a left-Ore category.

When the above conditions are met, every element of $\text{Env}(C)$ is represented by a negative–positive path $f | g$ with $f, g$ in $C$, and two such paths $f' | g, f'' | g''$ represent the same element of $\text{Env}(C)$ if and only if they satisfy the relation

$$\exists h, h' \in C \ (hf' = h'f \ \text{and} \ \text{hg}' = h'g'$$

hereafter denoted by $(f, g) \bowtie (f', g')$. Moreover, every presentation of $C$ as a category is a presentation of $\text{Env}(C)$ as a groupoid.
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The proof of Ore’s theorem is not difficult provided one starts with the correct definition of the relation $\bowtie$, see Figure 1. We split the construction into a series of claims. We begin with necessary conditions, that is, with the proof that (i) implies (ii). For further use, we state a result that involves an arbitrary groupoid rather than necessarily $\text{Env}(C)$.
Merging with (1.1), we deduce
\[ G \ominus f \] and every element of \( G \) belongs to \( \phi(C)^{-1} \phi(C) \). Then \( C \) is a left-Ore category, every element of \( G \) is represented by a negative–positive path \( I_1|g \), and two such paths \( I_1|g \) represent the same element of \( G \) if and only if \((f,g) \cong (f',g')\) holds.

**Proof.** First, Lemma \[ \text{I.3.8} \] implies that \( C \) must be cancellative. Next, assume that \( f, g \) are elements of \( C \) with the same target. Then \( \phi(f) \) and \( \phi(g) \) are elements of \( G \) with the same target. Therefore, \( \phi(g) \phi(f)^{-1} \) exists in \( G \). By assumption, there exist \( f', g' \) in \( C \) such that, in \( G \), we have \( \phi(g) \phi(f)^{-1} = \phi(f')^{-1} \phi(g') \). We deduce
\[ \phi(f' g) = \phi(f') \phi(g) = \phi(g') \phi(f) = \phi(g' f), \]
whence \( f' g = g' f \) since \( \phi \) is injective. So \( f \) and \( g \) admit a common left-multiple in \( C \).

Next, for \( f, g \) in \( C \), an element of \( G \) equals \( \phi(f)^{-1} \phi(g) \) if and only if it is the equivalence class of the signed path \( I_1|g \), so, by assumption, every element of \( G \) is represented by such a path.

Assume \( \phi(f)^{-1} \phi(g) = \phi(f')^{-1} \phi(g') \) in \( G \). Let \( x \) be the target of \( f \), hence the source of \( \phi(f)^{-1} \). The above equality implies that \( x \) is also the source of \( \phi(f')^{-1} \), hence it is the target of \( f' \). As \( C \) is a left-Ore category, and \( f, f' \) commute, there exist \( h, h' \) in \( C \) satisfying \( hf' = h' f \). As \( \phi \) is a functor, this implies \( \phi(h) \phi(f') = \phi(h') \phi(f) \) in \( G \), whence
\[ \phi(f') \phi(f)^{-1} = \phi(h)^{-1} \phi(h'). \]
Now the assumption \( \phi(f)^{-1} \phi(g) = \phi(f')^{-1} \phi(g') \) implies \( \phi(f') \phi(f)^{-1} = \phi(g') \phi(g)^{-1} \). Merging with (1.1), we deduce \( \phi(g') \phi(g)^{-1} = \phi(h)^{-1} \phi(h') \), which implies
\[ \phi(g' h') = \phi(h) \phi(g') = \phi(h') \phi(g) = \phi(h' g), \]
and \( hg' = h' g \) as \( \phi \) is injective. So \( (h, h') \) witnesses for \((f, g) \cong (f', g')\).

Conversely, assume \((f, g) \cong (f', g')\), say \( hf' = h' f \) and \( hg' = h' g \). As \( \phi \) is a functor, we deduce \( \phi(h) \phi(f') = \phi(h') \phi(f) \) and \( \phi(hg') = \phi(h) \phi(g') = \phi(h') \phi(g) = \phi(h' g) \) in \( G \), whence \( \phi(f)^{-1} \phi(g) = \phi(f')^{-1} \phi(g') \) using the computation rules of a groupoid.

Applying Claim \[ \text{I.1} \] to the groupoid \( \mathcal{E}_w(C) \) and to the functor \( \varepsilon \), shows that (i) implies (ii) in Proposition \[ \text{I.3.11} \]. It remains to show that (ii) implies (i). From now on, we assume that \( C \) is a left-Ore category. We shall construct a groupoid of fractions \( \mathcal{E} \) into which \( C \) embeds, and then show that \( \mathcal{E} \) has the universal property that characterizes \( \mathcal{E}_w(C) \). To this end, we investigate the relation \( \cong \) more closely. We put
\[ \mathcal{E} = \{(f, g) \in C \times C \mid f \text{ and } g \text{ share the same source }\}. \]

**Claim 2.** For \((f, g), (f', g') \) in \( \mathcal{E} \), the relation \((f, g) \cong (f', g')\) holds if and only if the targets of \( f \) and \( f' \) coincide, so do those of \( g \) and \( g' \), and we have
\[ \forall h, h' (hf' = h' f \iff hg' = h' g). \]
Proof. Assume \((f, g) \bowtie (f', g')\). By definition, there exist two elements, say \(h\) and \(h'\), satisfying \(hf' = h'f\) and \(hg' = h'g\), see Figure 2. The first equality implies that the targets of \(f\) and \(f'\) coincide, and the second equality implies that the targets of \(g\) and \(g'\) coincide. Assume now that \(h\) and \(h'\) are any elements satisfying \(hf' = h'f\). By construction, the targets of \(h\) and \(h'\) both coincide with the source of \(f'\), so there exist \(k, \hat{k}\) satisfying \(kh = kh\). Then we find \(kh'h'f = khf' = khf = h'f\), hence \(kh' = kh'\) by right-cancelling \(f\). But then we obtain \(khg = kh'g = kh'g\), hence \(h'g = h'g\). So (1.2) holds.

Conversely, assume that the targets of \(f\) and \(f'\) coincide and (1.2) holds. The assumption about the targets of \(f\) and \(f'\) implies the existence of \(h, h'\) satisfying \(hf' = h'f\). Then (1.2) implies \(hg' = h'g\) and, therefore, we have \((f, g) \bowtie (f', g')\).

\begin{figure}[h]
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\includegraphics[width=0.5\textwidth]{figure2.png}
\caption{Proof of Claim 2}
\end{figure}

Claim 3. The relation \(\bowtie\) is an equivalence relation.

Proof. Reflexivity and symmetry are obvious, so the problem is to show that \(\bowtie\) is transitive. So assume \((f, g) \bowtie (f', g') \bowtie (f'', g'')\). Then \(f, f', f''\) share the same target. An obvious induction on the cardinal of the family shows that each finite family of elements of \(\mathcal{C}\) sharing the same target admits a common left-multiple. Hence there exist \(h, h', h''\) satisfying \(hf'' = h'f' = h''f\). By Claim 2, the first equality implies \(hg'' = h'g'\) since \((f', g') \bowtie (f'', g'')\) is true. Similarly, the second equality implies \(h'g' = h''g\) since \((f, g) \bowtie (f', g')\) is true. We deduce \(hg'' = h''g\), whence \((f, g) \bowtie (f'', g'')\).

For \((f, g)\) in \(\mathcal{C}\), we denote by \([f, g]\) the \(\bowtie\)-class of \((f, g)\) and, for \(x, y\) in \(\text{Obj}(\mathcal{C})\), put
\[
[\mathcal{C}](x, y) = \{[f, g] \mid f \text{ has target } x \text{ and } g \text{ has target } y\}.
\]
So \([\mathcal{C}](x, y)\) consists of the equivalence classes of pairs \((f, g)\) such that \(f\) and \(g\) share the same source and their targets are \(x\) and \(y\), respectively. We shall now define a category \([\mathcal{C}]\) whose objects are those of \(\mathcal{C}\) and such that the family of elements with source \(x\) and target \(y\) is precisely \([\mathcal{C}](x, y)\). The question is to define a composition map from \([\mathcal{C}](x, y) \times [\mathcal{C}](y, z)\) to \([\mathcal{C}](x, z)\). There is only one possible definition. Indeed, assume that \([f_1, g_1]\) and \([f_2, g_2]\) are two classes such that the targets of \(g_1\) and \(f_2\) coincide. Then there exist \(h_1, h_2\) satisfying \(h_1g_1 = h_2f_2\) (see the figure below) and, in the groupoid \(\mathcal{E}_{\text{obj}}(\mathcal{C})\), we must have
\[
\iota(f_1)^{-1}\iota(g_1)\iota(f_2)^{-1}\iota(g_2) = \iota(f_1)^{-1}\iota(h_1)^{-1}\iota(h_1)\iota(g_1)\iota(f_2)^{-1}\iota(h_2)^{-1}\iota(h_2)\iota(g_2) = \iota(h_1f_1)^{-1}\iota(h_1g_1)\iota(h_2f_2)^{-1}\iota(h_2g_2) = \iota(h_1f_1)^{-1}\iota(h_2g_2).
\]

Thus, if \(\iota\) is injective, the product of \([f_1, g_1]\) and \([f_2, g_2]\) must be \([h_1f_1, h_2g_2]\) where \(h_1, h_2\) satisfy \(h_1g_1 = h_2f_2\).
So, we are led to define, for \((f_1, g_1)\) and \((f_2, g_2)\) in \(E\) such that the targets of \(g_1\) and \(f_2\) coincide,
\[
(f_1, g_1) \ast (f_2, g_2) = [h_1 f_1, h_2 g_2]
\]
for \(h_1, h_2\) satisfying \(h_1 g_1 = h_2 f_2\), with the hope that the operation \(\ast\) is well defined and induces the desired composition map. This is what happens.

**Claim 4.** The operation \(\ast\) is well defined, that is, the result does not depend on the choice of \(h_1\) and \(h_2\), and it is compatible with \(\bowtie\), that is, the value of \((f_1, g_1) \ast (f_2, g_2)\) only depends on the \(\bowtie\)-classes of \((f_1, g_1)\) and \((f_2, g_2)\).

**Proof.** Assume \(h_1 g_1 = h_2 f_2\) and \(h'_1 g_1 = h'_2 f_2\). Then \(h_1\) and \(h'_1\) share the same target, namely the common source of \(f_1\) and \(g_1\), so there exist \(k, k'\) satisfying \(kh'_1 = k'h_1\). Applying the assumptions, we find
\[
kh'_2 f_2 = kh'_1 g_1 = k'h_1 g_1 = k'h_2 f_2,
\]
whence \(kh'_2 = k'h_2\) by right-canceling \(f_2\). So we have \(k(h'_1 f_1) = k'(h_1 f_1)\) on the one hand and, on the other hand, \(k(h'_2 g_2) = k'(h_2 g_2)\). Hence \((k, k')\) witnesses that \((h_1 f_1, h_2 g_2)\) is \(\bowtie\)-equivalent to \((h'_1 f_1, h'_2 g_2)\).

Assume now \((f_1, g_1) \bowtie (f'_1, g'_1)\) and \((f_2, g_2) \bowtie (f'_2, g'_2)\). By assumption, the four elements \(f_2, f'_2, g_1, g'_1\) share the same target. Hence they admit a common left-multiplic, that is, there exist \(h_1, h'_1, h_2, h'_2\) satisfying \(h_1 g_1 = h'_1 g'_1 = h_2 f_2 = h'_2 f'_2\). By Claim 2 as we have \((f_1, g_1) \bowtie (f'_1, g'_1)\), the first equality implies \(h_1 f_1 = h'_1 f'_1\). Similarly, as we have \((f_2, g_2) \bowtie (f'_2, g'_2)\), the last equality implies \(h_2 g_2 = h'_2 g'_2\). So we have \((h_1 f_1, h_2 g_2) = (h'_1 f'_1, h'_2 g'_2)\) whence, a fortiori, \((h_1 f_1, h_2 g_2) \bowtie (h'_1 f'_1, h'_2 g'_2)\). 

So, for all objects \(x, y, z\), we obtain a well defined map \(\ast\) from \([E][x, y] \times [E][y, z]\) to \([E][x, z]\) by defining \([f_1, g_1] \ast [f_2, g_2]\) to be \([h_1 f_1, h_2 g_2]\) where \(h_1, h_2\) satisfy \(h_1 g_1 = h_2 f_2\). It remains to see that this map satisfies the axioms of the composition in a category.

**Claim 5.** The map \(\ast\) is associative and, for each class \([f, g]\) in \([E][x, y]\), we have \([1_x, 1_y] \ast [f, g] = [f, g] \ast [1_y, 1_y] = [f, g]\).

![Figure 3. Associativity of composition](image-url)
Finally, the identity functor at \( x \) with source \( x \) satisfies the axioms of categories.

Claim 6. Assume that \( (f_1, g_1) * (f_2, g_2) \) and \( (f_2, g_2) * (f_3, g_3) \) are defined. Choose \( h_1, h_2 \) satisfying \( h_1 g_1 = h_2 f_2 \), then \( h_3, h_3' \) satisfying \( h_3' g_3 = h_3 f_3 \), and, finally, \( h, h' \) satisfying \( h h_3' = h' h_2 \). Then, by construction, we have

\[
[f_1, g_1] * ([f_2, g_2] * [f_3, g_3]) = [f_1, g_1] * [h_2 f_2, h_3' g_3] = [(h' h) f_1, h (h_3' g_3)],
\]

\[
([f_1, g_1] * [f_2, g_2]) * [f_3, g_3] = [h_1 f_1, h_2 g_2] * [f_3, g_3] = [h' (h_1 f_1), (h h_3') g_3],
\]

and the associativity of composition in \( C \) gives the equality.

Assume now that \( [f, g] \) belongs to \([E](x, y)\). Then, calling \( z \) the common source of \( f \) and \( g \), we have \( 1_z f = f 1_z \), whence \( [1_x, 1_z] * [f, g] = [f 1_x, 1_z g] = [f, g] \), and, similarly, \( 1_z g = g 1_y \), whence \( [f, g] * [1_y, 1_y] = [1_z f, g 1_y] = [f, g] \).

We can then define the category \([E]\). Its objects are those of \( C \), the family of elements with source \( x \) and target \( y \) is defined to be \([E](x, y)\) and composition is defined to be \(*\). Finally, the identity functor at \( x \) is defined to be \([1_x, 1_x] \). Then Claim 5 states that \([E]\) satisfies the axioms of categories.

Claim 7. The category \([E]\) is a groupoid. The map \( \phi \) which is the identity on \( \text{Obj}(C) \) and is defined by \( \phi(f) = [1_x, f] \) for \( f \) in \( C(x, y) \) is an injective functor from \( C \) to \([E]\).
Moreover, \([E]\) is a groupoid of left fractions for \( C \).

Proof. Assume that \([f, g]\) belongs to \([E](x, y)\). Let \( z \) be the common source of \( f \) and \( g \). Then we have \( 1_z g = 1_z f \), whence

\[
[f, g] * [g, f] = [1_z f, 1_z f] = [1_x, 1_x].
\]

Exchanging \( f \) and \( g \) gives \([g, f] * [f, g] = [1_y, 1_y]\). Hence, every element of \([E]\) has an inverse, and \([E]\) is a groupoid.

As for \( \phi \), first, \((1_x, f)\) belongs to \( E \) since \( 1_x f = f 1_x \) and \( f \) share the same source, so \([1_x, f]\) is defined. Assume \([1_x, f] = [1_x, f']\). By definition, this means that \( (1_x, f) \cong (1_x, f') \) is true, hence that there exist \( h, h' \) satisfying \( h 1_x = h' 1_x \) and \( h f' = h' f \). The first equality implies \( h = h' \), and then the second one implies \( f = f' \) since \( C \) is left-cancellative. So \( \phi \) is injective.

Next, assume \( f \in C(x, y) \) and \( g \in C(y, z) \). Then we have \( 1_z f = f 1_y \), whence

\[
[1_x, f] * [1_y, g] = [1_z 1_x, f g] = [1_x, f g],
\]

that is, \( \phi(f) * \phi(g) = \phi(f g) \), and \( \phi \) is a functor.

Finally, assume \([f, g] \in [E](x, y)\). For \( z \) the common source of \( f \) and \( g \), we find

\[
\phi(f)^{-1} * \phi(g) = [1_z, f]^{-1} * [1_z, g] = [f, 1_z] * [1_z, g] = [f, g],
\]

so every element of \([E]\) is a left fraction with respect to the image of \( C \) under \( \phi \).

It remains to prove that \([E]\) is (isomorphic to) the enveloping groupoid \( E_{inv}(C) \).

Claim 7. The groupoid \([E]\) admits the presentation \( \langle I, \alpha \rangle \).
Proof. By construction, $[E]$ is generated (as a groupoid) by $\phi(C)$. Next, the (image under $\phi$ of the) relations of $Rel(C)$ are satisfied in $[E]$ since $\phi$ is a functor: every equality $h = f g$ in $C$ implies $\phi(h) = \phi(f) \phi(g)$ in $[E]$. Finally, the (image under $\phi$ of the) relations of $Free(C)$ are satisfied in $[E]$ since $[E]$ is a groupoid. So $[E]$ is a homomorphic image of $\mathcal{Env}(C)$ (as is obvious from the universal property of the latter).

So the point is to prove that any relation satisfied in $[E]$ follows from the relations of $\mathcal{Env}(C)$. As every element of $[E]$ is a fraction of the form $\phi(f)^{-1} \phi(g)$, hence is represented in terms of the generating family $\phi(C)$ by a path of the form $\phi(f) \phi(g)$, it is sufficient to show that, if two such paths represent the same element of $[E]$, then they are equivalent with respect to the relations of $\mathcal{Env}(C)$. So assume that $\overline{\phi(f)} \phi(g)$ and $\overline{\phi(f')} \phi(g')$ represent the same element of $[E]$. Applying Claim 3 to $[E]$ and $\phi$, we know that $(f, g) \sim (f', g')$ holds, that is, there exist $h, h'$ in $C$ satisfying $hf' = hf$ and $h'g = h'g$. Then we find

$$\overline{\phi(f)} \phi(g) \equiv_\sim \overline{\phi(f)} \phi(h') \phi(h) \phi(g) \equiv_\sim \overline{\phi(h')} \phi(g)$$

This completes the proof of Ore’s theorem (Proposition II.3.11).

Ore subcategories

Proposition II.3.18 (left-Ore subcategory).— Assume that $C_1$ is a left-Ore subcategory of a left-Ore category $C$.

(i) The inclusion of $C_1$ in $C$ extends into an embedding of $\mathcal{Env}(C_1)$ into $\mathcal{Env}(C)$.

(ii) The relation $C_1 = \mathcal{Env}(C_1) \cap C$ holds if and only if $C_1$ is closed under right-quotient in $C$.

Proof. (i) We recall from the proof of Proposition II.3.11 (Ore’s theorem) that $\mathcal{Env}(C)$ consists of the equivalence classes of pairs $(f, g)$ of elements of $C$ with the same source under the relation $\sim$ such that $(f, g) \sim (f', g')$ holds if and only if there exist $h, h'$ satisfying $h f' = h' f$ and $h' g = h' g$. In the current context, two equivalence relations arise for pairs of elements of $C_1$, namely one for $\mathcal{Env}(C)$ where $h$ and $h'$ are supposed to lie in $C$, that will be denoted by $\sim_{C_1}$, and one for $\mathcal{Env}(C_1)$ where $h$ and $h'$ lie in $C_1$, denoted by $\sim_{C_1}$. As $C_1$ is a subcategory of $C$, an equality $h f' = h' f$ in $C_1$ implies the same equality in $C$ and, therefore, $(f, g) \sim_{C_1} (f', g')$ implies $(f, g) \sim_{C_1} (f', g')$. Therefore we obtain a well defined map $\iota$ from $\mathcal{Env}(C_1)$ to $\mathcal{Env}(C)$ by mapping, for all $f, g$ in $C_1$ with the same source, the $\sim_{C_1}$-class of $(f, g)$ to its $\sim_{C}$-class.

Next, for $g$ in $C_1$ with source $x$, the image under $\iota$ of $g$, identified with the $\sim_{C_1}$-class of $(1_x, g)$, is the $\sim_{C}$-class of $(1_x, g)$, itself identified with $g$; in other words, $\iota$ extends the inclusion of $C_1$ in $C$.

Then, with the notation of Claim 3 in the proof of Proposition II.3.11 if we have $[f, g] = (f_1, g_1) \ast (f_2, g_2)$ in $C_1$, then there exist $h_1, h_2$ in $C_1$ satisfying $h_1 g_1 = h_2 f_2$ and $(f, g) \sim_{C_1} (h_1 f_1, h_2 g_2)$. Now $h_1$ and $h_2$ belong to $C$ as well and similar relations...
hold in \( C \). It follows that \( \iota \) preserves the products of \( \mathcal{E}(C_1) \) and \( \mathcal{E}(C) \) and, therefore, it is a functor from \( \mathcal{E}(C_1) \) to \( \mathcal{E}(C) \).

It remains to establish that \( \iota \) is injective. This follows from the assumption that \( C_1 \) is a left-Ore subcategory of \( C \). Indeed, assume that \( f, g, f', g' \) lie in \( C_1 \) and satisfy \( (f, g) \asymp_{C_1} (f', g') \). So there exist \( h, h' \) in \( C \) satisfying \( hf' = h'f \) and \( hg' = h'g \). Necessarily, \( f \) and \( f' \) have the same target, so they admit a common left-multiple in \( C_1 \): there exist \( h_1, h'_1 \) in \( C_1 \) satisfying \( h_1 f' = h'_1 f \). Now, by Claim 2 in the proof of Proposition 11.5.11 as we have \( (f, g) \asymp (f', g') \) in \( C \), the equality \( h_1 f' = h'_1 f \) implies \( h_1 g' = h'_1 g \) and, therefore, \( h_1 \) and \( h'_1 \) witness that \( (f, g) \asymp (f', g') \) holds in \( C_1 \). So, for \( f, g, f', g' \) in \( C_1 \), the relations \( (f, g) \asymp_{C_1} (f', g') \) and \( (f, g) \asymp (f', g') \) are equivalent, and \( \iota \) is injective.

(ii) Assume that \( C_1 = \mathcal{E}(C_1) \cap C \) holds and that, in \( C \), we have \( g = g' \) with \( f, g \) in \( C_1 \). In \( \mathcal{E}(C_1) \), there exists an element \( f^{-1}g \), which satisfies \( f \cdot f^{-1}g = g \). So, in \( C \), we have \( f \cdot f^{-1}g = g = f \cdot g' \), whence \( f^{-1}g = g' \in \mathcal{E}(C_1) \cap C \). The assumption \( C_1 = \mathcal{E}(C_1) \cap C \) implies \( g' \in C_1 \). So \( C_1 \) must be closed under right-quotient in \( C \).

Conversely, assume that \( C_1 \) is closed under right-quotient in \( C \), and let \( h \) be an element of \( \mathcal{E}(C_1) \cap C \). By definition, we have \( h = f^{-1}g \) with \( f, g \) in \( C_1 \), so \( fh = g \) holds in \( C \). As \( f \) and \( g \) lie in \( C_1 \), the assumption implies \( h \in C_1 \), and we deduce \( \mathcal{E}(C_1) \cap C \subseteq C_1 \). The inclusion \( C_1 \subseteq \mathcal{E}(C_1) \cap C \) is always true, so we have \( C_1 = \mathcal{E}(C_1) \cap C \).

\[ \square \]

## 2 Working with presented categories

### Right-reversing: termination

**Lemma 11.4.23**— Assume that \((S, \mathcal{R})\) is a category presentation, \( w, w' \) are signed \( S \)-paths, and \( w \cap_{\mathcal{R}} w' \) holds. For each decomposition \( w = w_1w_2 \), there exist a decomposition \( w' = w'_1w'_2 \) and two \( S \)-paths \( w', v' \) satisfying

\[
\begin{align*}
w_1 & \cap_{\mathcal{R}} \overline{w'_1w'_2}, & \overline{w'v'} & \cap_{\mathcal{R}} \overline{w_0}, & \text{and} & \ w_2 & \cap_{\mathcal{R}} v'w'_2 \end{align*}
\]

with \( n_1 + n_0 + n_2 = n \).

**Proof.** We use induction on \( n \). For \( n = 0 \), we have \( w' = w \), and the result is obvious with \( w'_1 = w_1, w'_2 = w_2, v' = v = x \), where \( x \) is the target of \( w_1 \), and \( n_1 = n_2 = n_0 = 0 \).

Assume now \( n \geq 1 \), and let \( w'' \) be the second signed path in a length \( n \) reversing sequence from \( w \) to \( w' \), so that we have \( w \cap_{\mathcal{R}} w'' \cap_{\mathcal{R}} w' \). By definition, \( w'' \) is obtained from \( w \) by reversing some pattern \( \overline{w} \) into \( \overline{w} \) such that \( sw = tu \) is a relation of \( \mathcal{R} \), or \( t = s \) holds and \( u, v \) are empty. Three cases may occur according to the position of the considered pattern \( \overline{w} \) inside \( w \).

Assume first that the pattern is entirely included in \( w_1 \), say \( w_1 = \overline{w_1xw_1} \). Then we have \( w'' = w''_1w''_2 \) with \( w''_1 = \overline{w_1xw_1} \) and \( w''_2 = w_2 \). Applying the induction hypothesis to \( w'' \cap_{\mathcal{R}} w' \) yields paths \( w'_1, w_0, w'_2, u', v' \) satisfying \( w''_1 \cap_{\mathcal{R}} \overline{w_1w_1}, \overline{w'v'} \cap_{\mathcal{R}} \overline{w_0}, \) and \( w''_2 \cap_{\mathcal{R}} v'u' \) with \( n'_1 + n_0 + n'_2 = n - 1 \). We deduce \( w_1 \cap_{\mathcal{R}} \overline{w_1}, \) and the expected result is established.
The argument is similar when the reversed pattern is entirely included in \( w_2 \).

So we are left with the nontrivial case, namely when the reversed pattern is split between \( w_1 \) and \( w_2 \). In this case, there exist signed paths \( \hat{w}_1, \hat{w}_2 \) such that \( w_1 = \hat{w}_1 \tilde{s} \) and \( w_2 = t \tilde{w}_2 \), in which case we have \( w'' = \hat{w}_1 \tilde{v} \tilde{u} \tilde{w}_2 \), see Figure 4. Applying the induction hypothesis to the relation \( (\hat{w}_1 \tilde{v})(\tilde{u} \tilde{w}_2) \overset{\wedge}{\cap} \overset{n-1}{R} w'' \), we obtain a decomposition \( w' = w''w'_0w'_1 \) and \( S \)-paths \( u''v'' \) satisfying \( \hat{w}_1 \overline{\llcorner}_{R} w'_0 \overline{\llcorner}_{R} \hat{w}_1 \), \( u''v'' \overset{n-1}{R} w'_0 \), and \( \overline{\llcorner}_{R} \overline{\llcorner}_{R} \tilde{v}' \tilde{w}'_2 \) with \( n'_1 + n'_0 + n'_2 = n - 1 \). Now, as \( n'_1 < n \) holds, we can apply the induction hypothesis to the relation \( \hat{w}_1 \overline{\llcorner}_{R} w'_0 \overline{\llcorner}_{R} \hat{w}_1 \) and the decomposition of \( \hat{w}_1 \) and \( u \), obtaining a decomposition \( w'_1 = w'_1 w_{01} \) and an \( S \)-path \( \tilde{u} \) satisfying \( \hat{w}_1 \overset{n-1}{R} u'_0 \overset{n-1}{R} u_1 \) (there is no third piece in the final decomposition because the second piece of the initial decomposition, here \( v \), is an \( S \)-path) with \( n_1 + n_{01} = n'_1 \). Symmetrically, we obtain a decomposition \( w''_0 = w_0w'_2 \), and \( \tilde{v} \) in \( S^* \) satisfying \( \overline{\llcorner}_{R} \overline{\llcorner}_{R} \tilde{v}' \tilde{w}'_2 \) with \( n_2 = n''_2 = n'_2 \). Put \( u' = \tilde{s} \tilde{u} \), \( v' = \tilde{v} \tilde{u} \), \( w'_0 = w_{01}w'_2w_0 \). Then we have \( w_1 = w_1 s \overset{n-1}{R} w'_0 \overset{n-1}{R} \tilde{s} \tilde{u} \), \( \tilde{v}' \overset{n-1}{R} w'_0 \), \( w_2 = \tilde{t} \tilde{w}_2 \overset{n-1}{R} \tilde{v}' \tilde{w}'_2 = v'w'_2 \). As we have \( n_1 + n_0 + n_2 = (n_1 + n_{01}) + (n_0 + n_2) + 1 = n \), we are done.

\[ \square \]

**Figure 4. Inductive proof of Lemma II.4.23**

### Right-reversing: completeness

**Lemma II.4.60.** If \((S, R)\) is a short category presentation and the sharp cube condition is true on \( S \), then the sharp cube condition is true on \( S^* \).

**Proof.** First, if at least one of the paths \( u, v, w \) is empty, then the sharp cube condition is automatically true for \((u, v, w)\).
Then we prove using induction on $\ell$ that the sharp cube condition is true for all $(u, v, w)$ satisfying $\ell g(u) + \ell g(v) + \ell g(w) = \ell$. For $\ell \leq 2$, at least one of $u, v, w$ is empty, and the result follows from the remark above. For $\ell = 3$, either at least one of $u, v, w$ is empty, and the result follows again from the remark above, or we have $\ell g(u) = \ell g(v) = \ell g(w) = 1$, that is, $u, v, w$ belong to $\mathcal{S}$, and the result follows from the assumption that the sharp cube condition is true on $\mathcal{S}$.

Assume now $\ell \geq 4$ and consider $u, v, w$ satisfying $\ell g(u) + \ell g(v) + \ell g(w) = \ell$ and

$$
\overline{wu} \cap R v_1u_0, \quad \overline{vw} \cap R v_0u_1, \quad \overline{uw} \cap R v_2u_2.
$$

At least one of $u, v, w$ has length at least $2$. Assume $\ell g(v) \geq 2$ and write $v = v^1v^2$ with both $v^1$ and $v^2$ nonempty. By Lemma II.4.24 there exist $u^1_2, u^1_0, v^0_2, v^0_1, v^1_2, v^1_1$ in $\mathcal{S}^*$ satisfying $v_0 = v^1_0v^0_2, v_2 = v^1_2v^0_2$ and

$$
\overline{u^1v^1} \cap R v^0_1u^1_1, \quad \overline{u^1v^2} \cap R v^0_2u^1_1, \quad \overline{u^0v^1_0} \cap R v^1_2u^0_2, \quad \overline{u^0v^0_1} \cap R v^1_2u^1_2.
$$

—see Figure 5 As we have $\ell g(u) + \ell g(v^1) + \ell g(w) < \ell$, the sharp cube condition is true for $(u, v^1, w)$ and we obtain the existence of $u^{11}, u^{12}, w^{11}$ satisfying

$$
\overline{u^1v^1} \cap R u^{11}v^{11}, \quad \overline{u^1v^2} \cap R u^{12}v^{12}, \quad \overline{u^0v^1} \cap R v^{11}w^{11}.
$$

As $(\mathcal{S}, R)$ is short, we must have $\ell g(u^{11}) \leq \ell g(u)$ and $\ell g(u^{11}) \leq \ell g(w)$, hence $\ell g(u^{11}) + \ell g(v^1) + \ell g(w) < \ell$. The induction hypothesis implies that the sharp cube condition is true for $(u^{11}, v^1, w)$ and we obtain the existence of $u', v', w'$ satisfying

$$
\overline{u^1v^2} \cap R u'v'w', \quad \overline{u^1v^2} \cap R w'w'', \quad \overline{u^1v^2} \cap R v'w''.
$$

Put $v' = v^{11}v^{12}$. Then we have

$$
\overline{u^1v^1} \cap R u'w', \quad \overline{u^1v^2} \cap R w'w'', \quad \overline{u^1v'} \cap R v'w'',
$$

and we conclude that the sharp cube condition is true for $(u, v, w)$.

The argument for $\ell g(u) \geq 2$ is identical as $u$ and $v$ play symmetric roles. The argument for $\ell g(w) \geq 2$ is similar, writing $w = w^1w^2$ and beginning this time with $w^1$.

![Figure 5. Induction for the sharp cube condition.](image-url)
the left and on the right. We claim that the cube condition implies that right-reversing is complete for $\langle S, R \rangle$. Indeed, assume $u \equiv_R^\perp v$. By assumption, we have $uw \vdash_R \varepsilon_y$ and $vw \vdash_R \varepsilon_y$, where $y$ is the (necessarily common) target of $u, v, w$. Then $uv \vdash_R \varepsilon_y$ also holds, and the cube condition for $u, v, w$ implies the existence of $u', v', w'$ satisfying

$$uv \vdash_R v'u', \quad \varepsilon_y \equiv_R^\perp u'w', \quad \varepsilon_y \equiv_R^\perp v'w'.$$

The assumption that $(S, R)$ contains no $\varepsilon$-relation then implies $u' = v' = w' = \varepsilon_y$, and $u \equiv_R^\perp v$ holds.

Moreover, assume that $u = v$ is a relation of $R$. Then, by definition, $uw \vdash_R \varepsilon_y$ is true, where $y$ is the target of $u$ and $v$, and, therefore, $u \equiv_R^\perp v$ is true. So $\equiv_R^\perp$ is a congruence on $S^*$ that includes all pairs $(u, v)$ such that $u = v$ belongs to $R$. As $\equiv_R^\perp$ is, by definition, the smallest congruence with these properties, we deduce that $\equiv_R^\perp$ is included in $\equiv_R$, that is, $u \equiv_R^\perp v$ implies $u \equiv_R v$.

On the other hand, by Proposition II.4.35 (reversing implies equivalence), $u \equiv_R^\perp v$ implies $u \equiv_R v$, so, finally, $u \equiv_R^\perp v$ is equivalent to $u \equiv_R^\perp v$, that is, to $uv \vdash_R \varepsilon$.

By Lemma II.4.32 which is relevant since $(S, R)$ contains no $\varepsilon$-relation, this implies that right-reversing is complete for $(S, R)$. \hfill $\Box$

**Lemma II.4.62** — If $(S, R)$ is a category presentation that is right-Noetherian, contains no $\varepsilon$-relation, and the cube condition is true on $S$, then right-reversing is complete for $(S, R)$.

**Proof.** We fix a right-Noetherianity witness $X$ for $(S, R)$ (Definition II.2.31). For every $s$ in $S$, the assumption that $(S, R)$ contains no $\varepsilon$-relation implies that (the class of) $s$ is not invertible in $(S | R)^+$ and, therefore, we have a strict inequality $X(sw) > X(w)$ for every $w$ in $S^*$ such that $sw$ is defined. For $\alpha$ an ordinal, let $E_\alpha$ be the statement

$$(E_\alpha) \quad \text{Every quadruple } (u, v, \bar{u}, \bar{v}) \text{ satisfying } u\bar{v} \equiv_R^\perp v\bar{u} \text{ and } X(u\bar{v}) \leq \alpha \text{ is } \vdash_R \text{-factorable.}$$

We shall establish that $E_\alpha$ is true for every $\alpha$ using induction on $\alpha$, that is, we shall prove that $E_\alpha$ is true whenever $E_\beta$ is true for every $\beta < \alpha$. This will imply that right-reversing is complete for $(S, R)$.

The proof of $E_\alpha$ uses a nested induction. For $\ell$ a natural number, let $E_{\alpha, \ell}$ be the statement

$$(E_{\alpha, \ell}) \quad \text{Every quadruple } (u, v, \bar{u}, \bar{v}) \text{ satisfying } u\bar{v} \equiv_R^\perp v\bar{u}, X(u\bar{v}) \leq \alpha, \text{ and } \lg(u) + \lg(v) \leq \ell \text{ is } \vdash_R \text{-factorable.}$$

First, $E_{\alpha, 1}$ is true for every $\alpha$. Indeed, $\lg(u) + \lg(v) \leq 1$ implies that $u$ or $v$ is empty. Assume for instance that $u$ is empty. Then the choice $u' = \varepsilon_y$ ($y$ the target of $v$), $v' = v$, $w' = \bar{u}$ witnesses that $(u, v, \bar{u}, \bar{v})$ is $\vdash_R$-factorable. The argument is similar for $v$ empty.
We turn to $E_{\alpha, 2}$. If $u$ or $v$ is empty, the above argument shows that $(u, v, \hat{u}, \hat{v})$ is $\bowtie$-factorable. So we are left with the case when $u$ and $v$ have length one, that is, belong to $S$. We treat this case using a third, nested induction, on the combinatorial distance $\text{dist}_R(u\hat{v}, v\hat{u})$ between $u\hat{v}$ and $v\hat{u}$, that is, the minimal number of relations of $R$ needed to transform $u\hat{v}$ into $v\hat{u}$. So let $E_{\alpha, 2, d}$ be the statement

\[(E_{\alpha, 2, d}) \quad \text{Every quadruple } (u, v, \hat{u}, \hat{v}) \text{ satisfying } u\hat{v} \equiv_R^\phi v\hat{u}, \lambda(u\hat{v}) \leq \alpha, \text{ implies }
\]

\[\lg(u) = \lg(v) = 1 \text{ and } \text{dist}_R(u\hat{v}, v\hat{u}) \leq d \text{ is } \bowtie \text{-factorable.}
\]

For $d = 0$, we have $u = v$ and $\hat{u} = \hat{v}$, and $u' = v' = \varepsilon_y$ (by the target of $s$), $u' = \hat{u}$ witness that $(u, v, \hat{u}, \hat{v})$ is $\bowtie$-factorable, so $E_{\alpha, 2, 0}$ is true.

Assume now $d = 1$, that is, $v\hat{u}$ is obtained from $u\hat{v}$ by applying one relation of $R$. Two cases may arise according to the position where the relation is applied. If the position does not involve the first generator, we have

\[u' \equiv v' \equiv \varepsilon_y \text{ and } u' = \hat{u} \text{ witness that } (u, v, \hat{u}, \hat{v}) \text{ is } \bowtie \text{-factorable. Otherwise, there}
\]

exists $u', v'$ such that $u\hat{v}' = v\hat{u}'$ is a relation of $R$ and we have $u = u'w$ and $\hat{v} = v'w'$. In this case, $\overline{uw} \bowtie \overline{v'w'}$ holds by definition and, again, $u', v', w'$ witness that $(u, v, \hat{u}, \hat{v})$ is $\bowtie$-factorable. So, in every case, $E_{\alpha, 2, 1}$ is true.

Assume now $d \geq 2$. Let $w_0 = \text{an intermediate path in an } R\text{-derivation from } u\hat{v} \text{ to } v\hat{u}$. Then we have $u\hat{v} = v\hat{u}$ and $v\hat{u} = \bowtie w_0$ with $\text{dist}_R(u\hat{v}, v\hat{u}) < d$ and $\text{dist}_R(v\hat{u}, w_0) < d$. By induction hypothesis, $(u, w, \hat{u}, \hat{v})$ and $(w, v, \hat{u}, \hat{v})$ are $\bowtie$-factorable. This means that there exist $u_0, v_0, u_1, v_1, \hat{u}_0, \hat{v}_0$ in $S^*$ satisfying

\[(2.1) \quad \overline{uw} \bowtie \overline{v_1u_0}, \quad \hat{v} \equiv_R^+ v_1\hat{v}_0, \quad w \equiv_R^+ u_0\hat{v}_0,
\]

\[(2.2) \quad \overline{uv} \bowtie \overline{v_0u_1}, \quad \hat{u} \equiv_R^+ u_1\hat{u}_0, \quad w \equiv_R^+ v_0\hat{u}_0.
\]

—see Figure[6] So we have $u_0, v_0 \equiv_R^+ v_0\hat{u}_0$. Let $\beta = \lambda(u_0\hat{v}_0)$. By construction, we have $\beta = \lambda(w) < \lambda(u\hat{v}) \leq \alpha$. Hence, by induction hypothesis, $\overline{w}\beta$ is true. Therefore, $(u_0, v_0, \hat{u}_0, \hat{v}_0)$ is $\bowtie$-factorable, that is, there exist $u'_0, v'_0, w'_0$ in $S^*$ satisfying

\[(2.3) \quad \overline{u_0v_0} \bowtie \overline{v'_0u'_0}, \quad \hat{u}_0 \equiv_R^+ u'_0\hat{v}_0, \quad \hat{v}_0 \equiv_R^+ v'_0w'_0.
\]

The first relations in (2.1), (2.2), and (2.3) imply $\overline{uv}\overline{w} = \overline{v_1v'_0u'_0u_1}$. As the cube condition is true for $(u, v, w)$, we deduce the existence of $u', v', w'$ satisfying

\[\overline{uv} \bowtie \overline{v'w'}, \quad u_1u'_0 \equiv_R^+ u'w_1, \quad v_1v'_0 \equiv_R^+ v'w_1.
\]

Putting $w' = u_1w'_0$, we obtain

\[\hat{u} \equiv_R^+ u_1u'_0u'_0 \equiv_R^+ u'w_1w_0 = u'w', \quad \hat{v} \equiv_R^+ v_1v'_0w'_0 \equiv_R^+ v'w_1w'_0 = v'w',
\]

and $u', v', w'$ witness that $(u, v, \hat{u}, \hat{v})$ is $\bowtie$-factorable. So $E_{\alpha, 2, d}$ holds for every $d$, and therefore so does $E_{\alpha, 2}$.

Assume finally $\ell \geq 3$. If $\log(u) + \log(v) \leq 2$ holds, then $E_{\alpha, 2}$ gives the result. Otherwise, at least one of $u, v$ has length at least two. Assume that $v$ does. Write $v = v_1v_2$ with $v_1, v_2$ nonempty. Let $\ell_1 = \log(u) + \log(v_1)$. Then we have $w_0 \equiv_R^+ v_1(v_2\hat{u})$ with $\log(u) + \log(v_1) = \ell_1 < \ell$. By induction hypothesis, $E_{\alpha, \ell_1}$ is true, so there exist $u'_1, v'_1, w'_1$ satisfying

\[(2.4) \quad \overline{uv_1} \bowtie \overline{v'_1u'_1}, \quad v_2\hat{u} \equiv_R^+ u'_1w'_1, \quad \hat{v} \equiv_R^+ v'_1w'_1
\]
Appendix

Figure 6. Inductive argument for $E_{\alpha,2,d}$ with $d \geq 2$.

—see Figure 7. Let $\beta = \lambda'(v_2\hat{u})$. Then we have $\beta = \lambda'(v_2\hat{u}) \prec \lambda'(v_1v_2\hat{u}) \preceq \alpha$. Hence, by induction hypothesis, $E_\beta$ is true. Therefore $u_1'w_1' \equiv_{R} v_2\hat{u}_0$ implies that $(u_1', v_2, \hat{u}, w_1')$ is $\bowtie$-factorable, that is, there exist $u', v_2', w'$ satisfying

$(2.5) \quad u_1'v_2 \bowtie_{R} v_2'w', \quad \hat{u} \equiv_{R} u'w', \quad w_1' \equiv_{R} v_2'w'$.

Put $v' = v_1'v_2'$. Then we have $u_1v_2 \bowtie_{R} v_2'w'$, and $\hat{v} \equiv_{R} v_1'w_1' \equiv_{R} v_1'v_2'w' = v'w'$. So $u', v', w'$ witness that $(u, v, \hat{u}, \hat{v})$ is $\bowtie$-factorable, and $E_\alpha$ is true.

Figure 7. Inductive argument for $E_{\alpha,3}$ with $\ell \geq 3$.

See Exercise [13] for a (partial) extension of Lemma II.4.62 to the case when $\varepsilon$-relations may exist.

Lemma II.4.63 — If $(S, R)$ is a maximal right-triangular presentation, then right-reversing is complete for $(S, R)$.

Proof. We denote by $s_1, s_2, \ldots$ the enumeration of $S$ involved in the right-triangular structure, and by $\theta$ the associated syntactic right-complement. The assumption that $(S, R)$ is
maximal means that \( \theta(s_i, s_j) \) is defined for all \( i, j \). As in the previous proof, we write \( \text{dist}_R(u, v) \) for the combinatorial distance between two \( R \)-equivalent paths, that is, the length of a shortest \( R \)-derivation from \( u \) to \( v \). We shall prove using induction on \( d \) that \( \text{dist}_R(u, v) \leq d \) implies \( u v \cap_R \varepsilon_v \) (with \( y \) the common target of \( u \) and \( v \)) by Lemma 4.4.42, this is enough to conclude that right-reversing is complete for \((S, R)\).

Assume that \( w \) is a nonempty \( S \)-path beginning with \( s_i \), say \( w = s_iw' \). We then define \( I(w) = s_i, T(w) = w' \) (like “tail”), and \( E(w) = s_i\theta(s_1, s_i)w' \). By assumption, \( s_i\theta(s_1, s_i) = s_i \) is a relation of \( R \), so \( E(w) \equiv_R w \) always holds.

**Claim 1.** Assume that \( u, v \) are nonempty \( S \)-paths satisfying \( \text{dist}_R(u, v) = 1 \). Then we have \( \text{dist}_R(E(u), E(v)) \leq 1 \), and exactly one of the following:

(i) \( I(u) = I(v) \) and \( \text{dist}_R(T(u), T(v)) = 1 \);

(ii) \( I(u) \neq I(v) \) and \( E(u) = E(v) \).

**Proof.** The assumption \( \text{dist}_R(u, v) = 1 \) means that there exist a number \( p \geq 1 \) and a relation of \( R \) such that \( v \) is obtained from \( u \) by applying that relation to its subpath starting at position \( p \). For \( p \geq 2 \), the initial letter is not changed, that is, we have \( I(u) = I(v) \), whereas \( T(v) \) is obtained from \( T(u) \) by applying a relation of \( R \) at position \( p - 1 \), and we have \( \text{dist}_R(T(u), T(v)) = 1 \).

For \( p = 1 \), there exist \( i < j \) and \( u', v' \) satisfying \( u = s_iu' \) and \( v = s_jv' \) with \( u' = \theta(s_i, s_j)u' \) or vice versa. Then we find \( I(u) = s \neq N(s) = I(v) \) and the definition gives \( E(u) = s_i\theta(s_1, s_i)u' = s_i\theta(s_1, s_i)\theta(s_i, s_j)v' = s_i\theta(s_1, s_i)v' = E(v) \).

**Claim 2.** Assume that \( u, v \) are nonempty \( S \)-paths satisfying \( \text{dist}_R(u, v) = d \). Then we have at least one of the following:

(i) \( I(u) = I(v) \) and \( \text{dist}_R(T(u), T(v)) = d \);

(ii) \( \text{dist}_R(E(u), E(v)) < d \).

**Proof.** Let \( (w_0, \ldots, w_d) \) be an \( R \)-derivation from \( u \) to \( v \). Two cases are possible. Assume first that the initial letter never changes in the considered derivation, that is, \( I(w_k) = I(u) \) holds for every \( k \). Then all one step derivations \((w_k, w_{k+1})\) correspond to case (i) in Claim 1. The latter implies \( I(w_k) = I(w_{k+1}) \) and \( \text{dist}_R(T(w_k), T(w_{k+1})) = 1 \) for every \( k \), whence \( I(u) = I(v) \) and \( \text{dist}_R(T(u), T(v)) = d \).

Assume now that the initial letter changes at least once in \((w_0, \ldots, w_d)\), say we have \( I(w_i) \neq I(w_{i+1}) \). Then \((w_i, w_{i+1})\) corresponds to case (ii) in Claim 1. So, we have \( E(w_i) = E(w_{i+1}) \). On the other hand, Claim 1 implies \( \text{dist}_R(E(w_k), E(w_{k+1})) \leq 1 \) for \( k \neq i \). Summing up, we obtain \( \text{dist}_R(E(u), E(v)) < d \).

We now show using induction on \( d \geq 0 \) and, for each value of \( d \), on \( \max(\lg(u), \lg(v)) \), that \( \text{dist}_R(u, v) = d \) implies \( u v \cap_R \varepsilon_v \). Assume first \( d = 0 \). Then the assumption implies \( u = v \), in which case \( u v \) reverses to the empty path by \( \lg(u) \) successive deletions of patterns \( s \).

Assume now \( d \geq 1 \). Then \( u \) and \( v \) must be nonempty. Assume first that \( I(u) = I(v) \) and \( \text{dist}_R(T(u), T(v)) = d \) hold. By definition, we have

\[
\max(\lg(T(u)), \lg(T(v))) = \max(\lg(u), \lg(v)) - 1,
\]
so the induction hypothesis implies $\overline{T(u)}T(v) \in_{\mathcal{R}} ε_y$. On the other hand, as $I(u)$ and $I(v)$ are equal, we have

$$\overline{uv} = \overline{T(u)}I(u)I(v)T(v) \in_{\mathcal{R}} \overline{T(u)}T(v).$$

By transitivity of reversing, we deduce $\overline{uv}$ right-reverses to $ε_y$.

Assume now that at least one of $I(u) = I(v)$ and $\text{dist}_{\mathcal{R}}(T(u), T(v)) = d$ does not hold. Then, by Claim 2 we must have $\text{dist}_{\mathcal{R}}(E(u), E(v)) = d'$ for some $d' < d$. Then the induction hypothesis implies $E(u)E(v) \in_{\mathcal{R}} ε_y$. Assume $I(u) = s_i$ and $I(v) = s_j$ with, say, $i \leq j$. By definition, we have

$$E(u) = s_i \theta(s_1, s_i)T(u), \quad E(v) = s_j \theta(s_1, s_j)T(v) = s_1 \theta(s_1, s_i)θ(s_1, s_j)T(v),$$

so that, if $ℓ$ is the length of $s_1 \theta(s_1, s_i)$, the first $ℓ$ steps in any reversing sequence starting from $E(u)E(v)$ must be

$$\overline{E(u)}E(v) = \overline{T(u)}θ(s_1, s_i) s_i \theta(s_1, s_i)θ(s_1, s_j)T(v) \in_{\mathcal{R}} \overline{T(u)}θ(s_1, s_i)T(v).$$

It follows that the relation $\overline{E(u)}E(v) \in_{\mathcal{R}} ε_y$ deduced above from the induction hypothesis implies

(2.6) $$\overline{T(u)}θ(s_i, s_j)T(v) \in_{\mathcal{R}} ε_y.$$  

Now, let us consider the right-reversing of $\overline{uv}$, that is, of $\overline{T(u)}s_i s_jT(v)$. By definition, the only relation of $\mathcal{R}$ of the form $s_i \ldots = s_j \ldots$ is $s_iθ(s_1, s_j) = s_j$, so the first step in the reversing must be $\overline{T(u)}s_i s_jT(v) \in_{\mathcal{R}} \overline{T(u)}θ(s_i, s_j)T(v)$. Concatenating this with (2.6), we deduce $\overline{uv} \in_{\mathcal{R}} ε_y$, which completes the induction. \qed

**Exercises**

**Exercise 131 (invertible elements).** Say that a category presentation $(S, \mathcal{R})$ has explicitly invertible generators only if there exists $S^c \subseteq S$ such that, for every $s$ in $S^c$, there exists $\tilde{s}$ in $S^c$ such that the relations $\tilde{s}s = 1_x$ and $\tilde{s}s = 1_y$ belong to $\mathcal{R}$ ($x$ the source of $s$ and $y$ its target), these are the only $ε$-relations in $\mathcal{R}$ and, for all $s$ in $S^c$ and $t$ in $S^c \setminus S^c$, there exist $s'$ in $S^c$ and $t'$ in $S \setminus S^c$ such that $st' = ts'$ belongs to $\mathcal{R}$. Show that, if $(S, \mathcal{R})$ has explicitly invertible generators only, then it is eligible for Lemma II.4.62 [Hint: In the statement $E_{α, τ}$ replace $lg(u)$ and $lg(v)$ with the number of generators of $S \setminus S^c$ in $u$ and $v$.]
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A (binary addresses), 506
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Admissible (cell decomposition), 537
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conditional left-lcms, 43
conditional right-lcms, 43
left-gcds, 43
left-lcms, 43
right-lcms, 43
right-mcms, 49
Artin–Tits
 group, 437
 monoid, 437
Atom, 53, 282
Automorphism, 29
Balanced
 presentation, 320
 relation, 320
Bi-invariant (ordering), 531
Bi-ordered (group), 531
Bijective (RC-quasigroup), 565
Birack, 564
Borel subgroup, 472
Bounded
 Garside family, 242
germ, 308
Braid
 group, 437
 group B_n, 5
 group of Z^n, 634
 group of reflection group, 458
 monoid, 437
 monoid of Z^n, 634
 monoid B_n, 5
 pure, 7
 relation, 432
Bruhat decomposition, 476
C(x, y) (elements with source x and target y), 28
$C_\mathcal{F}(M, X)$ (partial action), 494
$C^\infty$ (invertible elements), 32
Cancellative
category, 32
germ, 280
Canonical length, 261
Category, 28
divided, 605
of a germ, 277
Cayley graph, 29
Cell, 148
decomposition, 636
admissible, 637
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Center, 420
Centralizer, 369
$\phi$-centralizer, 378
Chain, 148
complex, 148
extended, 151
Class (RC-system), 592
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under identity (subcategory), 318
under inverse, 318
under left-complement, 179
under left-comultiple, 179
under left-divisor, 179
under left-quotient, 61
under product (subcategory), 318
under right-complement, 170
(subgerm), 344
under right-comultiple, 170
(subgerm), 344
under right-diamond, 323
(subgerm), 344
under right-divisor, 169
under right-lcm, 196
under right-quotient, 61, 169, 319
under $=^e$, 34
under $=^e$ (subgerm), 351
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under right-lcm, 196
Co-Garside
family, 267
map, 267
Co-greedy (path), 267
Co-normal (path), 267
Common multiple witness, 125
Compatible
maps, 519
subcategory, 333
Complete (right-reversing), 76
Concatenation (paths), 36
Conditional
left-lcms, 43
right-lcms, 43
right-lcms (germ), 298
Congruence, 37
$Conj C$ (conjugacy category), 369
$Conj_{\phi} C$ ($\phi$-conjugacy category), 378
Conjugacy
category, 369
$\phi$-conjugacy category, 378
class (in a groupoid), 391
cyclic, 374
Conjugate, 369
$\phi$-conjugate, 378
ordering, 538
Correct
for invertibility (functor), 355
for right-complements (functor), 355
for right-comultiples (functor), 355
for right-diamonds (functor), 355
Covering (relation), 505
Coxeter
class, 459
element, 446
graph, 433
group, 432
matrix, 432
number, 459
system, 432
Coxeter-like (group), 593
Cube condition, 78
$\theta$-version, 66
Cuspidal (character), 475
$C^\infty$-deformation, 98
$C_{\phi} C$ (cyclic conjugacy), 374
Cycling, 391
$\partial^{[m]}$, $\partial_{[m]}$ (duality map), 267
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$d_\Delta$ (duality map), 232
Decomposition, 96
Decycling, 393
Def$(x)$ (partial action), 493
Deformation, 98, 120
Deligne-Lusztig character, 477
unipotent character, 476
variety, 476, 481
$\Delta^m$ (iterate), 235
$\tilde{\Delta}^m$ (functions), 258
$\tilde{\Delta}^C$ (left-lcm), 148
Delta-like (element), 254
Delta-normal decomposition, 254, 257, 258
Derivation, 39
Derived (germ), 302
Descending cell, 155
sequence, 45
Descent, 467
Diagram
complete, 29
with respect to a subfamily, 29
Differential, 149
dist$(g)$ (distance), 142
$DIV(\Delta)$, 228
$DIV(\Delta')$, 228
$DIV(g)$ (right-divisors of $g$), 40
$DIV(g)$ (left-divisors of $g$), 39
Divided (category), 605
Dominating (element), 550
Domino rule
first, 105
second, 110
third, 131
fourth, 133
Dual braid monoid $B_n^{\ast}$, 10
Elementary (chain), 148
Embedding Conjecture (self-distributivity), 515
$\mathcal{E}nv(C)$ (enveloping groupoid), 57
Enveloping groupoid, 57
$\varepsilon$-relation, 38
$\varepsilon_x$ (empty path), 36
Extremal (vertex), 138
$\phi_\Delta$ (functor), 232
$\phi_\Delta$ (functor), 234
Fac($g$) (factors of $g$), 44
Factor, 34
Factorizable (through right-reversing), 76
Final (factor), 393
Finer (partition), 448
Fixed points, 353, 354
Flag cell, 156
Flip, 640
Frobenius endomorphism, 472
Functor, 29
$G_0$ (family), 414
$g^0$ (element), 414
Garside element, 12
family, 101
germ, 283
group, 12
map, 248
monoid, 12
resolution, 147
Generator, 38
positive, 300
Geodesic, 416
Geometric (Sylow subgroup), 478
Germ, 277
Greatest ($\gamma$- or $\gamma'$-function), 294
Greedy (path), 92
Grid, 138
property, 139
RC-system, 624
Generator, 38
H-law, 185
sharp, 185
Harish-Chandra induction, 475
Head, 171
function, 184
germ, 352
Index

subcategory, 323
Height, 51
Homogeneous (presentation), 47
ht (height), 51
ht_0 (left-height), 51
ht_1 (right-height), 51

I-structure, 585
I-type (monoid), 585
J-law (germs), 288
sharp, 288
J (family), 287
J-function, 287
I-reduced, 584
IM_0-structure, 587
Ideal (weak RC-system), 622
Included (family), 50
inf_A (g) (infimum), 255
inf_S (g) (infimum), 255
Inf-semi-lattice, 311
Infimum, 255, 261
init (initial factor), 391
Initial (factor), 391
Inverse, 32
Invertible (element), 32
Involutive (solution of YBE), 562
Isoperimetric (inequality), 207
Iterate (map), 335

J-law (germs), 288
sharp, 288
J (family), 287
J-function, 287

LC-law, 566
Lcm witness, 125
LD_0 (self-distributivity), 504
LD (self-distributivity), 511
LD-
equivalence, 501
expansion, 502
atomic, 502
fundamental, 502
simple, 505
law, 500
system, 500

Left-associative (germ), 277
Left-cancellative
  category, 32
  germ, 280
Left-coprime (elements), 116
Left-cyclic
  law, 566
Left-disjoint (elements), 115
Left-divisor, 190, 60
Left-gcd, 41
Left-height, 51
Left-invariant (ordering), 531
Left-inverse, 32
Left-lcm, 41
Left-O-type (monoid), 532
Left-Ore
  category, 59
  subcategory, 61
Left-reversing, 82
Left-triangular (presentation), 540
Left-S-divisor, 190
Left-S-divisor, 281
Length
  (of a path), 36
  canonical, 261
  S-length, 101
  \Sigma-length, 300
lg(w) (length of a path w), 36
Levi
decomposition, 473
subgroup, 473
Lexicographic (order), 631
LO(G) (space of orderings), 535
Locally
  left-Noetherian, 191
  right-Noetherian, 190
M_{LD} (self-distributivity), 509
Mapping class group, 635
Mcm (minimal common multiple), 49
Morphism, 28
Natural (transformation), 234
Negative entry, 57
\(\mathcal{N}\mathcal{F}_S\) (symmetric \(S\)-normal paths), 144
\(\mathcal{N}\mathcal{F}_S^\circ\) (strict symmetric \(S\)-normal paths), 144
Noetherian category, 45
Noetherian germ, 282
Noetherian presentation, 45
Noncrossing (partition), 448
Nondegenerate (solution of YBE), 562
Normal decomposition, 96
Normal path, 96
Normal walk, 416
Number \(\sup_{\Delta}\), 240
\(O(G)\) (space of orderings), 535
\(O\)-type monoid, 532
\(\text{Obj}(C)\) (objects of a category), 28
Object, 28
Ordered (group), 531
Ore (category), 59
\(P\psi_{fin}(X)\) (finite subsets of \(X\)), 579
Parabolic Deligne-Lusztig variety, 485
Parabolic subgroup, 473
Partial (action), 493
Path, 56
\(PB_n\) (pure braid group), 7
Perfect Garside (family), 139
Period, 412
Periodic (element), 411
Positive cone, 531
Positive entry, 57
Power (of a subfamily), 31
Precategory, 30
Prefix, 30
Quasi-central (element), 444
Quasi-Garside group, 12
Quasi-Garside monoid, 12
\(\mathcal{R}_c(\mathcal{S})\), \(\mathcal{R}_c^{\mathcal{S}}(\mathcal{S})\) (relations), 205
\(\mathcal{R}_c(\mathcal{S})\), \(\mathcal{R}_c^{\mathcal{S}}(\mathcal{S})\) (relations), 209
\(\mathcal{R}_\theta\) (relations), 54
\(\mathcal{R}_{ld}\) (self-distributivity), 509
Rank function, 50
RC-law, 565
Reduced (word), 433
Reflection, 433
Regular element, 458
Relation, 37
Relative position, 475
Regular parabolic subgroups, 484
Ribbons category, 384
Right-\(\mathcal{S}\)-lcm (germ), 284
Right-associative (germ), 277
Right-bounded Garside family, 226
Garside family, 226
germs, 506
Right-cancellative category, 32
germs, 280
Right-ceiling, 551
Right-complement, 41
syntactic, 64
Right-complemented (presentation), 64
Right-cyclic law, 565
quasigroup, 565
system, 565
Right-divisor, 40
Right-Garside element, 231
Right-gcd, 41
Right-height, 51
Right-I-structure, 585
Right-I-type (monoid), 585
Right-inverse, 32
Right-lcm, 41
Right-mcm (minimal common multiple), 49
Right-Noetherian category, 45
Right-O-type (monoid), 532
Right-Ore category, 59
Right-reversing diagram, 68
Right-sliding, 408
Right-triangular
maximal, 65, 540
minimal, 65, 540
presentation, 65, 540
Right-S-lcm (local right-lcm), 199
Right-S-mcm (germ), 297
Right-S-multiple, 190
Right-S-multiple, 281
RLC-
quasigroup, 566
system, 566
S* (paths), 36
S (germ), 278
S* (invertible elements), 190, 280
S (closure of S), 34
S (power of a subfamily), 31
Selector, 100
Semi-direct product (of a category by an automorphism), 378
Set-theoretic (solution of YBE), 562
shγ (address shift), 511
Sharp
cube condition, 78
θ-version, 66
H-law, 185
head function, 184
J-law, 488
β-law, 288
Noetherianity witness, 47
Shift (address), 511
Short
presentation, 72
relation, 72
syntactic right-complement, 64
witness, 125
Σα (operator), 507
Signed (path), 57
Size (term), 501
Skeleton (term), 507
Sliding, 399
category, 401
circuits, 403
Small (category), 52
S-normal
decomposition, 96
path, 96
strict, 96
Solid (family), 187
Source, 28
Spherical type (Coxeter group), 436
Strict (normal path), 96
Strong (Garside family), 125, 136
Strongly compatible (subcategory), 338
Strongly Noetherian, 54
Structure
category (weak RC-system), 626
group (solution of YBE), 571, 572
monoid (solution of YBE), 571, 572
Subcategory, 30
Subfamily (category), 30
Subgerm, 342
Submonoid, 30
Sub(S) (subcategory), 31
Substitution (term), 508
Subterm, 507
Index

Suffix, 408
(derived germ), 301
sup \(\Delta(g)\) (\(\Delta\)-supremum), 240
Super-summit set, 394
Supremum, 240, 261
Symmetric
  greedy (path), 118
  normal (path), 118
  strict, 118
Syntactic right-complement, 64

\(T_{/\alpha}\) (subterm), 507
\(\theta^*_\alpha\) (right-complement), 66
Tame (monoid), 272
Target, 28
Target-injective (Delta map), 234
Term, 501
  injective, 505
  semi-injective, 505
Terminating (right-reversing), 72
Tight (path), 200
Torsion (element), 62
Torus
  maximal, 472
  of type \(w\), 474
Transverse (family), 100
Triangular
  presentation, 540
  relation, 540
Tunnel, 461

Unit (RC-system), 619
Unital (RC-system), 619

Weak (RC-system), 619
Weak lcm, 135
Well-founded (relation), 45
Well-generated (reflection group), 459
Weyl group, 473
Witness
  common multiple, 125
  for \(\boxdot\), 103
  Garside map, 244
  left-lcm, 125
  left-Noetherianity, 47
  Noetherianity, 47

right-lcm, 125
right-Noetherianity, 47
Yang–Baxter equation, 561
T ame (monoid), 272
θ ∗(right-complement), 66
T orus maximal, 472
of type w, 474
Transverse (family), 100
Triangular
presentation, 540
relation, 540
Tunnel, 461

Unit (RC-system), 619
Unital (RC-system), 619

Weak (RC-system), 619
Weak lcm, 135
Well-founded (relation), 45
Well-generated (reflection group), 459
Weyl group, 473
Witness
common multiple, 125
for □, 103
Garside map, 244
left-lcm, 125
left-Noetherianity, 47
Noetherianity, 47

Yang–Baxter equation, 561